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NEUTRINO AND ANTINEUTRINO INCLUSIVE CHARGED-CURRENT CROSS

SECTION MEASUREMENT WITH THE MINOS NEAR DETECTOR

Debdatta Bhattacharya, PhD

University of Pittsburgh, 2009

This thesis presents the measurement of energy dependence of the neutrino-nucleon inclusive

charged current cross section on an isoscalar target in the range 3-50 GeV for neutrinos and 5-

50 GeV energy range for antineutrinos. The data set was collected with the MINOS Near Detector

using the wide band NuMI beam at Fermilab. The size of the charged current sample is 1.94×106

neutrino events and 1.60×105 antineutrino events.

The flux has been extracted using a low hadronic energy sub-sample of the charged current

events. The energy dependence of the cross section is obtained by dividing the charged current

sample with the extracted flux. The neutrino and antineutrino cross section exhibits a linear depen-

dence on energy at high energy but shows deviations from linear behavior at low energy. We also

present a measurement of the ratio of antineutrino to neutrino inclusive cross section.
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1.0 INTRODUCTION

Neutrino scattering experiments have played an important role in measuring many standard model

parameters and in investigating physics beyond the standard model. Neutrino and charged lepton

deep inelastic scattering experiments provided the first definte proof of the quark sub-structure of

nucleons. Modern experiments use intense neutrino beams and massive detectors to compensate

for the small interaction probability of neutrinos.

The scattering cross section is a sum of three sub-processes, elastic, resonance and deep in-

elastic scattering interactions. In elastic interactions, that dominate at energies below 10 GeV, the

resolution capacity of the neutrino probe is low and it scatters off entire nucleons. At intermediate

energies, between 10 to 20 GeV, the nucleon gets excited into a resonant state which then decays

to produce hadrons. As the energy increases, neutrinos undergo deep inelastic scattering in which

they have enough energy to resolve the constituents of a nucleon (known as partons). In this region,

the neutrino cross section becomes linearly dependent on neutrino energy in confirmation to the

quark parton model.

Several experiments [18, 26, 25, 46, 55, 20] in the late 1980s and 1990s have measured the

neutrino cross section above 30 GeV with a precision of 2%. Most experiments [31, 21, 12, 16,

28, 17, 11] conducted at lower energies (Eν < 30GeV) in the 1970s and early 1980s have a much

larger uncertainty of the order of 10% on the extracted cross section. The main contribution to this

uncertainty came from flux measurements which used a simulation of the neutrino beam. Recently

NOMAD([27]) has measured the cross section in the energy range 2.5-300 GeV with a precision

of up to 4%.

This thesis presents the measurement for energy dependence of neutrino and antineutrino in-

clusive charged current cross section on an isoscalar iron target from the high statistics data sample

collected at the MINOS Near Detector. The neutrino measurement is between 3-50 GeV with an
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uncertainty (better than 5% above 4 GeV) that is smaller that most previous experiments. Although

the NOMAD result has a comparable precision, it relies on a particle production model to predict

the neutrino flux whereas we use a low hadronic energy sample to extract the flux from the MINOS

data. There are very few existing measurements of the antineutrino cross section and the ratio of

antineutrino to neutrino cross section in the low energy region. MINOS makes an important con-

tribution in the 5-50 GeV range. The antineutrino cross section measurement has relatively large

uncertainties compared to that of the neutrino, of the order of 10% in the low and high energy

regions because of the smaller size of the sample. The MINOS measurement covers an interest-

ing region that shows the transition from elastic scattering at lower energies to the deep inelastic

scattering regime at higher energies where the scaling behavior becomes prominent.

The long baseline oscillation experiments search for oscillations in the few GeV region. The

current and future experiments use two detectors that help in reducing the uncertainty in the mea-

surement of the oscillation parameters. To perform this measurement, it is important to know the

relation between the visible neutrino energy in the detector and the actual neutrino energy. This

entails a detailed knowledge of the neutrino flux and cross section. The MINOS measurement will

help in constraining the cross section and flux measurements in the low energy range.

Section 1.1 of the first chapter gives an introduction to the standard model in particle physics

with special emphasis on neutrinos. Section 1.2 begins with a discussion of the kinematic variables

and then describes the cross section formula for each of the sub-processes. The rest of the thesis is

arranged as follows:

• Chapter 2 describes the neutrino beam and the MINOS detectors.

• Chapter 3 discusses the detector calibration.

• Chapter 4 discusses the reconstruction scheme.

• Chapter 5 provides a detailed description of the Monte Carlo simulation used in MINOS.

• Chapter 6 describes the data and event selection criteria.

• Chapter 7 discusses the flux and cross section measurements and evaluation of systematic

uncertainties.

• Chapter 8 discusses and compares the MINOS results with other experiments.
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1.1 STANDARD MODEL AND NEUTRINOS

Standard Model of particle physics unifies three of the four known fundamental interactions, weak,

electromagnetic and strong. The gravitational force is not a part of this unification but it is much

weaker than the other three forces. In this model, the elementary particles are divided into two

categories, fermions and bosons. The fermions are the building blocks and the bosons act as

mediators of the fundamental interactions. All matter is made up of these elementary building

blocks, for example an atom is made up of electrons and a nucleus that consists of protons and

neutrons which are each composed of quarks.

The fermions can be sub-divided into two groups, leptons and quarks, depending on the type

of interaction in which they participate. Quarks can undergo all types of interactions whereas

leptons can undergo weak and electromagnetic (only the charged leptons) interactions. There are

six leptons in all, three are neutral leptons called neutrinos (electron neutrino νe, muon neutrino

νµ and tau neutrino ντ ) and each one has a charged partner (electron e−, muon µ− and tau τ−).

The quarks have a fractional charge, with three quarks up(u), charm(c) and top(t) carrying a charge

of +2
3 and the other three quarks down(d), strange(s) and bottom(b) carrying a charge of −1

3 .

Both quarks and leptons are categorized into three generations of “doublets” by arranging them

in order of increasing mass. Table 1.1 shows the quarks, leptons and their electrical charge. All

the quarks and leptons have a corresponding antiparticle that are also part of the Standard Model.

The antiparticle of each fermion has the same mass but opposite charge(opposite spin in case of

antineutrinos). The bosons that are part of the Standard Model are photons, W±,Z0 and gluons that

mediate the electromagnetic, weak and strong interactions respectively. Table 1.2 shows a list of

all the mediators and the relative strength of the four interactions.

Neutrinos are assumed to be massless in the Standard Model because there was no evidence

for neutrino mass when this model was built. It is now a well established fact that neutrinos can

oscillate from one flavor to the other implying that they have a non-zero(albeit small) mass. The

neutrino flavor eigenstates να ( νe, νµ and ντ ) and the mass eigenstates, νi are related by a unitary

transformation matrix U , such that να = Uνi. The matrix U , that is analogous to the Cabibbo-

Kobayashi-Maskawa mixing matrix for quarks, can be written as
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Type of Electrical Generation

fermion Charge I II III

QUARKS +2
3 u c t

−1
3 d s b

LEPTONS 0 νe νµ ντ

1 e µ τ

Table 1.1: Quarks and Leptons in the Standard Model.

Interaction Participating particles Mediating boson Relative strengths

Strong Quarks gluon (g) >1

Electromagnetic Quarks and charged leptons photon (γ) ~1/137

Weak All W±,Z0 10−5

Gravitational All Graviton 10−42

Table 1.2: Fundamental interactions and their relative strengths.
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( Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

)
=

( 1 0 0

0 c23 s23

0 −s23 c23

)
×

( c13 0 s13e−iδ

0 1 0

−s13eiδ 0 c13

)
×

( c12 s12 0

−s12 c12 0

0 0 1

)
,

(1.1)

where, ci j = cosθi j, si j = sinθi j and δ is a phase factor which is non zero only if neutrino mixing

violates CP symmetry.

The transition probability from one neutrino flavor α to another flavor β can be written as

P(α → β ) = |∑
i

Uβ ie
−i(Eit−pix)U∗αi|2. (1.2)

The propagation of the mass eigenstates in space and time is given by the exponential factor. In

the ultra relativistic limit, |~pi| � mi

Ei =
√

p2
i +m2

i ' pi +
m2

i

2p2
i
≈ Ei +

m2
i

2Ei
. (1.3)

In this limit, Eq. 1.2 can be rewritten as

P(α → β ) = ∑
i
|Uβ i|2|Uαi|2 +Re ∑

i 6= j
Uβ iU

∗
β jU

∗
αiUα je

−i∆m2
i jL/2E , (1.4)

where, ∆m2
i j = |m2

i −m2
j |, L is the length for which the neutrinos are allowed to oscillate.

There are six independent parameters (three angles, one phase factor, two independent ∆m2)

that can be reduced by assuming ∆m2
32� ∆m2

21(neutrino masses are strongly ordered). The sim-

plified oscillation probability under this assumption can be written as

P(α → α) = 1−4U2
α3(1−U2

α3)sin2(1.27∆m2
32L/E) = 1− sin22θ23sin2(1.27∆m2

32L/E)

P(α → β ) = 4U2
α3U2

β3sin2(1.27∆m2
32L/E) = 4sin22θ23sin2(1.27∆m2

32L/E). (1.5)

Massive neutrinos can be included in the Standard Model by using a modified Lagrangian.
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1.2 NEUTRINO CHARGED CURRENT CROSS SECTION

1.2.1 Kinematic Quantities

The neutrino-nucleon interaction are of two types: Charged Current(CC) in which a charged W+(−)

boson is exchanged and Neutral Current in which a neutral Z0 boson is exchanged. The physics of

a CC interaction is presented here since the analysis described in this thesis involves studying such

interactions. Fig. 1.1 shows the tree level Feynman diagram of a neutrino-nucleon CC interaction.

The Lorentz invariant quantities of this interaction are,

• energy transfer to the hadronic system

ν =
P ·q
M

, (1.6)

• inelasticity

y =
P ·q
P · k1

, (1.7)

• negative squared four-momentum of the boson

Q2 =−q2 =−(k1− k2)2, (1.8)

• Bjorken scaling variable

x =
Q2

2P ·q
, (1.9)

• square of the center of mass(c.o.m.) energy of the boson-nucleon system

W 2 = (P+q)2, (1.10)

• and square of the center of mass(c.o.m.) energy of the neutrino-nucleon system

s = (P+ k1)2. (1.11)

In these equations k1, k2, q and P are the four-momentum of the neutrino, muon, W boson and the

nucleon respectively and M is the nucleon mass.

In the laboratory Frame, the nucleon is assumed to be at rest and the neutrino initially travels

in the z-direction. The four-momentum of the particles in this frame is
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Figure 1.1: Tree level Feynman diagram of a νµN CC interaction. A neutrino interacts with a

nucleon via the exchange of W boson to produce a muon and hadronic shower.
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1. P = (M,0,0,0),

2. k1 = (Eν ,0,0,Eν),

3. k2 = (Eµ ,0,k2sinθµ ,k2cosθµ),

where, Eµ is the muon energy, Eν is the neutrino energy and θµ is the muon direction w.r.t. the

neutrino.

The invariant quantities can be simplified in the laboratory frame (neglecting muon mass) as

follows:

• ν = EHAD (EHAD is the hadronic shower energy).

• y = EHAD
Eν

.

• Q2 = 2EνEµ(1− cosθµ).

• x = Q2

2Mν
.

• W 2 = M2−Q2 +2Mν .

• s = M2 +2MEν .

1.2.2 Neutrino Interaction cross section

Fermi’s Golden rule gives the cross section of an interaction as

dσ = dΓ
|M |2

Φ
, (1.12)

where, M is the invariant amplitude of the scattering, dΓ is the phase space factor and Φ is the

incident flux. The Born level invariant amplitude can be written as

M =
√

2GF ūµγα(1− γ5)uν

1
1+Q2/M2

W
< X |JCC|N ; p,s >, (1.13)

where, GF is the Fermi Coupling Constant, MW is the W± Boson mass, ūµγα(1− γ5)uν is the

weak leptonic current and < X |JCC|N ; p,s > is the hadronic current. The next three sub-sections

discuss the neutrino cross section equation for each of the three regimes, quasi-elastic(QEL), res-

onance(RES) and deep inelastic scattering(DIS) interactions.
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1.2.2.1 Quasi Elastic Interactions In the case of QEL interactions, neutrino(antineutrino)

scatters off a nucleon producing a muon and a proton(neutron)

ν(ν̄µ)n(p)→ µ
−(µ

+)p(n). (1.14)

The general QEL hadronic current can be expressed as [56]

< P(p′)|JCC|N (p)>= P̄(p′)[F1
V γµ +

iσµνqνξ F2
V

2M
+

qµFS

M
+FAγ5γµ +

FPγ5qµ

M
+

γ5(p+ p′)µFT

M
]N (p),

(1.15)

where, FS, FP, FV , FA and FT are the scalar, pseudoscalar, vector, axial-vector and tensor form

factors of the nucleon and p
′
is the four momentum of the outgoing nucleon.

The differential cross section in the Lab Frame can be written as

dσν(ν̄)

dq2 =
M2G2

Fcos2θC

8πE2
ν

[
A(q2)∓B(q2)

(s−u)
M2 +C(q2)

(s−u)2

M4

]
, (1.16)

where, s, t = q2 and u are the Mandelstam variables and θC is the Cabibbo mixing angle. The

functions A, B and C are combinations of the form factors. Eq. 1.16 is the most general form of

the QEL interaction.

1.2.2.2 Resonance Interactions Resonance interactions excite the nucleon (νN→ νN∗) which

then decays into low multiplicity final states:

νµ p(n)→ µ
−

π
+p(n), ν̄µn(p)→ µ

+
π
−n(p),

νµn→ µ
−

π
0 p, ν̄µ p→ µ

+
π

0n. (1.17)

The hadronic current for this case can be written as < N ∗ |J+
β

(0)|N >, where the hadronic current

operator is a combination of a vector (FV
β

) and an axial (FA
β

) part

Jβ = Vβ −Aβ = 2MR(FV
β
−FA

β
), (1.18)

and MR is the resonance mass parameter.
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The leptonic current ūµγα(1− γ5)uν can be expressed in terms of the polarization vectors of

the intermediate boson. If eµ

L , eµ

R and eµ

0 correspond to the left-handed, right handed and scalar

polarization vectors and the three momentum of the virtual boson is along the z direction, then

qα = (ν ,0,0,Q),

eα
L = 1√

2
(0,1,−i,0),

eα
R = 1√

2
(0,1,−i,0), and

eα
0 = (1,0,0,0). (1.19)

The leptonic current can be re-written using Eq. 1.19 as

ūµγ
α(1− γ5)uν =−2

√
2Eν

√
Q2

Q′2
{u.eα

L − v.eα
R +
√

2uv.eα
S }, (1.20)

where, Q
′2 = ν2−Q2, u = Eν+Eµ+Q

′

2Eν
and v = Eν+Eµ−Q

′

2Eν
. Using Eq. 1.20 and Eq. 1.18, the

invariant amplitude M can be written as

M =−4GFMREν

{√Q2

Q′2
< N∗|uF−− vF+|N > +

M
MR

√
2uv < N∗|F0|N >

}
, (1.21)

where, F+ = eµ

RFµ , F− = eµ

L Fµ and F0 = eµ
s Fµ .

The < N∗|F±,0|N > term is evaluated from the baryon harmonic oscillator model(see section

5.2). The differential cross section of a single resonance with mass MR and negligible width can

be written as

dσ

dq2dν
=

1
32πM2E2

ν

× 1
2
×∑ |M (νN→ νN∗)|2δ (W 2−M2

R). (1.22)

Adding the three M terms(for the three polarizations) incoherently gives

dσ

dq2dν
=

G2
F

4π2

(Q2

Q′2

)
κ

{
u2

σL + v2
σR +2uvσs

}
, (1.23)

where, κ = M2
R−M2

2M and σL,R,S are the cross section for absorption of the intermediate vector boson

with positive, negative or zero helicity and are proportional to < N∗|F±,0|N >and δ (W −MR).
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For treating resonances with finite widths, the δ function is replaced with a Breit-Wigner factor

δ (W −MR)→ 1
2π
× Γ

(W −MR)2 +Γ2/4
, (1.24)

where, Γ is the resonance width. To determine the final amplitude all of the neighboring excited

resonances should be taken into account.

1.2.2.3 Deep Inelastic Scattering The DIS interactions produce a muon and a hadronic shower(X)

νµ(ν̄µ)N→ µ
−(µ

+)X . (1.25)

If we square the invariant amplitude of Eq. 1.13, we obtain

|M |2 =
2G2

F

(1+Q2/M2
W )2 LαβW αβ , (1.26)

where, MW is the W± Boson mass, Lαβ is the leptonic tensor and Wαβ is the hadronic tensor. The

general form of the hadronic tensor W αβ is expressed in terms of the four momentum vectors q

and p

W αβ =−gαβW1 +
pα pβ

M2 W2− i
εαβγδ pγ pδ

2M2 W3 +
qαqβ

M2 W4 +
pαqβ + pβ qα

M2 W5 + i
pαqβ − pβ qα

2M2 W6,

(1.27)

where, the W ’s are the form factors and gαβ is the metric tensor of Minkowski space. εαβγδ is the

totally antisymmetric tensor: +1 for ε0123 and all even permutations, -1 for odd permutations and

0 if two or more indices are the same.

The leptonic tensor Lαβ is

Lαβ = 8[k2αk1β + k2β k1α − k1 · k2gαβ ∓ iεαβγδ kγ

1kδ
2 ], (1.28)

where, the minus(plus) sign is for neutrino(antineutrino) interactions. In LαβW αβ , the W6 term is

eliminated(because there are two W6 dependent terms that are equal and have opposite sign). The

W4 and W5 terms are neglected because they are proportional to the lepton mass.

The differential cross section for inelastic interactions can be written as
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d2σ
ν(ν̄)
CC

dxdy
=

G2
FME

π(1+ Q2

M2
W

)2

[
My2

2
2xW1(ν ,Q2)+(1− y−Mxy

2E
)νW2(ν ,Q2)± y(1− y

2
)νxW3(ν ,Q2)

]
.

(1.29)

The W form factors can be transformed into dimensionless quantities

F1(x,Q2) = MW1(ν ,Q2),

F2(x,Q2) = νW2(ν ,Q2),

F3(x,Q2) = νW3(ν ,Q2), (1.30)

where, F1, F2 and F3 are the structure functions that contain all the information about the sub-

structure of nucleon. The differential equation 1.29 can be re-written as

d2σ
ν(ν̄)
CC

dxdy
=

G2
FME

π(1+ Q2

M2
W

)2

[
y2

2
2xFν(ν̄)

1 (x,Q2)+
(

1−y−Mxy
2E

)
Fν(ν̄)

2 (x,Q2)±y
(

1− y
2

)
xFν(ν̄)

3 (x,Q2)
]
.

(1.31)

Often, the structure function F1(x,Q2) is expressed in terms of RL(x,Q2), which is the ratio of the

longitudinal to transverse virtual boson absorption cross section

F2(x,Q2)
2xF1(x,Q2)

=
1+RL(x,Q2)(

1− Q2

4M2x2

) . (1.32)

Eq. 1.31 can be re-written in terms of F2, R and xF3

d2σ
ν(ν̄)
CC

dxdy
=

G2
FME

π(1+ Q2

M2
W

)2

[(y2 +4M2x2y2/Q2

2+2Rν(ν̄)
L (x,Q2)

+1− y−Mxy
2E

)
F2(x,Q2)± y

(
1− y

2

)
xF3(x,Q2)

]
.

(1.33)

Quark Parton Model (QPM) - Eq. 1.33 is a general form of the cross section for inelastic

interactions. The naive QPM[35] assumes that the nucleon is made up of non-interacting point-

like constituents called partons (quarks). The model is valid in the “infinite momentum” frame,

in which the time scale of interactions(strong interaction) between partons is much larger than the
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collision time. In the limit Q2 → ∞, the structure functions depend only on the Bjorken scaling

variable x

limQ2→∞Fi(x,Q2)→ Fi(x). (1.34)

This property is known as the Bjorken scaling. The scaling variable x can be thought of as the

fraction of the initial nucleon momentum being carried by the struck quark. In the QPM model,

the structure functions can be written in terms of the Parton Distribution Functions(PDFs). For

neutrino proton interactions we have

Fν p
2 (x) = 2x[d(x)+ ū(x)+ s(x)+ c̄(x)],

xFν p
3 (x) = 2x[d(x)− ū(x)+ s(x)− c̄(x)], (1.35)

where, the PDFs for up(u(x)), down(d(x)), strange(s(x)) and charm(c(x)) can be interpreted as the

probability that a given parton will carry a fraction x of the nucleon’s four momentum. The neutron

and proton quark distributions can be related using isospin invariance

d(x)≡ dp(x) = un(x), d(x)≡ d
p(x) = un(x),

u(x)≡ up(x) = dn(x), u(x)≡ up(x) = d
n(x).

The structure functions for neutrino neutron interactions are

Fνn
2 (x) = 2x[u(x)+ d̄(x)+ s(x)+ c̄(x)],

xFνn
3 (x) = 2x[u(x)− d̄(x)+ s(x)− c̄(x)]. (1.36)

The structure function for an isoscalar nucleon is calculated by taking the average of Eq. 1.35 and

Eq. 1.36

FνN
2 (x) = x[u(x)+d(x)+2s(x)+ ū(x)+ d̄(x)+2c̄(x)],

xFνN
3 (x) = x[u(x)+d(x)+2s(x)− ū(x)− d̄(x)−2c̄(x)]. (1.37)
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The structure function for antineutrinos can be written by using the fact that they interact with

positively charged quarks only(using the assumption s(x) = s̄(x), c(x) = c̄(x))

F ν̄N
2 (x) = FνN

2 (x),

xF ν̄N
3 (x) = xFνN

3 (x)−4x[s(x)− c(x)]. (1.38)

In this simplified Leading Order(LO) model, the structure functions(here xF3 = 1
2(xFν

3 +xF ν̄
3 )) can

be expressed in terms of the PDFs qi(x,Q2)

2xF1(x,Q2) = F2(x,Q2),

F2 = ∑
i=u,d..

xqi(x,Q2)+ xq̄i(x,Q2)],

xF3 = ∑
i=u,d..

xqi(x,Q2)− xq̄i(x,Q2)], (1.39)

where the summation is over the interacting quarks, up, down, sea and charm.

Quantum Chromo Dynamics(QCD) - The QPM explains the scaling behavior observed in

DIS experiments at high Q2. At low Q2, violations of Bjorken scaling have been observed that

lead to a Q2 dependence of the structure functions. The QPM assumes that the partons are non-

interacting and quasi-free in a nucleon. The theory of QCD [59] takes into account interactions

between partons via the exchange of gluons.

In QCD, quarks and gluons carry color charge which means they undergo strong interactions.

The self interaction of gluons anti-screens the color charge which leads to the confinement of

quarks within a hadron. The strong force between quarks increases with distance and at short dis-

tances (high Q2) they behave like free particles and approach “asymptotic freedom”. Asymptotic

freedom allows the quark-lepton cross section to be calculated as a perturbative series in terms of

the strong coupling constant αs. Fig. 1.2 shows the leading order(LO) diagrams that are propor-

tional to α1
s . Terms proportional to α2

s are referred to as next to leading order(NLO).

Non-perturbative QCD effects - At lower Q2(< 1GeV 2), the perturbative approximation

breaks down and the resolving power of the virtual boson is not enough to probe individual partons.

The non-perturbative QCD effects are collectively termed as higher-twist effects and examples in-

clude, multiparton scattering and target mass effects. Lepton nucleon scattering at low Q2 can
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Figure 1.2: LO diagrams that are included in QCD calculations.

involve multiple partons (Fig. 1.3). The contribution from this effect is suppressed by a factor of

1/Q2 compared to those from perturbative QCD which makes them important at low Q2. In our

derivation of the DIS cross section, parton mass was neglected but it becomes important at low Q2

and high x. To account for target mass, the scaling variable x is replaced by an effective scaling

variable ξ [38]

ξ =
2x

1+ k
. (1.40)

where, k = (1+4M2x2/Q2).
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Figure 1.3: Feynman diagram for multiparton scattering.
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2.0 THE NUMI BEAM AND MINOS DETECTORS

The main physics goal of the MINOS(Main Injector Neutrino Oscillation Search) experiment is

to measure the neutrino oscillation parameters ∆m2
32 and sin22θ23 by studying the disappearance

of muon neutrinos in the NuMI(Neutrinos at Main Injector) beam. NuMI is an intense neutrino

beam produced from protons extracted from the Main Injector accelerator at Fermilab, Illinois. To

measure the oscillation parameters, there are two identical detectors, the near detector located at

Fermilab, Illinois which serves as a “reference” detector and the far detector located about 735 km

downstream in a mine at Soudan, Minnesota. Both the detectors are tracking calorimeters made of

iron planes alternating with scintillator planes. The first section describes the NuMI beam and the

next two sections give a description of the MINOS near detector and the far detector.

2.1 NUMI BEAM

The NuMI beamline shown in Fig. 2.1 at Fermilab produces a powerful muon neutrino beam from

interactions of a 120 GeV proton beam (extracted from the Main Injector accelerator) on a graphite

target. The proton beam is aimed downward by an angle of 58 mrad to point at the far detector that

is located in an underground mine. Protons are extracted in a 10 µs spill with a typical intensity of

2.1×1013 Protons on Target(PoT)/spill from the Main Injector(MI). The MI accelerates protons in

seven batches, out of which five are directed towards the NuMI beamline. Fig. 2.2 shows the five

batches in a typical spill.

Charged mesons(mostly pions and some kaons) that are produced when the proton beam im-

pinges on a graphite target pass through a pair of magnetic horns that focus them in the direction of

the proton beam. The horns are made of co-axial conductors that produce a toroidal magnetic field.
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Figure 2.1: Layout of the Neutrino beamline. Protons from the Main Injector hit a graphite target

producing charged mesons. The charged mesons are focused by a pair of magnetic horns and

subsequently decay to produce muons and muon neutrinos. The muons and uninteracted hadrons

are absorbed and the neutrinos continue to the MINOS Near Detector [61].

Figure 2.2: Number of events in the near detector as a function of time. The five batch structure in

a 10 µs spill can be clearly seen.
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The parabolic shape of the inner conductor(as shown in Fig. 2.1) causes the field to act as a lens,

where the focal length is proportional to the meson momentum and the horn current. This allows

selection of a certain momentum window through focusing. The mesons that are under focused or

over focused are further focused by the second horn.

The mesons enter a 675m long decay pipe, where about 10% of the mesons decay to muons

and muon neutrinos

π
−(+)→ νµ(ν̄µ)+ µ

−(+),

K−(+)→ νµ(ν̄µ)+ µ
−(+).

Some of the kaons and muons also produce electron neutrinos. The predicted composition of the

neutrino beam after interaction with the detector is 92.9% νµ , 5.8% ν̄µ and 1.3% νe + ν̄e. In

the standard data collecting mode, the parabolic horns focus the positively charged mesons which

leads to a much higher contribution of the νµs(compared to ν̄µs) in the neutrino beam.

The decay pipe is followed by a hadron absorber which absorbs undecayed mesons, muons and

uninteracted protons. The remaining muons range out in 240 m of rock after the absorber and the

neutrino beam reaches the ND located 1.04 km downstream of the target. The beam monitoring

system, which consists of hadron and muon monitors is used to measure the spatial distribution of

muons and hadrons. The monitors are ionization chambers; a hadron monitor is located upstream

of the absorber, a muon monitor is located immediately after the absorber and at two more stations

in the rock that follows the absorber.

The neutrino energy spectrum is determined by the relative position of the target and horns

and the value of the horn current. Most of the data were collected in the “low energy” LE10/185

kA mode in which the target is placed 10 cm upstream from the first focusing horn and the horn

current is 185 kA. Fig. 2.3 shows the simulated flux of the νµ and ν̄µ beam. The νµ beam peaks

between 3-4 GeV with a long tail. Since the negatively charged mesons(which produce the ν̄µs)

are defocused by the horns, only those negative mesons that are relatively high energy are able to

pass through the horns, this makes the ν̄µ beam higher in energy and less sharply focused.
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(a)

(b)

Figure 2.3: Simulated flux spectrum of the low energy νµ (a) and ν̄µ beam(b) (which is 5.8% of

the neutrino beam) in units of number of events/GeV/m2/106 PoT. The inset figure shows the νµ

spectrum above 20 GeV. The PoT in the label stands for protons on target.
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Figure 2.4: Transverse view of a Near Detector plane where the shaded region shows an instru-

mented active scintillator plane.

2.2 NEAR DETECTOR

Figure 2.5: Longitudinal view of the near detector showing the different segmentations.

The analysis presented in this thesis has been performed on data obtained from the Near Detec-

tor(ND). The ND shown in Fig. 2.4 is located 1km from the NuMI target and at a depth of 90m. It

has a “squashed” octagonal structure which is 4.8m wide, 3.8m high, 16.6m long and has a mass of

0.98 kton. The detector has a toroidal magnetic field of average strength 1.3 T. The ND consists of

282 steel planes, 2.54 cm thick, of which 152 are instrumented with 1 cm thick scintillator planes.
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Figure 2.6: The U-V co-ordinate system used at the near detector. The coil hole is at the center of

the co-ordinate system.

It is divided into four longitudinal sections as shown in Fig. 2.5. These are listed below, starting

from the upstream end of the detector

1. Veto - The first 1.2m of the detector is called the “veto” region. This region is used to identify

incoming charged particles which otherwise might be mis-identified as neutrino interactions.

2. Target - The next region starting at 1.2m and ending at 3.6m is called the “target” region.

Neutrino interactions beginning in this part are included in the fiducial volume.

3. Hadron Shower - The target region is followed by the “hadron shower” region staring at 3.6

m and ending at 7.2m. This region is long enough to contain hadron showers from neutrino

interactions occurring in the target region. The first three regions, veto, target and hadron

shower are collectively called the “calorimeter” which includes the first 120 planes of the

detector.

4. Muon Spectrometer - The remaining 7.2m is the muon spectrometer. This is needed to mea-

sure the muon charge and momentum from curvature in the magnetic field.
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Figure 2.7: A partially instrumented plane is shown on the top and a fully instrumented plane on the

bottom. The u-view is shown on the left and the v-view is shown on the right. Each partially(fully)

instrumented plane is divided into three(five) scintillator modules, namely G,H,I (J,K,L,M,N).

Figure 2.8: Detailed arrangement of the strips in a typical near detector U and V plane for a

partially and a fully instrumented plane.
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Each scintillator strip is 4.1 cm wide and 1 cm thick. The scintillator strips in the instrumented

planes are oriented along the U and V axis alternatively which are rotated by ±450 with respect to

the vertical direction. Fig. 2.6 shows the U-V co-ordinates with respect to the X-Y co-ordinates.

The coil hole is at the origin of the co-ordinate system. The strips are placed along U and V direc-

tions to allow measurement of atmospheric neutrino interactions (which come at steeper angles to

the horizontal) and also because it leaves room below to install the readout system.

Every 5th plane throughout the detector is fully instrumented with 96 adjacent scintillator

strips. A group of adjacent strips are enclosed in aluminum covers and referred to as modules. The

fully instrumented planes have 5 scintillator modules(J,K,L,M,N) each as shown in Fig. 2.7(bottom

row). The calorimeter region has partially instrumented planes(64 scintillator strips) in between

the fully instrumented planes that have three modules each (G,H,I). A detailed diagram of the strip

arrangement in both the U and V view in a given plane is shown in Fig. 2.8. In the spectrometer

there is no readout of scintillators between the fully instrumented planes. Light collected from

the scintillators are carried to Photo Multiplier Tubes(PMT) via optical fibers. The PMT signals

are readout by an electronic readout and the data is subsequently stored by the Data Acquisition

system.

2.3 SCINTILLATOR

Each scintillator strip is made of plastic polystyrene doped with PPO and POPOP organic fluor and

is jacketed in a reflective layer made of 85% polystyrene and 15% TiO2 by weight. As a charged

particle travels through the scintillator, it excites the fluor which emits the absorbed energy in the

form of ultra violet photons. These photons are collected by 1.2 mm diameter wavelength shifting

(WLS) fibers that are embedded in a 2mm deep groove that runs along the length of each strip as

shown in Fig. 2.9(a). The light yield of a strip can be parametrized as

I = I0e−x/λatten, (2.1)

where, I0 is the initial intensity, x is the distance along the fiber and λatten is the attenuation length

of the WLS fiber. The typical attenuation length is about 6.5m which is acceptable because the
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average distance traveled by photons is about 4m.

The WLS fibers absorb and re-emit the ultra violet light from scintillation as green light so

that it can be detected by the Photo Multiplier Tubes(PMT). The WLS fibers, which are read out

from one end only, lead to optical connectors. From the optical connectors the light is carried

by clear optical fibers which have a longer attenuation length of 11m. The optical fibers lead to

dark boxes that house the PMTs. The dark boxes enclose the connection between the clear optical

fibers, PMTs and the front-end electronics. Fig. 2.9(b) shows a picture of the optical readout at the

ND.

2.4 PHOTO MULTIPLIER TUBES

The ND uses 210 Hamamatsu R-5900-00 M64 phototubes shown in Fig.2.10, which are mul-

tianode PMTs that have 64 pixels each of size 2mm×2mm. Each pixel acts as a single anode

phototube. The incident light strikes the photo cathode of the PMT and releases photo electrons

that are attracted to a series of dynodes which are at a positive voltage relative to the cathode. The

number of electrons get multiplied at each dynode through secondary emission. At the end, there

is an anode which records a sharp current pulse caused by the accumulation of charge.

The quantum efficiency(Q.E.), defined as the probability that one photon releases one photo

electron, is a function of wavelength and is 20% for the MINOS ND case. The electrons are

accelerated through a 12 stage dynode inside the PMT and the average voltage between the pho-

tocathode and the anode is about 800V. The typical gain(number of electrons at the anode/initial

photo electron at the cathode) of a M-64 PMT is 1×106 and it has a linear response for input pulses

less than 100 photoelectrons(p.e.).

The muon spectrometer has 4:1 electronic multiplexing in which four strips(which are con-

nected to 4 separate PMT channels) are read out by one electronic channel. This information has

to be “demultiplexed” in order to reconstruct the different particle tracks inside the detector (see

section 4.0.4).
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(a)

(b)

Figure 2.9: A scintillator strip used in the near detector(a) and schematic of the optical connections

in a scintillator module(b).
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Figure 2.10: Face of M-64 phototube. Each of the 64 pixels (2mm x 2mm) receive the output of a

single scintillator strip. (a) Schematic of a PMT (b).
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Figure 2.11: The setup used for measuring the B-H curve on a batch of steel that is used in the

Near Detector.

2.5 MAGNETIC FIELD

The magnetic field is used to distinguish the µ−s from µ+s coming from νµ and ν̄µ charged

current interactions respectively and to measure the momentum of muons from their curvature. The

toroidal magnetic field in the iron detector is generated by an aluminum coil that passes through

the hole at (0,0) of the co-ordinate system shown in Fig. 2.6. The coil carries a current of 40,000

A-turns with each of the 48 turns carrying 833 A. The coil hole is placed off-center horizontally

and the detector is placed so that the beam is incident at 1.5m from the coil hole.

The magnetic field map is estimated using an ANSYS-Finite Element Analysis(FEA) program[1].

The inputs to the FEA program are the detailed geometry of a near detector plane along with the

coil hole geometry and a vendor provided B-H curve. The vendor measured the B-H curve by

constructing a test ring from a sample of steel used in the detector. The setup is shown in Fig 2.11.

It has a computer controlled power supply to magnetize the steel through a primary coil. When

the current through the primary coil is changed, the magnetic field in the toroid induced a current

in the secondary that is read by the computer. Fig. 2.12 shows the measured B-H curve and Fig.

2.13(a) shows the model of the field map constructed with this B-H curve.

The field has been designed such that the average value is 1.3 T in the fiducial region.The

asymmetric nature of the field is due the fact that the coil hole is off-center. The uninstrumented
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Figure 2.12: The vendor provided B-H curve for the Near Detector.

(a) (b)

Figure 2.13: The Near Detector field map estimated from the FEA program(a). The direction of

the azimuthal magnetic field is shown by arrows. Change in the magnitude of the magnetic field

as a function of x(m) at a constant y of -10cm(b).
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region(on the left of the coil hole) has a higher magnetic field compared to the instrumented region.

The same amount of magnetic flux passes through both the instrumented region as well as the

uninstrumented region, but the area of the former is larger than that of the latter which makes

the magnetic field higher in the uninstrumented region. Fig. 2.13(b) shows the variation in the

magnetic field as a function of x position(m) at a constant value of y(-10cm). In the instrumented

region(x>0m) the magnetic field decreases with a constant gradient from a value of about 1.5T

around the coil hole(0m) to 1.0T around the edge of the edge of the instrumented region(3.0m).

The magnetic field has been directly measured at some positions in the detector in order to

compare the predicted field value to the measured value. The measurement has been performed by

winding an induction coil around the planes at certain positions which are shown in Fig. 2.14. The

voltage across the secondary induction coil and the current in the primary coil can be related to the

average magnetic field B(T) and the magnetic induction H(A-t/m). This study was performed for

two positions “1”(outside the fiducial volume) and “6”(inside the fiducial volume) and the result

was averaged over several planes. Table 2.1 shows the result of this study from which we can

conclude that the measured and predicted magnetic field agreement is better than 2%.

This 2% difference between the measured and predicted value is caused by plane to plane

variation of the magnetic field that is not taken into account by the FEA simulation. The steel in

the detector comes from different batches or “heats” of steel that have a slightly different chemical

composition and hence magnetic properties. A given plane is constructed from a single batch

of steel, but the different batches are distributed throughout the detector. These batches have

slightly different BH distributions but the FEA simulation uses the median BH curve. In addition

to chemical variations, the planes can also have slightly different thicknesses. The proximity of the

return legs of the magnetic coil to the end of the detectors causes an additional effect on the field

of the end planes on either side of the detector.

2.6 READOUT AND DATA ACQUISITION

The electronic readout digitizes the charge and time of each PMT signal. The electronics have

been designed to record neutrino interactions throughout a spill with no deadtime and with a timing
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Position # of planes Measured <B>(T) Predicted <B>(T) Ratio

1 10 1.82 1.83 0.997

6 8 1.19 1.20 0.989

Table 2.1: Comparison of measured and predicted magnetic field value. The first column shows the

two positions(“1” and “6”) and the second column shows the number of planes for which the field

was measured. The third and fourth columns show the measured and predicted average magnetic

field in the area over which the induction coil was wound. The fifth column shows the ratio of

measured to predicted field.

Figure 2.14: The positions at which induction coils are wound to do a direct measurement of the

magnetic field at the Near Detector.

31



resolution that allows separation of overlapping events. The electronic channel ID, timestamp and

the ADC(Analogue-to-Digital) value of the digitizations are stored in a pair of buffers from where

they are read out by the Data Acquisition System(DAQ). The DAQ and timing system synchronize

with the electronics and continuously readout the front-end-electronics.

2.6.1 Electronic Readout

The electronic readout is based on a QIE (Charge to Current Encoder) chip that consists of a current

splitter, gated integrator and range selector as shown in Fig. 2.15. The current from the PMT is

split by the current splitter into eight binary weighted ranges I/2,I/4...I/256. Splitting the current

gives the QIE chip sensitivity over a large range of incoming charge from 10fC to 10pC. The

current in each branch is used to charge a capacitor that serves as the integrator. After integration

the voltage across the capacitors are fed to an ADC converter through a range selector. The range

selector selects the voltage that lies within the input range of the ADC converter with the help of

a comparator. It also outputs the selected voltage range in a three bit digital format and additional

two-bits called the CAPID which identifies which of the four circuits have been used. The ADC

converts the analogue voltage into a 8-bit flash ADC value. At the end of the clock cycle(19 ns),

the capacitors are discharged to get ready for the next cycle. The QIE chip has been made dead-

time free by using four sets of integrator/range selector which are parallel and are 1/4 cycle out of

phase with one another. The output from the ADC is stored in a FIFO which is a buffer that can

store digitizations from 1000 clock cycles(19 µs) before it is read out.

The near detector has an event rate of about 20 events in one beam spill that leads to over-

lapping events. In order to effectively separate these events the readout has a timing resolution of

19ns which matches the 53MHz RF rate of the Main Injector. A clock system synchronizes the

Main Injector frequency, electronic readout and the DAQ. Every digit bears a timestamp from this

clock system which resets to 0 across the detector once per second. This timestamp is combined

with the time elapsed in seconds to obtain the absolute time of each digit to 19 ns.

The smallest front-end channel unit is a MENU(MINOS Electronics for Neutrinos) board that

holds a single QIE chip, ADC converter and a FIFO. Sixteen MENU boards are placed on a single

MINDER (MINOS Near Detector Readout) which controls the power and clock signals to the
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Figure 2.15: Block diagram of a QIE chip. It has three main components, current splitter, integrator

and a range selector. The chip digitizes the analogue signal from the PMTs.
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Figure 2.16: A MENU Board(a) and a MINDER Board(b).

MENUs. Signals from the PMTs are sent to the MENUs via the inputs on the MINDERs. Fig.

2.16 shows a MENU board and a MINDER. Eight MINDERS are connected to a VME board called

the MASTER (MINOS Acquisition, Sparsifier and Time Stamper for Event Records). There are

eight MASTERS in all that receive and process digitizations from their MINDERS but digitizations

below a certain threshold(0.3 p.e.) are rejected.

2.6.2 Data Acquisition

The data from the front-end electronis(MASTERs) is stored in an array of trigger processors by

the DAQ. A schematic diagram of the DAQ is shown in Fig. 2.17. As mentioned earlier, the front

end electronics writes the data to a pair of buffers. The buffers are read alternatively by the Read

Out Processors(ROPs) for one “timeblock”(10-50 ms long). The ROPs send the collected data to

the Branch Readout Processor(BRP) after one “timeframe”(1 second long). The BRP collects all

the data from the connected ROPs and transfers it to the trigger farm.

The trigger farm uses temporal and spatial information of scintillator hits to form “events”.

Information about the calibration of PMT channels is also stored by the trigger farm. Details of the

calibration are given in chapter 3. Events that pass the triggering algorithm are stored in the output
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Figure 2.17: Schematic diagram of the MINOS Detector DAQ layout[43].

disk.

2.7 FAR DETECTOR

The Far Detector(FD) shown in Fig. 2.18 is an octagon which has a diameter of 8m, length of 31m

and a mass of 5.4 kton. The FD has two super modules and each module has 243 steel planes.

There is a toroidal magnetic field of average strength 1.5T and the magnetic coil hole is located

at the center of the detector. The basic design of the detectors are similar but there are important

differences between the two detectors.

One of the main differences is that the neutrino event rate at the FD is significantly lower (by

a factor of 106 per unit mass) than that at the ND. So the FD has a larger size in order to detect as

many neutrinos as possible. It is placed 2341 ft underground to reduce the cosmic ray background

compared to the neutrino interaction rate. The instrumentation is uniform in the FD, where every
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steel plane is instrumented and a single plane has full coverage with 192 scintillator strips. The

scintillator strips are readout at both ends, unlike the ND where the readout is single-ended. The

WLS fibers carry the scintillation light to the M-16 Hamamatsu phototubes through clear optical

fibers. Eight different fibers, from eight strips go into one PMT pixel(each PMT has 16 pixels) and

are readout by one electronic channel. The 8-fold multiplexing is demultiplexed by the software

using information about which fiber is connected to which pixel. Since the event rate is lower at

the far detector, there are usually no overlapping events in a beam spill, so the electronic readout

doesn’t have to be as fast as the ND readout.
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Figure 2.18: Sketch of the Far Detector located at Soudan Mine, Minnesota. Each plane has full

coverage of scintillators. The coil hole is located at the center of the detector and is the origin of

the co-ordinate system.
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3.0 DETECTOR CALIBRATION

MINOS measures the hadronic and electromagnetic shower energy by calorimetry. The shower

energies are calculated from PMT signals (which are calibrated from integrated charge read out by

electronics to energy). The spatial and temporal response of the PMT, scintillator and electronic

outputs are calibrated using Light injection system and cosmic muons.

A calibration detector was installed at CERN for measuring MINOS response to dedicated

µ ,π ,e and p beams in the momentum range 0.2-10 GeV/c. The first part of this chapter describes

the calibration detector and the second part describes the calibration procedure. The last part

discusses the uncertainties in the muon energy scale determination.

3.1 CALIBRATION DETECTOR

The calibration detector, or CALDET, was a scaled down version of the near detector. It had

60 planes that were 1 m wide. Each plane was instrumented with 24 vertical and 24 horizontal

scintillator strips. It did not have a magnetic field because of its smaller size and the need for

portability. The electronics and readout was similar to the near detector in order to effectively

compare them. The detector collected data between 2001-2003.

The CERN PS(proton synchrotron) beam provided a mixture of hadrons, muons and electrons

in the tunable momentum range of 0.2-10 GeV/c with momentum spread of approximately 1%.

CALDET collected data from two separate beamlines (T7 and T11) that used magnetic horns to

focus the charged particles. Fig. 3.1 shows the measured fractional composition of the T7 beamline

that was operated in positive and negative magnetic polarity. The electron contribution dominates

the beam composition below 1 GeV/c and decreases exponentially with energy whereas the hadron
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contribution dominates above 3 GeV/c.

The particles were identified using Cerenkov and Time of Flight(TOF) counters that were

installed in the beamline. The beam particles have different masses which leads to different flight

times which were measured by the TOF system. Charged particles emit Cerenkov radiation if they

travel with a speed greater than the speed of light in that medium. The radiation is emitted at an

angle that depends on the pressure of the medium(CO2 in this case) and mass and momentum of

the charged particles.

The selection process used to differentiate between the particles depended on the beam mo-

mentum. The TOF system is used to identify πµe and p samples for beam momentum below 3

GeV/c. Gaussian fits were performed to determine the mean and the width of the TOF distribu-

tions. At all momentum values below 3 GeV/c, the πµe and p mean TOF values were separated

by more than 6σ . The Cerenkov counters were pressurized below the muon and pion threshold

and were used to identify electrons. The electron contamination was less than 0.5%. At higher

beam momentum values (>3 GeV/c) the TOF data alone was not sufficient to separate pions and

protons. To facilitate this separation data from two Cerenkov counters were used. The proton

contamination in the pion beam(and vice verse) was negligible at all energies.

The Cerenkov counters and TOF system identified electron, proton and combined pion and

muon components of the beam. Pion and muon separation was based on the topological difference

between hadronic showers and muon tracks. Above 4 GeV/c, most pions showered whereas most

muons exited the detector. The samples were separated based on the distribution of average energy

deposited per plane(higher for pions) and the total number of planes(larger for muons). For the

lower momentum setting(< 4 GeV/c) the separation is poorer. A discriminant was constructed

from variables such as pulse height, number of scintillator strips and number of planes in an event.

The measured fraction of muons in the T7 beamline at 1 GeV/c is 30%, at 4 GeV/c is about 10%

and decreases to 5% at 10 GeV/c[43]. The muon contamination in the pion beam above 1 GeV/c is

negligible, but is about 7% below this momentum. These separation techniques made it possible to

run CALDET with relatively pure particle beams that were used to measure the detector response

and to validate Monte Carlo simulations.
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(a)

(b)

Figure 3.1: Measured fractional composition of the T7 beamline in positive and negative

polarities[43].
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Figure 3.2: The MINOS data calibration chain.

3.2 CALIBRATION PROCEDURE

The steps followed in the calibration procedure can be summarized by the diagram shown in Fig.

3.2. The ADC output of the PMTs are corrected for drift and linearity. The corrected output

is calibrated for variations in light output along the transverse position of the strip and also for

strip-to-strip variations. The next step is to correct for detector-to-detector variation that converts

the output to a standardized M.E.U.(Muon Equivalent Unit). The last step in the chain is to use

different beams (electrons,muons,pions,protons) at the calibration detector to obtain the absolute

energy scale. Except the last step, all other calibration steps are performed at the near detector and

the calibration detector. The details of each step are given in the following sections.

3.2.1 Gain drift and Linearity Correction

The in-situ LED based Light Injection (LI) system pulses each strip periodically and corrects for

gain (defined as the output from the PMTs in ADC count for a known level of input light in p.e) drift

in each PMT channel over a period of time and non-linearity in the gain for very high input(≥100

p.e.).

Each strip end is pulsed 1000 times/hour with 50 p.e. by the LI system to monitor the gain of

each PMT channel. The gain is calculated daily from the LI data for all channels. The drift in gain

that is caused due to seasonal variations and aging effects is less than 3% annually. The LI system

can illuminate the PMT channels over a wide range of input light levels, this enables it to measure

the non-linearity in the PMTs as well as the electronic channels that read out the PMTs.
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3.2.2 Intrastrip Correction

We need to correct for the variation in the strip response along the transverse length of the strip,

which is mainly caused by the attenuation in the WLS fibers. The correction is given by

A(x) = A1e−x/L1 +A2e−x/L2 (3.1)

where, x is transverse position along the strip, L1 and L2 are the two attenuation lengths of the green

light (for two wavelengths). The module mapper measured the response of each scintillator strip

as a function of x to a 137Cs source. The calibration constants are later on checked using through

going cosmic muons. The module mapper data is used to fit [15] for the parameters A2/A1, L1 and

L2 in each strip.

3.2.3 Strip-to-Strip Calibration

The strip-to-strip calibration is performed using through-going cosmic ray muons that are suitable

for this purpose because they are in the minimum ionizing region (few GeVs) and hence deposit an

amount of energy that is relatively independent of their momentum. The cosmic ray muons correct

for variations in the output from individual scintillator strips, differences in the attenuation length

of the optical cables and differences in the quality of the optical connectors.

To characterize the response of an individual strip, the muon spectrum for that strip is con-

structed with cosmic ray muon data collected over a period of time. The strip-to-strip calibration

constant, that is calculated once every month, is the strip response normalized by the mean re-

sponse of all the strips.

3.2.4 Muon Energy Equivalent(M.E.U.) Calibration

M.E.U. is defined as the detector response to a perpendicular minimum ionizing particle(with

an approximate energy of 0.5-1.1 GeV) traversing 1 plane of scintillator. This calibration, that

converts the corrected ADC value to M.E.U., is necessary to compare the response of the ND

with the CALDET. Stopping muons are used for this purpose because their energy can be more

accurately reconstructed than exiting muons.
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To reduce the dependence of the relative calibration on the reconstruction uncertainty at the

detectors, the first 90% of a muon track is chosen where the dE/dx changes slowly(∼8%) and the

muon has an energy between 0.5-1.1 GeV. The later 10% of the track where the muon rapidly loses

energy due to ionization is discarded. M.E.U. is defined as

MEU = Median

((
1

NP

NP

∑
i=1

Si

Li

)
1

.......

(
1

NP

NP

∑
i=1

Si

Li

)
N

)
, (3.2)

where, N is the number of stopping muons in the sample,

Np is the number of planes in the portion of the track where dE/dx changes slowly,

Si is the detector response in SigMap units in plane i, and Li is the perpendicular path length in

plane i.

3.2.5 Absolute Energy Scale

The calibration detector described in section 3.1 is used to obtain the absolute energy scale by

an energy/particle dependent M.E.U. to GeV conversion factor. Fig. 3.3 shows the CALDET

response to a beam of hadrons and electrons. Here the detector response is expressed in terms

of MIPs(minimum ionizing particle) which is equivalent to M.E.Us. At high energy (> 3 GeV),

60(47) MIPs are equal to 1 GeV for hadrons(electrons).

The CALDET hadronic beam data is also used to tune the simulations for the relatively simple

case of single particles with well known energy and identity. This is an important step because

unless we are confident about the Monte Carlo simulations of single particles we cannot apply

them to the neutrino interactions in which a mixture of hadronic particles will be produced in

the final state. Several hadronic shower simulation codes(GFLUKA[33], GHEISHA[34], SLAC-

GHEISHA[6], GCALOR[60]) were available but all these codes were for primary particles with

energy above 10 GeV. Since MINOS hadrons have lower energy(0.5-10GeV), these simulation

codes were compared to the output from the CALDET data to see which one best described the

data. Data and Monte Carlo simulations of several variables were compared, such as number of hit

strips, number of hit planes and calorimeter signal.

Fig. 3.4 shows the π+ calorimeter signal distribution for Monte Carlo simulation(GCALOR

and SLAC-GHEISHA) and data at 1 GeV/c, 4 GeV/c and 8 GeV/c. At 1 GeV/c and 4 GeV/c,
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Figure 3.3: Detector response to hadrons and electron CALDET beams[43]. The unit

MIP(minimum ionizing particle) is equivalent to MEU. The straight line shown in the plots is

a fit to the high energy data.
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GCALOR(blue) describes the data better than GHEISHA(red). In general, at all momentum set-

tings below 6 GeV/c, GCALOR mean agrees with the data mean at the level of 2-3% but has a

slightly larger width. At 8 GeV/c(and higher momentum settings) none of the simulation codes

describe the data well, GCALOR overpredicts the response by about 5% whereas GHEISHA un-

derpredicts it.

Fig. 3.5 shows the proton calorimeter signal distribution for Monte Carlo simulation(GCALOR

and SLAC-GHEISHA) and data at 1 GeV/c, 4 GeV/c and 8 GeV/c. Agreement for proton data is

generally poorer compared to the pion data. At 1 GeV/c, both the simulation codes show poor

agreement with the data. The discrepancy arises because low energy protons lose all their energy

via ionization within the first few planes of the detector and are difficult to model. At 4 GeV/c(and

all intermediate energies between 1 GeV/c and 6 GeV/c), GCALOR code describes the data better

than GHEISHA. At 8 GeV/c(and higher momentum settings), the proton data and Monte Carlo

comparison has a similar trend as seen in the pion distribution, with the GCALOR mean higher

than the data mean by about 5%.

The GCALOR code was found to predict the hadronic energy spectrums better than the other

simulation codes below 6 GeV/c. Above this momentum setting, we take a conservative estimate

of the data and MC disagreement to be 5% that is determined from the difference in the mean of

the GCALOR simulation and data distribution of the calorimeter signal.

The major source of uncertainty on the hadronic energy scale is the 5% data Monte Carlo sim-

ulation discrepancy. Uncertainty in beam energy at CALDET contributes 2%. The intra-detector

calibration with cosmic ray muons contribute 1.7%. The M.E.U. at CALDET was determined

from beam muons as well as cosmic muons, the difference in the value from these two procedures

is 1%. Adding all these sources of uncertainty in quadrature gives a total uncertainty of 5.6% on

the knowledge of the hadronic scale.

3.3 MUON ENERGY SCALE

The muons produced in a charged current interaction can either stop in or exit the detector. A con-

tained muon primarily loses energy by ionization. The energy loss per unit length is given by the
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(a)

(b)

(c)

Figure 3.4: π+ calorimeter signal distribution(MIPs) at momentum settings of 1 GeV/c, 4 GeV/c

and 8 GeV/c. Data is shown with the shaded histogram, GCALOR simulation is shown in blue and

SLAC-GHEISHA simulation is shown in red. The histograms are normalized to unit area.
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(a)

(b)

(c)

Figure 3.5: Proton calorimeter signal distribution(MIPs) at momentum settings of 1 GeV/c, 4

GeV/c and 8 GeV/c. Data is shown with the shaded histogram, GCALOR simulation is shown

in blue and SLAC-GHEISHA simulation is shown in red. The histograms are normalized to unit

area.
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Bethe-Bloche equation [19]. The momentum is determined by calculating the length traversed in

each material and using Groom’s table[41] that is a parametrized version of Bethe Bloche equation.

Details of length and momentum reconstruction are given in Chapter 4.

The precision on the range momentum scale is estimated using a Monte Carlo event sample

with contained tracks. The reconstructed and true muon energy for these tracks disagree at the

1% level above 1GeV. This disagreement is considered as an uncertainty. The energy loss in the

simulation is compared to its value given in Groom’s muon stopping power table [41] and they

agree to 1%. The detector mass model that holds information about the thickness and position of

the steel/scintillator planes and the coil hole accounted for the relevant energy losses to within 1%.

These effects give an uncertainty of about 2% on the range momentum.

For an exiting track the momentum is measured from its curvature in the magnetic field. The

uncertainty on the measurement of momentum from curvature is estimated by comparing the ratio

of range momentum to curvature momentum for contained tracks between data events and sim-

ulated events. The difference between the Gaussian mean for data and Monte Carlo is 1.3% for

contained tracks. We need to correct this number for exiting tracks that spend less time in the

detector. The measured momentum from curvature for these tracks scales with the magnetic field

∆p ∝ ∆B. The corresponding error on the magnetic field can be calculated by using a simplified

model[50]1.

Let us assume that a track with initial true momentum p0 traverses N planes and loses momen-

tum ∆p in each plane. The momentum from curvature(Pvtx) of a stopping track after it has travelled

n planes can be written as

Pvtx = (po−n∆p)+n∆p. (3.3)

The quantity (p0−n∆p) is measured by the magnetic field. The final momentum measured from

curvature will be an average over the N planes

< Pvtx >=
∑

N
n=1[(po−n∆p)+n∆p]

N
= p0. (3.4)

If the magnetic field is mis-measured by a factor x, then the modified momentum will be

1Personal communication with Justin Evans
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< Pmod
vtx > =

∑
N
n=1[x(po−n∆p)+n∆p]

N

=
Nxp0 +[∑N

n=1 n][∆p][1− x]
N

= xp0 +
1
2
(N +1)∆p(1− x) (3.5)

= xp0 +
1
2
(p0 +∆p)(1− x). (3.6)

Here N∆p = p0 for stopping tracks. For a 10 plane track, ∆p = p0/10 and Eq. 3.6 can be written

as

< Pmod
vtx >=

1
20

p0[9x+11] (3.7)

The fractional change in the measured momentum is

δ p
p0

=
< Pmod

vtx >−< Pvtx >

p0
=

9
20

(1− x) (3.8)

We have estimated fractional uncertainty in momentum δ p/p0 to be 1.3%, then the corresponding

change in the magnetic field is 20
9 ×1.3% = 2.2×1.3%≈ 3%. If the number of planes increase in

the track ∆p/p→ 0 and the change in magnetic field ∼ 2×1.3% = 2.6%.

We take a conservative estimate of uncertainty on the momentum measured from curvature to

be 3% (w.r.t. range momentum). This is obtained by multiplying the 1.3% error on the data and

MC disagreement of contained tracks with a factor of 2.2 that corrects for the effect of magnetic

field. The final 4% uncertainty on the curvature momentum is obtained by quadratically adding

this 3% difference and the absolute 2% uncertainty on range momentum.

49



4.0 RECONSTRUCTION

Neutrino interactions are reconstructed using energy deposition, timing and topology of the scin-

tillator strips that have been “hit” by traversing particles. Since a typical 10 µs spill contains

overlapping events, a spill is “sliced” into individual candidate events based on the spatial and

timing information of the hits. Tracks and showers are constructed from the slices which are then

put together to form events. Several properties(vertex, length, angle, energy etc.) are assigned to

the reconstructed tracks, showers and events. Fig. 4.1 shows the event display of a reconstructed

muon neutrino charged current interaction. The signature of a charged current event is a well de-

fined muon track with hadronic activity at the vertex. Fig. 4.2 shows the steps followed in the

standard reconstruction procedure. Details of each step are given below.

4.0.1 Hit Strip formation

The PMTs are readout once every 19ns. A hit strip signal spans more than one readout cycle and

gets divided into two or three timing buckets (where each bucket is 19 ns long). The ADC value

in each bucket is referred to as one digit. The total charge in the PMT pulse is proportional to the

sum of all the digits. The hit strips are formed by associating digits that have come from the same

strip, have a time difference of less than 60 ns between them and a total time span of less than 120

ns.

4.0.2 Slice formation

Slices are defined[51] based on the timing and proximity of hit strips and are likely to contain

individual events. Initially, calorimeter strips with a charge greater than 2 p.e, a time gap(between

two strips) of less than 20ns and a total time span of less than 300 ns are formed into a slice. A slice
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Figure 4.1: Muon neutrino charged current interaction simulated in the MINOS detector. The U

versus Z and the V versus Z view are shown at the top and the bottom respectively. The colored

boxes show the energy deposited in each scintillator strip. The last plot shows the pulse height

distribution in each strip as a function of longitudinal distance. The energy deposited towards the

beginning of the track is the largest and gradually decreases with distance.
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Figure 4.2: Standard reconstruction chain in MINOS.

must have at least two strips. If the strips in a slice have a gap of more than 1 m in the longitudinal

direction then the slice is split into two provided the slice does not span the coil hole.

Spectrometer strips and calorimeter strips that have a charge smaller than 2 p.e are added to

the most appropriate slice based on timing information. Finally any slice with a total charge of less

than 2000 ADC (∼ 200 MeV) counts is discarded. Fig. 4.3 shows a slice formed from strip hits in

the ND.

4.0.3 Track formation

Clusters are formed from each slice by grouping together calorimeter hits that lie in the same plane,

have a minimum charge of 2 p.e. and are separated by less than two strip widths(4.1cm). Once a

cluster is formed, a flag is set that determines if a plane in the cluster is more likely to belong to

a track or to a shower. If the neighboring clusters are densely packed together then the plane is

tagged to be a “shower-like” plane otherwise it is a “track-like” plane.

Triplets are formed from small track segments in each view from group of three clusters as
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(a) (b)

Figure 4.3: Figure on the left shows the hits in a Near Detector spill in the U versus Z view in

the top and V versus Z view in the bottom. A spill with relatively few events has been chosen

intentionally for clarity. Figure on the right shows the strips separated into slices based on timing

and topology of hits. The Y-axis shows the number of strips and the X-axis shows the time in µs.
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shown in Fig. 4.4. If a series of triplets are found that have overlapping clusters then they are

joined together to form a 2 dimensional(2D) track segment in each view. Once a complete list of

2D tracks in each view has been determined, they are matched between the two views by searching

for overlapping planes. The criterion for matching track segments is that the difference between

the beginning plane(or the end plane) for the two views must be less than 10 and the difference

between the beginning plane in one view and the end plane in the other view should be larger than

2.

After matching the two views, track finding is basically complete but the clusters in the track

may contain multiple hits (like in a vertex shower) and the next step is to choose the most suitable

hit that belongs to the track. To select the most suitable hit from a cluster, a linear fit is performed

in each view through the “track-like” planes. The hit (in the “shower-like” plane) that is intercepted

by (or is closest to) the straight line is then included in the track.

Once a track is reconstructed, some initial properties of the track are determined. The U and

V position of each hit(by interpolation), length of the track, momentum from range, the track

beginning and end are assigned to each track. The angle w.r.t the z direction, du/dz and dv/dz are

calculated by fitting a straight line to the first three hits in the track in the U and V view.

The spectrometer region of the ND has four-fold electronic multiplexing that is de-multiplexed

in the track fitting stage. Track formation package makes no attempt to pick up any spectrometer

hit. All the properties assigned to the track at this stage are preliminary, they are refined later after

fitting the track.

4.0.4 Track Fitting

The track fitting is performed by using a Kalman filter (reference Appendix A) which iteratively

solves a set of simple equations to minimize the mean of squared error. The filter provides a

complete description of a muon track at any given position in the detector. Thus the output of the

filter can be used to refine our track finding, especially if the vertex of the track is embedded in a

large shower.

We define a 5×1 dimensional state vector (u and v position, du/dz, dv/dz and q/p (ratio of the

charge to momentum measured from curvature)) for each candidate track. The initial estimate of
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Figure 4.4: The various ways in which a triplet can be formed at the Near Detector[48]. The

clusters must be in the same view. The blue circles represent a cluster and can contain more than

one hit.
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this vector is taken from the first plane in the track where the u,v, du/dz, dv/dz values are the initial

values from the track formation package and the q/p value is taken to be zero. The error covariance

matrix is a 5×5 dimensional matrix and in an initial estimate each entry reflects the uncertainty in

an element of the state vector.

A propagator matrix projects the state vector and the error covariance matrix from plane k-1

to plane k by taking into account the effect of the magnetic and the energy loss due to multiple

Coulomb scattering and ionization. The Kalman gain, that is calculated by minimizing the error

covariance matrix, controls the influence of a single measurement on the final state vector. Once we

have the Kalman gain, the state vector(also known as the Filtered State) and the error covariance

matrix are updated. The procedure is repeated for the next plane by relabelling plane k as plane

k-1. Convergence is obtained by moving from one plane to the next and back and forth along the

entire track several times. With each iteration, a new set of strips are selected that most closely

match the state vectors.

The spectrometer de-multiplexing is also performed by the track fitting package. The first

spectrometer plane that contains a hit is selected and the state vector is projected to that plane. Out

of the four possible hits, the one that matches the projected u/v position (within three strip-widths)

most closely is selected. The maximum allowed difference between the last calorimeter hit and the

first spectrometer hit is 40 planes and that between any two planes in the spectrometer is 70 planes.

4.0.4.1 Setting Track Properties Once the complete track is determined, the track properties

are set so that higher level reconstruction packages can use them. The beginning (end) u and v

positions are the u and v position of the filtered state vector on the beginning(end) plane. The

beginning (end) z position is the mid point of the scintillator plane that has registered the first(last)

hit. The momentum from curvature is the q/p value of the filtered state vector in the very first plane

of the track. The sign of the q/p value is taken to be the sign of the track charge. A µ−(µ+) track

bends towards(away from) the z-axis and has a negative(positive) sign. The χ2 value of the fit is

the sum of the squared difference between the filtered transverse position and the actual transverse

position of the hit. The angle is calculated from the du/dz and dv/dz value of the first hit plane in

the track. From these two values we can calculate ds/dz, which is the inverse of the muon angle

w.r.t. the z direction
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ds
dz

=

√
1+
(du

dz

)2
+
(dv

dz

)2
. (4.1)

To obtain du/ds(dv/ds), du/dz(dv/dz) is multiplied with the reciprocal of Eq. 4.1.

The momentum from range is calculated by summing the energy lost due to ionization in each

segment(steel, scintillator or air) of the detector. To perform this summation the range(=length×density

(g/cm2)) is calculated for each material and the corresponding energy loss is determined from

Groom’s table [41].

4.0.5 Cluster and Shower Formation

The shower formation starts with cluster formation, which are conceptually similar to the clusters

formed during track formation, but the criteria for grouping hits into a cluster are slightly differ-

ent. For each hit strip, a neighbor map is constructed that has hits within 30 ns and less than 5

strip-widths from the hit in question. Clusters are formed in each view by grouping hits that are

“neighbors” and are extended longitudinally by merging overlapping clusters.

The next step is to match the 2D showers in the two views to form 3D showers. It is re-

quired that the two clusters have a beginning plane within 10 planes and time within 30 ns. The

longitudinal overlap in the two views are required to be at least 50%. In case the clusters are

“short”(constitutes of less than 5 planes), these conditions are relaxed. The shower energy is con-

structed by summing the energy from each strip included in the shower. The cluster having the

largest charge-weighted U/V position within 5 planes from the most upstream plane of the shower

is selected as the vertex.

4.0.6 Event Formation

Event formation consists of associating tracks and showers in a given slice whose beginning ver-

tices satisfy the following conditions; radial separation in the U-V plane less than 0.5 m, longi-

tudinal separation less than 1m and the time separation less than 200 ns. If these conditions are

satisfied, then the track and shower likely originated from the same neutrino interaction. A post

reconstruction condition is applied in which the shower and track vertex longitudinal separation is
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tightened to 0.5m. Once the event is formed, the shower energy is recalculated by excluding the

energy depositions in the strips that belong to a track.

4.1 RESOLUTION

The momentum resolution is shown in Fig. 4.5 for tracks whose momentum is measured from

range with true muon energy between 3 and 4 GeV. The resolution for the range momentum is

about 5% and mostly independent of the muon energy. The long tail on the right of the plot is from

tracks that pick up extra hits and hence over estimate the track length. The shoulder on the left is

caused by low purity tracks.

Fig. 4.6 shows the resolution for the reciprocal of the momentum for tracks whose momentum

is measured from curvature with true muon energy between 12 and 13 GeV. The resolution is

poorer, about 9% and is independent of muon energy. The gaussian shape of the resolution plot

is from Multiple Coulomb Scattering. The tail on the right of Fig. 4.6 is from tracks that exit the

detector from the side. These tracks have large angles that spend less time in the detector and have

poor resolution. Tracks that end near the coil hole contribute to the shape on the left of the mean.

Fig. 4.7 shows the muon angle resolution as a function of true muon angle. The resolution

degrades with increasing muon angle. As the muon angle increases, the time spent by the track in

the detector decreases which makes the determination of muon angle less precise.

The shower energy resolution was determined by studies performed at the CALDET with

separate pion, proton and electron beams. The energy deposited by a hadronic or electromagnetic

shower in a calorimeter is proportional to 1/
√

E. The proportionality constant is different for the

two types of showers and depends on the thickness of steel and scintillator planes. Fig. 4.8 shows

the resolution for the two type of showers as a function of the available energy. The resolution

of the electromagnetic shower is 23%/
√

E and hadronic shower is 55%/
√

E. Hadronic showers

have a widely fluctuating longitudinal and transverse shape whereas electromagnetic showers have

a shape that fluctuates within narrow limits. In a neutrino CC interaction, the hadronic shower

energy will be carried by a mixture of final state particles such as π+/−,π0(that form photons) and

protons and the resolution will be different from that of single particles. The resolution of neutrino
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Figure 4.5: Resolution of momentum measured from range for tracks that stop in the detector with

true muon energy between 3 and 4 GeV. The red line shows a Gaussian fit that has been performed

between the two points at half maximum. The log version of the same plot is shown on the right.
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Figure 4.6: Resolution of reciprocal momentum measured from curvature for events having true

energy between 12 and 13 GeV. The red line shows a Gaussian fit that has been performed between

the two points at half maximum. The log version of the same plot is shown on the right.
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Figure 4.7: Muon angle resolution as a function of true muon angle. The resolution is plotted by

fitting a gaussian to the distribution of (true θµ - reconstructed θµ ) in each true θµ bin.
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induced hadronic showers that is determined from simulation based studies is about 59% at 1 GeV

and 32% at 3 GeV[24] .
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Figure 4.8: Hadronic and electromagnetic shower energy resolution as a function of available

energy[43].
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5.0 MONTE CARLO EVENT SIMULATION

A perfect detector would give the true value of the measured quantities, but due to detector reso-

lution the measured quantities are smeared. Monte Carlo(MC) simulation attempts to correct for

effects of resolution, selection cuts and detector geometry. In this analysis, the MC simulation has

also been used to apply a correction to the flux that has been described later in section 7.2. The

MINOS MC event simulator has three main components: production of neutrinos, interaction of

neutrinos in and around the detector and propagation of the particles through the detector.

NuMI beamline is modeled using FLUKA[33] that simulates the production of secondary

hadrons and the subsequent particle decay. The particles are propagated using GEANT3[7] simu-

lation of the beamline. The largest uncertainty in the beamline simulation is due to the uncertainty

in the yield of secondary hadrons as a function of the longitudinal and transverse momentum of

the parent hadron. The size of this uncertainty, which is not known well known due to the lack of

hadron production data, is about 8% in the beam peak and increases to 15% at higher energy. The

large uncertainty on the simulated flux justifies the need to extract the flux directly from data.

Neutrino interactions are simulated using NEUGEN-v3 [37] which has two important com-

ponents: simulation of the neutrino interaction and re-interaction of the hadronic particles with

the neighboring nucleons. The cross section calculations are constrained by charged current cross

section measurement from other experiments. Three separate models are used to simulate the

QEL, RES and DIS constituents that calculate the form factors for QEL(Eq. 1.15) and RES in-

teractions(Eq. 1.18) and structure functions(Eq. 1.30) for DIS interactions. There is significant

overlap of the RES and DIS cross section below W of 1.7GeV . This transition region is handled

by expressing the cross section as a sum of the pure resonance cross section and a non-resonance

contribution from the DIS model that has been tuned to describe the neutrino data in this region.

The interaction of final state hadronic particles is simulated in NEUGEN using data from pion
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and proton scattering experiments. The particles produced in the neutrino interaction are propa-

gated through the detector using GEANT3 [7]. The following sections describe each component

of NEUGEN.

5.1 QUASI ELASTIC

The simulation of QEL interactions, which dominate the low energy region, is based on the

Llewellyn-Smith[56] model. The general form of quasi-elastic differential cross section has been

shown earlier in Eq. 1.16. In order to calculate the cross section, we need to know the form factors

F . The scalar (FS) and tensor (FT ) form factors can be set to zero because they are second class

currents and violate G-parity. Using Conserved Vector Current hypothesis, the vector part of the

weak current can be related to the electromagnetic form factors (GV
E(q2) and GV

M(q2)),

F1
V (q2) =

(
1− q2

4M2

)−1[
GV

E(q2)− q2

4M2 GV
M(q2)

]
,

ξ F2
V (q2) =

(
1− q2

4M2

)−1[
GV

M(q2)−GV
E(q2)

]
. (5.1)

GV
E(q2) and GV

M(q2) have the form

GV
E(q2) =

1

(1− q2

M2
V
)2

, GV
M(q2) =

1+ µp−µn

(1− q2

M2
V
)2

, (5.2)

where, MV is the vector mass, µp is the proton magnetic moment and µn is the neutron magnetic

moment. These parameters are determined from electron scattering experiments.

The q2 dependence of the axial formfactor FA is not known and is assumed to have a dipole

parametrization

FA(q2) =
FA(0)

(1− q2

M2
A,QEL

)2
. (5.3)

FA(0) has been measured from neutron beta decay experiments with high precision. MA value is

determined from fits to bubble chamber experiments[22, 32, 29] and K2K[40] results. Table 5.2
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Parameter Value Error

MV 0.84 small

µp 2.793 small

µn -1.913 small

FA(q2 = 0) 1.267 0.004

MA 0.99 0.15

Table 5.1: Parameters for the QEL model used in NEUGEN. The right hand column shows the

errors on these parameters. The parameters have been taken from Ref.[8].

shows the QEL parameter values and the associated uncertainties. The error on the MA parameter

is large(15%) and arises primarily from two factors. A nuclear correction is applied to the bubble

chamber data using Fermi-gas model because it was collected on deuterium and MINOS uses iron.

The nuclear correction itself has an error of the order of 10% at the cross section level. In addition,

the MA value was obtained from fits using Q2 shape information alone without using any flux

information, which also contributed to the uncertainty. Fig. 5.2 shows the QEL cross setion (red

line) for neutrino and antineutrino interactions and the effect of shifting MA.

5.2 RESONANCE

The intermediate energy resonance(RES) interactions are simulated according to the Rein-Sehgal

model [54] that is based on the baryon resonance model by Feynman, Kislinger and Ravndal[36].

This involves finding an expression for the < N|F±,0|N∗> term in Eq. 1.21. According to the FKR

model, a nucleon is treated as a bound state of three quarks in a harmonic oscillator potential and

the excitation of these states are the observed resonances. A harmonic oscillator hamiltonian is

H =
1

2m
P2 +

1
2

mω
2
0 X2. (5.4)
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Parameter Value Error

MA 1.12 0.17

Ω 1.05 small

Table 5.2: Parameters for the resonance model used in NEUGEN. The right hand column shows

the errors on these parameters. The parameters have been taken from [45].

This can be rearranged and written as

2mH = P2 +Ω
2X2, (5.5)

where, Ω2 = m2ω2
0 removes the quark mass dependence. Using Eq. 5.5 as a starting point, the

operator K for three quark baryon model can be written as

K = 3(p2
a + p2

b + p2
c)+

1
36

Ω
2[(ua−ub)2 +(ub−uc)2 +(uc−ua)2]+ const. (5.6)

Here p2
a(= paµ pµ

a ) is the square of the four-momentum of quark a and ua is the conjugate position

which means paµ = i∂/∂uaµ .

Like QEL interactions, the axial component of the hadronic current is assumed to have a dipole

parametrization

FA =
1

(1− q2

M2
A,RES

)2
.

The largest uncertainty is from the knowledge of MA,RES value which was determined from fits to

bubble chamber data. Table 5.2 shows the value of the model parameters and the associated errors.

Resonance contribution from 16 channels are included in the Rein-Sehgal model. Resonance

cross section is calculated from the Rein-Sehgal model below a W of 1.7 GeV , above this W there

is a contribution from DIS cross section as well that is explained in section 5.4. Fig. 5.2 shows the

RES cross setion (green line) for neutrino and antineutrino interactions and the effect of shifting

MA,RES.

67



5.3 DEEP INELASTIC SCATTERING

DIS interactions, described in section 1.2.2.3, are simulated by the effective leading order model by

Bodek and Yang[5]. To account for contributions from higher orders an improved scaling variable

ξW is used. The expression for ξW can be derived from the effective scaling variable shown in Eq.

1.40

ξW =
2x(Q2 +M2

f +B)

Q2[1+
√

1+4M2x2/Q2]+2Ax
, (5.7)

where, M f is the mass of the quark in the final state(M f =0 except for charm production). The

parameter A accounts for the higher twist effects as well as target mass. The parameter B accounts

for the initial state quark transverse momentum and prevents ξW from diverging at Q2 = 0.

The GRV 98 LO [39] PDFs(Parton Distribution Function) are used as an input to this model.

They are multiplied by K factors in order to describe the low Q2 data well

KSea(Q2) =
Q2

Q2 +Cs
,

KValence(Q2) = [1−G2
D(Q2)]× Q2 +Cv2

Q2 +Cv1
, (5.8)

where, GD = 1/(1 + Q2/0.71)2 is the proton elastic form factor. There are separate correction

factors for up and down quarks. The Bodek-Yang GRV-98 PDFs freeze at a Q2 value of 0.8 GeV 2,

below this value the structure function is given as

F2(x,Q2 < 0.8) = K(Q2)×F2(ξ ,Q2 = 0.8) (5.9)

The physical boundaries of the model is determined by Q2 > M2
p GeV 2, W > Mp GeV , where Mp

is the proton mass. 1

To determine the model parameters a fit is performed to the DIS data from charged lepton

scattering experiments. The parameter values of the Bodek-Yang model are shown in Table 5.3.

The error on these parameters are not readily available, so a study (described later in section 7.5.2

) is performed that shifts each of these parameters and calculates the χ2 for structure function

1There are some additional corrections required by this model that have been discussed in Appendix B.
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Parameter Value Error

A 0.538 0.134

B 0.305 0.076

Cv1u 0.291 0.087

Cv2u 0.189 0.076

Cv1d 0.202 small

Cv2d 0.255 small

Csu 0.363 small

Csd 0.621 small

Table 5.3: Parameters for the DIS model used in NEUGEN. The right hand column shows the

errors on these parameters. The parameters have been taken from Ref.[5].

F2. Fig. 5.1 shows the effect of shifting the Bodek-Yang parameters on F2. Fig. 5.2 shows the

DIS cross setion (blue line) for neutrino and antineutrino interactions and the effect of shifting the

parameter A.

5.4 RES-DIS OVERLAP REGION

In NEUGEN, the resonance and DIS region is separated artificially below a W value of 1.7 GeV .

In order to handle this region properly, the resonance model accepts non-resonance contributions

up to a “safe”(defined by W > 1.7 GeV ) DIS regime. The total inelastic contribution can be written

as

dσ

dθdE
=

dσRES

dθdE
+

dσDIS

dθdE
, (5.10)

The resonance part is given by

dσRES

dθdE
=

nres

∑
i=1

dσRES

dθdEi
Θ(Wcut−W ). (5.11)
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(a) (b)

(c) (d)

Figure 5.1: Effect of shifting the DIS parameter A by 25%, B by 25%, Cv1u by 30% and Cv2u by

40% on the charged lepton nucleon structure function F2. The data points are from charged lepton

scattering experiments. Each plot shows the F2 versus Q2 distribution for a given x value.

70



The summation is over the resonances in the Rein-Sehgal model. The DIS part is given by

dσDIS

dθdE
=

dσDIS

dθdE
Θ(W −Wcut)+

dσDIS

dθdE
Θ(Wcut−W )∑

n
fn, (5.12)

where, n is the hadronic multiplicity of the system and the factor fn gives the contribution of a

particular multiplicity channel to the total cross section. The factors fn are written as fn = rnPn

where, rn is a tunable parameter and Pn is the probability that a certain multiplicity final state will

be produced, which is calculated from the KNO model [42].

The KNO model calculates the average multiplicity by using the expression

< n >= a+b logW 2 (5.13)

where the parameters a and b depend on the initial state and is calculated from Bubble Chamber

experiments. According to KNO scaling model, the probability P(n) is only a function of the ratio

< n > /n. This function is determined from a parametrized fit to the data.

We verify that the choice of Wcut (1.7 GeV) gives predictions without large discontinuities

and in reasonable agreement with inclusive electron scattering data. The rk parameters are tuned

from neutrino data(Durham Neutrino Database [57]). There are 16 rk parameters in all for the

following combinations, two for CC/NC, two for the multiplicities n = 2 and n = 3 and four for

the combinations of the initial states(proton/neutron and neutrino/antineutrino).

Fig. 5.2 shows the total simulated cross section(black line) for neutrino and antineutrino inter-

actions. The Neugen predicted total cross section at high energy has an offset from the world cross

section(0.677±0.014cm2/GeV ) between 30-200 GeV . To correct for this, both the neutrino and

the antineutrino cross section are multiplied with a factor of 1.032. At energies above 20 GeV, the

cross section is completely dominated by DIS interactions. At lower energies, there is contribution

from QEL and RES interactions. At 3 GeV for the neutrino cross section, QEL contributes 30%,

RES and DIS contributes 70%. Fig. 5.3 shows the ratio of antineutrino to neutrino cross section as

a function of energy. At high energies, the QEL and RES antineutrino and neutrino cross sections

are almost equal and the ratio approaches 1. For DIS interaction the ratio is ∼ 0.5, discussion of

this feature is given later in Chapter 8.
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(a)

(b)

Figure 5.2: Neutrino(a) and antineutrino(b) cross section as a function of energy calculated from

the model. The total cross section is shown in black, QEL in red, RES in green and DIS in blue.

The dashed bands show the effect of modifying the model parameters.
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Figure 5.3: Ratio of antineutrino to neutrino cross section as a function of energy calculated from

the model. The total cross section ratio is shown in black, QEL ratio in red, RES ratio in green and

DIS ratio in blue. The dashed line at 0.5 shows the world average ratio between 30-200 GeV.
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(a) (b)

Figure 5.4: QED loop corrections applied to charged current neutrino interactions.

5.5 RADIATIVE EFFECTS

The radiative effects account for contributions to the cross section from emission of photons by

charged particles. The default cross section model doesn’t include radiative effects and they have

been added as a correction based on calculations in reference[4]. Fig. 5.4 shows two of the loops

used in this calculation.

Fig. 5.5 shows the radiative correction for differential cross section at an energy of 6 GeV. The

correction is about 5% for low and high value of x, and is negligible at intermediate x values. Fig.

5.6 shows the ratio of the radiative effect corrected cross section to the Born level cross section.

5.6 INTRA NUCLEAR RESCATTERING

The hadrons produced in a neutrino interaction can undergo further interactions with the neigh-

boring nucleons before emerging from the nucleus, as shown in Fig. 5.7. Such processes can

74



Figure 5.5: Radiative corrections for charged current neutrino(black) and antineutrino(blue) differ-

ential cross section for incident energy of 6 GeV as a function of y for various x values.

75



Figure 5.6: Ratio of radiative effect corrected total cross section to the Born level total cross section

as a function of neutrino energy.

76



significantly modify the visible energy of the hadronic shower and hence should be modeled well.

In NEUGEN model, each hadron is treated independently and allowed to propagate for a cer-

tain length known as the “formation length” without interacting. The formation length depends

on the mass and the momentum of the hadron. The formation time 0.342 fm/c is used as an input

parameter to the model [2]. The probability of a collision occurring before exiting the nucleus

is calculated from the hadron mean free path in nuclear matter which is determined from external

data. If no collision occurs, the hadron exits from the nucleus. If a collision occurs, there are several

possible interactions a hadron can undergo. One possibility is that it undergoes an elastic/inelastic

interaction in which no new particle is produced but only the energy changes. The other possi-

bilities are that the initial hadron interacts to produce new particles, for example, a charged pion

can undergo a charge exchange producing a neutral pion, or it can interact to produce multiple

charged pions, or it can get completely absorbed and produce nucleons. These new particles are

not subjected to re-interaction. These effects are simulated by a cascade Monte Carlo using πN,

pN and πFe and pFe scattering data(Fig. 5.8) and benchmarked against νD and νNe scattering

data[49]. The uncertainty is determined (discussed in section 7.5) from the constraints on the pa-

rameters from external data and from evaluating the uncertainty associated with key assumptions

in the model.
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Figure 5.7: A neutrino induced hadronic shower particle is created at an angle θ with momentum

p. The blue arrow joins the center of the nucleus to the interaction vertex a and the black arrow

shows the shower particle direction. X is the distance traveled by the hadronic particle before it

emerges from the nucleus [44].
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(a)

(b)

Figure 5.8: Interaction cross section for pion(a) and proton(b) as a function of kinetic energy from

experimental data [13, 10]. The total cross section is shown by the black line and the different

contributions are shown in color.
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6.0 DATA AND EVENT SELECTION

The data sample used in this analysis is collected in the LE10/185 kA mode between June 2005

and April 2007 and corresponds to an exposure of 2.45×1020 PoTs. Fig. 6.1 shows the number of

protons on target as a function of time over this period. The MC sample is almost double in size,

corresponding to a 4.4×1020 PoTs exposure.

The charged current event selection criteria chooses a sample within the fiducial volume that

has a signature muon track with well measured momentum and charge. Same selection criteria

are applied to the data and MC event sample. This chapter describes the CC sample selection,

background contamination and data and MC simulation comparison. A special set of data was

collected with reversed magnetic field polarity in the detector. The last section of this chapter

describes this dataset that evaluates the effect of modeling, reconstruction and smearing on the

analysis.

6.1 EVENT SELECTION

Before applying any analysis specific selections, generic “beam quality” checks are made to ensure

that each beam spill has at least 0.5×1012 PoTs and the magnetic horn current is between 155 kA

and 200 kA. It is also required that the horizontal(vertical) width of the beam spot is between 0.1

mm and 2.2 m(0.1 m and 5 mm) and the position of the beam is within 2mm from the center of

the target. These criteria are necessary because the MC doesn’t simulate an increased(or reduced)

beam size and off-target neutrino beams.

A CC sample is selected using the following criteria:
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Figure 6.1: Number of PoTs as a function of time over a period of two years.

1. Fiducial volume - Selects events with vertices between 0.6m-4.0m in the calorimeter region

and within 0.5m from the edge of the instrumented region in the transverse view. It is also

required that the radial distance of the event vertex be greater than 0.8m from the magnetic

coil hole. The fiducial length cut prevents showers from leaking into the spectrometer region

which has coarser sampling. Fig. 6.2 shows the selected fiducial volume.

2. Track Energy - Requires a minimum energy of 1.5 GeV for the longest track in the event. The

track energy cut rejects Neutral Current(NC) background events populating the low energy

bins and poorly reconstructed muons. Fig.6.3 shows the effect of applying a minimum muon

energy criterion on the fractional NC contamination. The background reduces with increasing

muon energy cut. The minimum muon momentum is chosen to be 1.5 GeV because above

below value the contamination increases significantly.

3. Coil hole - Requires that a minimum of 95% of hit strips in the track be more than 0.3m from

the coil hole at closest approach. This cut minimizes dependence on the accuracy of the coil
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hole model. Fig. 6.4 shows the resolution of muon tracks as a function of radial distance

from the coil hole. Three categories of tracks are shown; those that have one strip, 2% of their

strips and 5% of their strips within a certain radial distance. Resolution is better for tracks that

spend a smaller fraction of their time near the coil hole. Above a radial distance of 0.3m the

resolution becomes constant and is similar for the three cases. Tracks that spend 95% of their

time within this radial distance are selected.

4. Track Quality - Requires tracks to have a convergent fit and the resulting error on measured

charge to momentum ratio (q/p) to be less than 30%. The error is determined from the covari-

ance matrix of the Kalman Filter (see section 4.0.4). This criteria removes tracks that have a

large error on q/p. Tracks with q/p < 0(q/p > 0) are considered to be originating from νµ

CC( νµ CC) interactions. In addition, the difference in the track beginning plane in the two

views must be no more than 5 planes. Fig. 6.5 shows the z vertex resolution as a function of

the difference in the beginning plane in the u and v view. The resolution is better for tracks

with a smaller difference between the beginning plane in the two views. We choose this value

to be 5 planes.

5. Neutrino Energy - Removes events with neutrino energy less than 3 GeV for the neutrino

sample and less than 5 GeV for the antineutrino sample. We use the MC event sample to

apply an “acceptance correction” that corrects for the effects of event selection, smearing and

detector geometry as described in section 6.4. The acceptance correction is large at lower

energies as shown in Fig. 6.12, which requires a minimum energy cut to be applied. Events

above 50 GeV, which are small in number, are not used because smearing effects are large and

not well understood.

6.2 EVENT SUBSAMPLES

The event sample is divided into two categories based on whether the track stops in or exits the

detector. Any track that stops at a distance of greater than 0.5 m from the edge of the instrumented

region in the transverse view and within 15 m in the longitudinal view, is taken to be in the “stop-

ping sample”. Between 15m and 16.6 m(end of the detector) there are 6 fully instrumented planes,

82



(a) (b)

Figure 6.2: Fiducial volume in the transverse view(a) and the longitudinal view(b) is shown by

the blue shaded region. The solid black line shows the outline of the instrumented region and the

dashed line shows the end of the calorimeter region.

hence choosing the track z end value at 15m ensures that there are no exiting tracks that have been

accidentally identified as stopping tracks. The stopping and exiting tracks are further differentiated

based on whether they end in the upstream or downstream region (see Fig. 2.5). This is necessary

because sampling in the two regions are different.

Fig. 6.6 shows the muon energy distribution of neutrino and antineutrino subsamples. The up-

stream samples have lower energies than the downstream samples. In the standard magnetic field

polarity, µ−s get focused and µ+s get defocused. As a result, the antineutrino sample has a larger

fraction of exiting events compared to the neutrino sample. Fig. 6.7 shows the inelasticity dis-

tribution of neutrino and antineutrino subsamples. The upstream samples have higher inelasticity

compared to the downstream samples because of their lower energy.

Table 6.1 and 6.2 show the size of the selected MC sample and the percentage contamination

after applying the cuts listed above for neutrinos and antineutrinos respectively. The four samples

in the tables have been arranged in increasing order of energy moving from left to right. The low

energy samples for both neutrinos and the antineutrinos have higher NC contaminations because
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Figure 6.3: Effect of muon energy selection criterion on fractional NC contamination for neutrino

CC sample as a function of energy.
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Figure 6.4: Muon momentum resolution as a function of radial distance from the coil hole. Three

cases are shown, tracks that have only one strip(black line), tracks that have 2% of their strips(red

line) and tracks that have 5% of their strips(blue) within the radial distance shown in the x-axis.
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Figure 6.5: Z vertex resolution as a function of the difference between beginning plane in the u

and v view(a). Distribution of the z vertex resolution(b) with the standard CC selection criteria.
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Track Charge<0 stopping exiting stopping exiting Total

(selected neutrinos) upstream upstream downstream downstream

sample size 280994 849991 235234 1.678×106 3.045×106

% contribution 9.23 27.91 7.72 55.13 100

% NC 3.21±0.03 0.55±0.01 0.15±0.01 0.04±0.002 0.48±0.004

contamination

% wrong sign 0.11±0.006 0.14±0.004 0.11±0.01 0.11±0.002 0.12±0.04

contamination

Table 6.1: Number of events in the CC selected neutrino sample for each of the categories is shown

in the first row. The second row shows the percentage contribution that each sample makes to the

total sample. The third and fourth rows show the percentage NC and wrong sign contamination in

each sample.

these events tend to populate the low energy bins. The fractional NC contaminations are much

higher in the antineutrino sample compared to the neutrino sample because NC events, which arise

from both neutrinos and antineutrinos represent a fractionally larger contribution to the (smaller)

antineutrino sample.

CC events in which the true sign of the muon track is mis-identified are referred to as “wrong

sign” events. The wrong sign contamination in the neutrino sample is small(∼0.15%), but is

much higher in the antineutrino sample. The ν̄µCC sample has a higher fractional contamination

from wrong sign events due to the much larger νµ component of the beam. This wrong sign

contamination decreases with energy because as energy increases the fraction of νµ in the beam

decreases. Both NC and wrong sign contributions to the sample contamination result in events

with higher average inelasticity than a pure antineutrino sample. The following additional cuts are

applied to the ν̄µCC sample to reduce this contamination:

1. Relative angle - Requires that tracks have a Relative Angle value less than 1.04 radians or

greater than 5.24 radians. Relative angle is defined as the angle that the straight line joining
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Track Charge>0 stopping exiting stopping exiting Total

(selected antineutrinos) upstream upstream downstream downstream

sample size 15046 57636 6532 317819 397033

% contribution 3.79 14.52 1.64 80.05 100

% NC 49.43±0.57 9.62±0.13 3.75±0.24 0.18±0.01 3.48±0.03

contamination

% wrong sign 31.09±0.45 17.90±0.18 16.52±0.50 4.85±0.04 7.93±0.002

contamination

Table 6.2: Number of events in the CC selected antineutrino sample for each of the categories

is shown in the first row. The second row shows the percentage contribution that each sample

makes to the total sample. The third and fourth rows show the percentage NC and wrong sign

contamination in each sample.

the track end and extrapolated end of the track in absence of a magnetic field makes with the

line passing through the coil hole and the vertex. Fig. 6.8 shows an illustration of this variable.

The standard magnetic field polarity focuses the µ− tracks and defocuses the µ+ tracks, as a

result the relative angle distribution for µ−s peaks around π radians and for µ+s it peaks at 0

and 2π radians. Fig. 6.9 shows the distribution of relative angle for neutrino and antineutrino

samples. The cut is determined by plotting the product of efficiency and purity as a function of

the difference of relative angle and π and choosing the value at which this product is maximum.

This value is determined to be 2.1 radians, which when subtracted or added to π gives the two

limits on relative angle.

2. Number of hit planes - Keeps events in which the difference in the number of hit planes in

the track in the two views is less than 5. Events which are rejected by this cut usually enter

the uninstrumented region in one view yielding an unreliable determination of the charge sign.

Fig. 6.10 shows the fractional CC contamination as a function of the difference in the number

of hit planes in the track in the two views. The CC contamination can be reduced by restricting

the plane difference in the two views to be less than 5.
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(a)

(b)

Figure 6.6: Energy distribution for neutrino and antineutrino CC subsamples.
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(a)

(b)

Figure 6.7: Inelasticity distribution for neutrino and antineutrino CC subsamples.
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3. Downstream exiting tracks - Include only events with tracks that exit the detector in the down-

stream region (see Fig. 2). As can be seen from Table 6.2, the rejected samples have unaccept-

ably high contamination from NC and wrong sign events because these samples have lower

energy and hence a larger overlap with the νµ sample.

After applying the additional cuts, the percentage NC contamination is 0.2% and wrong sign

contamination is 1.1% in the antineutrino sample. These contaminations are eventually subtracted

based on MC simulation (see section 7.1).

6.3 EFFECT OF CUTS

Fig. 6.11 shows the effect of the selection criteria as a function of neutrino energy for the neutrino

and antineutrino sample. The minimum track energy cut has the largest effect resulting in an

approximately 20% loss in the νµ sample and 40% in the ν̄µ sample. Since the track energy cut

removes NC contamination it has a larger fractional effect on the antineutrino sample. The cut that

requires the error on q/p(referred to as the eqp/qp cut in the figure) to be less than 30%, has a dip at

high energy for the antineutrino sample. This is produced by tracks that exit the detector through

the side rather than the end of the detector. Table 6.3 shows the effect of the selection cuts on the

neutrino and the antineutrino reconstructed samples. The final νµ sample has 1.94× 106 events

and the ν̄µ sample has 1.59×105 events.

6.4 ACCEPTANCE CORRECTION

The acceptance correction AMC
cc (E) is defined as the ratio of the number of generated MC(NGEN(E))

events in a bin within the true fiducial volume to the reconstructed CC selected MC(NRECOMC(E))

events within that fiducial volume,

AccMC(E) =
NGEN(E)

NRECOMC(E)
. (6.1)
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(a)

Figure 6.8: An illustration defining the Relative Angle variable[52]. Fig.(a) shows a straight

line(−→nV ) along the initial direction of the track that projects the track vertex V to the point P on the

last hit plane. E is the position of the actual track end. Fig.(b) shows the same track in the x-y

plane where the points V,P and E are shown relative to each other. For each track, a local Cartesian

co-ordinate is constructed that has the line joining the coil hole(C) and the point V as its x-axis and

a line orthogonal to it as the y-axis.
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(a)

(b)

Figure 6.9: Distribution of |relative angle-π | in the reconstructed antineutrino sample(a). The black

line shows the distribution for true neutrinos and the red line shows the same for true antineutrinos.

Plot on the bottom(b) shows the efficiency, purity and product of efficiency and purity as a function

of |relative angle-π |.
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Figure 6.10: Fractional CC contamination for the reconstructed antineutrino sample as a function

of the difference in the number of hit planes in the U and V view.
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(a)

(b)

Figure 6.11: Efficiency of selection cuts for neutrino(a) and antineutrino(b) CC cross section sam-

ple. Each line shows the effect of the cuts in a cumulative manner.
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Selection Criterion Track Charge<0(%loss) Track Charge>0(%loss)

Track in fiducial volume 3608572 841986

3 < Eν < 50 GeV(5 < Eν < 50 GeV for ν̄µs) 2680994(25.7%) 474763(43.6%)

Eµ > 1.5 GeV 2116618(21.1%) 276936(41.7%)

Track Quality Cuts 1941019(8.3%) 235024(15.1%)

Additional ν̄µ cuts - 159880(32%)

Table 6.3: Effect of the selection criteria on the negatively(left) and positively(right) charged re-

constructed samples. The numbers in bracket show the percentage of events lost due to the cut in

the previous row.

Fig. 6.12 shows the acceptance correction for neutrino and antineutrino CC sample. The accep-

tance correction value at high energy is about 1.25 and increases at low energy due to energy

threshold effects. The dip in the neutrino acceptance correction around 8 GeV is caused by the

overlap of different subsamples and detector geometry. Fig. 6.13 shows the reciprocal of accep-

tance correction for the total neutrino cross section sample and the contribution from different

samples.

The dip is also caused by µ− tracks that are focused in the detector and have a high probability

of passing through the coil hole. Track fitting for many of these tracks fail and hence they are

rejected by the CC selection. Fig. 6.14 shows the track end y versus end x distribution for recon-

structed neutrino tracks. The tracks that fail the fitter(shown by the bottom plot) have crossed the

coil hole, which is the area on the x < 0 m region. Fig. 6.15(a) shows the ratio of tracks that are

rejected due to fitting failure in data and MC event sample as a function of track end z vertex. From

Fig.6.15(b) we can see that all the rejected tracks are neutrinos. There is a larger effect(∼10%) for

longer tracks because they are more likely to bend in the magnetic field and pass through the coil

hole. The 5% discrepancy in data and simulation is caused mainly due to the mis-modeling of the

coil hole. To check the impact of this effect on the analysis, a special data set was collected with

magnetic field reversed in the detector and is described in section 6.6.
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(a)

(b)

Figure 6.12: Acceptance correction from MC simulation for neutrino(a) and antineutrino(b) CC

selected sample.
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Figure 6.13: Reciprocal of acceptance correction for the selected charged current neutrino sample

and the sub-samples(shown by the colored lines).
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Figure 6.14: Track end y versus end x for reconstructed neutrino sample that pass track fitting(top)

and that fail track fitting(b).
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(a)

(b)

Figure 6.15: Effect of track fitter failure on total CC selected sample(both neutrino and antineu-

trino) as a function of track end z(m). The top plot(a) shows data and MC simulation comparison

and the bottom plot(b) shows the MC event sample broken down into true neutrinos and true an-

tineutrinos.
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6.5 DATA AND MC SIMULATION COMPARISON

This section presents the data and MC simulation comparison of track vertex, track end, Eµ , Eshw,

θµ and y. The plots are normalized to PoTs. Once we extract the flux (section 7.2), the MC event

sample is reweighted with the extracted flux to remove any effects that the default input flux might

have had on the analysis. The flux reweighting has been applied to all the MC distributions shown

here.

Fig. 6.16 shows the x,y and z track vertex distribution for the data and MC event sample. The

antineutrino MC sample shows good agreement with the data. The neutrino sample has an offset

of about 2% in the y and z vertex distribution. The data over MC ratio for x vertex has a slope of

∼ 2%/meter. This behavior is partially caused by the tracks that end in the coil hole and fail the

fitter (as explained in section 6.4).

Fig. 6.17 shows the track end radial and track end z distribution for the data and MC event

sample. The track end radial distribution for neutrinos peak around the coil hole because the µ−s

are focused. For antineutrinos, the distribution peaks at the edge of the detector because the µ+s

are defocused. The end z distribution shows that for both neutrinos and antineutrinos, a large

fraction of the tracks exit the detector through the end (z>15 m). A general feature of all the

plots is data and MC discrepancy of the order of ∼ 20% at the edge of the detector because the

last plane of an exiting track is not modeled well by the MC simulation. This doesn’t affect the

analysis as the mis-modeling effect is present in only the last plane of a long track. This could

affect the momentum measured from range, but since these tracks are exiting we use momentum

measured from curvature. A discrepancy of about 20% is also present in the radial track end

distribution for neutrinos around the coil hole. The neutrino radial distribution agrees at the level of

5% between data and MC in other regions. Antineutrinos don’t get affected by coil hole modeling

and show an overall good agreement(∼5%) between data and MC simulation. The coil hole mis-

modeling affects the track vertex and the track end distributions. The data collected with the

reversed magnetic field polarity will help in evaluating the effect of the coil hole on the analysis as

described in section 6.6.

Fig. 6.18 shows a comparison of the measured kinematic variables Eµ , Eshw and θµ (before

and after flux reweighting). Agreement between data and MC shows a significant improvement
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after the flux reweighting function is applied. The χ2/do f for all the distributions are less than

1. Fig. 6.19 shows the comparison of data and MC simulation for y distribution. The neutrino

agreement improves after applying the flux reweighting function. Reweighting has a small effect

on the antineutrino MC y distribution which shows disagreement in the low y(< 0.3) region. This

can be caused by the cross section model uncertainty from the MA,QEL and MA,RES parameters

which are important at low y.

6.6 REVERSE FIELD DATA

The acceptance correction can be affected by our modeling of the detector geometry, alignment,

and the magnetic field. This is particularly important for the focused (neutrino) sample because

focused tracks can pass through the coil hole region where the field is uncertain and the track

reconstruction can fail (as described in section 6.3). To understand how well this is modeled, a

separate data set was collected with the polarity of the detector magnetic field reversed. As a

result, the tracks spend more of their time in a different region of the detector. For example, the

µ−s are defocused and bend away from the coil hole.

The dataset was collected in April 2007 and April-June 2008 with reversed magnetic field at the

Near Detector with an exposure corresponding to 4.2×1019 PoTs. The analysis was repeated with

this dataset to obtain an estimate of the systematic uncertainty (see section 7.5) from acceptance

correction. This section describes the data and MC event sample collected with the reversed field

polarity.

Fig. 6.20 shows the comparison of reciprocal of acceptance correction between forward field

and reverse field MC simulation. For neutrinos around 10 GeV, the reverse field sample has a

larger number of events as compared to the forward field. This is expected because the tracks are

not getting rejected due to the effect of the coil hole. As energy increases, there are fewer events

in the neutrino reverse field sample because a much larger number of µ−s are exiting the detector.

The trend in the antineutrino sample is opposite, with fewer events being accepted at lower energy

compared to the forward field(because of the coil hole effect).

Fig. 6.21 shows the data and MC track vertex distribution for neutrinos and antineutrinos. The
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(a)

(b)

Figure 6.16: Comparison of data and MC simulation distribution for track beginning x,y and z for

neutrinos(a) and antineutrinos(b) in the forward field mode. The points show data and red curve

shows MC model after applying flux reweighting. The ratio of data to MC is shown below each

distribution. The error bars show the statistical error only.
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(a)

(b)

Figure 6.17: Comparison of data and MC simulation distribution for track end radial and track end

z for neutrinos(a) and antineutrinos(b) in the forward field mode. The points show data and red

curve shows MC model after applying flux reweighting. The ratio of data to MC is shown below

each distribution. The error bars show the statistical error only.
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(a)

(b)

Figure 6.18: Comparison of data and MC simulation distribution for the kinematic variables Eµ ,

Eshw and θµ for neutrinos(a) and antineutrinos(b) in the forward field mode. The points show data,

the blue curve shows nominal MC model and the red curve shows MC model after applying flux

reweighting. The ratio of data to MC is shown below each distribution. The error bars show the

statistical and systematic uncertainties added in quadrature.
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(a)

(b)

Figure 6.19: Comparison of data and MC simulation distribution of inelasticity for neutrinos(a) and

antineutrinos(b) in the forward field mode. The points show data, the blue curve shows nominal

MC model and the red curve shows MC model after applying flux reweighting. The ratio of

data to MC is shown below each distribution. The error bars show the statistical and systematic

uncertainties added in quadrature.
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y and z track vertex distribution for neutrinos show a good agreement. These plots don’t have

the 2% offset in the data to MC ratio as seen in Fig. 6.16(a). The data to MC ratio for the x

vertex distribution still has some asymmetry specially in x<1.5 m region of the order of 2%. The

antineutrino distribution has larger error bars but shows an overall good agreement.

Fig. 6.22 shows the data and MC track end distribution for neutrinos and antineutrinos. The

track end radial distribution for neutrinos(antineutrinos) looks similar to the distribution for an-

tineutrinos(neutrinos) shown in Fig. 6.17. This is expected because in the reverse field polarity,

µ−s are defocused and in the forward field polarity µ+s are defocused. The neutrino end vertices

show a much better agreement between data and MC because the coil hole mis-modeling doesn’t

affect this sample, although the disagreement at the edge of the detector is still present. The an-

tineutrino track end radial distribution shows disagreement of the order of 20% around the coil

hole.

Fig. 6.23 shows the data and MC distribution for the kinematic variables Eµ , Eshw and θµ . The

agreement between data and MC improves significantly after reweighting the nominal flux. The

level of agreement between data and MC looks similar to the forward field data.
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(a)

(b)

Figure 6.20: Comparison of reciprocal of acceptance correction for the reversed field and forward

field neutrino(a) and antineutrino(b) sample.
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(a)

(b)

Figure 6.21: Comparison of data and MC simulation distribution for track beginning x,y and z for

neutrinos(a) and antineutrinos(b) in the reverse field mode. The points show data and red curve

shows MC model after applying flux reweighting. The ratio of data to MC is shown below each

distribution. The error bars show the statistical error only.
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(a)

(b)

Figure 6.22: Comparison of data and MC simulation distribution for track end radial and track end

z for neutrinos(a) and antineutrinos(b) in the reverse field mode. The points show data and red

curve shows MC model after applying flux reweighting. The ratio of data to MC is shown below

each distribution. The error bars show the statistical error only.
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(a)

(b)

Figure 6.23: Comparison of data and MC simulation distribution for the kinematic variables Eµ ,

Eshw and θµ for neutrinos(a) and antineutrinos(b) in the reverse field mode. The points show data,

the blue curve shows nominal MC model and the red curve shows MC model after applying flux

reweighting. The ratio of data to MC is shown below each distribution. The error bars show the

statistical and systematic uncertainties added in quadrature.
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7.0 FLUX AND CROSS SECTION EXTRACTION

The NuMI neutrino and antineutrino flux is simulated by using secondary hadron production data.

The high intensity of the beam and the broad band energy spectrum makes it difficult to monitor the

secondary particles which leads to large uncertainty in the simulation. We have used a modified

version of the “low-ν” method[9] to extract flux. This method measures the flux using a sub-

sample of the selected CC sample. The energy dependence of the CC cross section is measured by

dividing the CC sample with the extracted flux. This chapter presents the details of the flux and

cross section measurement and a description of the various systematic uncertainties affecting this

analysis.

7.1 OVERVIEW

The CC cross section σCC(E) depends on Nν(ν̄)
CC (E), the product of CC selected sample (section

6.1) and the acceptance correction (section 6.4) and Φν(ν̄)(E), the flux in neutrino energy bins,

σ
ν(ν̄)
CC (E) ∝

Nν(ν̄)
CC (E)

Φν(ν̄)(E)
. (7.1)

The technique we use for extracting the flux is a variant of the low-ν method [9] used at higher en-

ergies by CCFR-96 [55] and NuTEV [20]. This flux extraction technique measures a relative flux,

i.e. it gives the energy dependence of the flux and not the absolute normalization. It is conventional

to plot the quantity σCC(E)/E because at high energies(above 20 GeV) the DIS interaction is the

dominant interaction and it rises linearly with energy (Eq. 1.33).

The MC simulation is used to calculate the acceptance correction and to determine the back-
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ground from NC and wrong sign events. The contamination in each sample is subtracted from the

data. The neutrinos are binned into 13 bins and antineutrinos are binned into 11 bins. The size of

the energy bins were selected such that the purity in any given energy bin ( defined as the ratio of

the number of reconstructed events having their true energy between the energy limits of that bin

to the total number of reconstructed events in that bin) is around 50%. Fig. 7.1 shows the plot of

purity versus neutrino energy.

Once the shape of cross section with energy is measured, it is normalized to the world cross

section value above 30 GeV (0.675± 0.009 × 10−38cm2/GeV )[3]. Fig. 7.2 shows the steps in-

volved in the analysis in the form of a flow chart. To remove any effects of the input flux on the

result, the analysis is re-iterated by reweighting the input flux with the ratio of ΦNEW (E)/Φ0(E),

where ΦNEW (E) is the extracted flux and Φ0(E) is the default MC flux.

7.2 FLUX EXTRACTION (LOW ν METHOD)

Eq. 1.33 for DIS charged current interaction can be written in terms of d2σ

dxdν
, using the substitution

yE = ν ,

d2σν(ν̄)

dxdν
=

G2
FM
π

[(
1− ν

E
−Mxν

2E2 +
ν2

2E2
1+2Mx/ν

1+RL

)
F2±

ν

E

(
1− ν

2E

)
xF3

]
. (7.2)

Integrating over x gives

dσν(ν̄)

dν
=

G2
FM
π

(
∫

F2dx)
[
1− ν

E

(
1∓

∫
xF3∫
F2

)
+

ν2

2E2

(
1∓

∫
xF3∫
F2

+
∫

F2RT ERM∫
F2

)]
, (7.3)

where,

RT ERM =
(1+2Mx/ν

1+RL(x)
−Mx

ν
−1
)
. (7.4)

Multiplying both sides of Eq. 7.3 with Φ(E) gives

dN
dν

= Φ(E)A
(

1+
B
A

ν

E
−C

A
ν

2E2

)
, (7.5)

where,
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Figure 7.1: Purity as a function of energy for neutrino(left) and antineutrino(right) CC selected

sample.
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Figure 7.2: Flow diagram for extracting the flux and cross section. Φ0 and σ0 are the predicted

flux and cross section from the model, ΦNEW and σNEW are the extracted flux and cross section.
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A =
G2

FM
π

∫
F2(x)dx,

B =−G2
FM
π

∫
(F2(x)∓ xF3(x))dx,and

C = B− G2
FM
π

∫
F2(x)RT ERMdx. (7.6)

For QEL interactions A,B and C will be expressed in terms of form factors.

In the limit ν → 0, terms proportional to ν vanish in Eq. 7.5 and the number of events is

directly proportional to flux in a given energy bin

Φ(E) ∝
dN(E)

dν
|ν→0, (7.7)

where, the constant of proportionality A is equal for neutrinos and antineutrinos. We apply a finite

ν value which requires Eq. 7.7 to be corrected for the energy dependence from the terms ν/E and

(ν/E)2.

Φ(E) ∝

∫ ν0
0

dN
dν

dν∫ ν0
0 dν [1+ B

A
ν

E −
C
A

ν2

2E2 ]
. (7.8)

The cross section model calculates this correction term

Corr(E) =
σ(ν < ν0,E→ ∞)

σ(ν < ν0,E)
, (7.9)

where, σ(ν < ν0,E) is the integrated cross section below the ν cut(ν0) at energy E and σ(ν <

ν0,E → ∞) is its value in the high energy limit. Fig. 7.3 shows the size of the correction for

neutrino and antineutrino samples. The flux given by

Φ(E) ∝ Corr(E)×
ν0∫

0

dN
dν

dν . (7.10)

is calculated by integrating the number of events up to a fixed ν and applying the correction

Corr(E).

This correction introduces a model dependence in the flux determination. We account for

uncertainty that this introduces in the flux by varying the model parameters and re-calculating
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the flux. The change in the correction when the model is varied is small (.1%) because it is a

fractional term and the numerator and denominator are similarly affected.

To improve statistical precision on the flux measurement, we increase ν0 with energy while

keeping the ratio ν

E small. νo is 1 GeV for the Eν < 9 GeV, 2 GeV for 9 < Eν < 18 and 5 GeV

for Eν > 18 GeV. Each of these samples are normalized separately to the world cross section at

high energy. The details of the normalization procedure are given in section 7.4. From Fig. 7.3,

the correction for neutrino is about 3% at 3 GeV and for antineutrino is about 20% at 5 GeV.

The stronger inelasticity dependence of the antineutrino cross section results in the much larger

correction for antineutrinos.

7.3 FLUX MEASUREMENT

The flux sample is selected using the criteria discussed in section 6.1 with the addition of the

maximum ν cut defined above. Fig. 7.4 shows the overlap of the flux and cross section samples

for neutrino and antineutrino. The antineutrino sample peaks at low inelasticity. As a result there is

a large overlap(∼ 90%) of the cross section sample and the flux sample below 5 GeV. The overlap

decreases with energy and is about 50% at 9 GeV for the ν<1 GeV flux sample. We therefore

restrict our analysis for the antineutrinos to the region above 5 GeV. The raw number of events in

the flux sample for neutrinos is 650950 and antineutrinos is 76058. Table 7.1 shows the number of

events passing the flux selection criteria in energy bins.

The MC sample is used to apply acceptance correction

AccMC(E,ν < ν0) =
NGEN(E,ν < ν0)

NRECOMC(E,ν < ν0)
, (7.11)

where, NGEN(E,ν < ν0) is the number of generated events within the fiducial volume in the energy

bin E with ν < ν0 and NRECOMC(E,ν < ν0) is the number of smeared MC events within the

fiducial volume in the energy bin E with ν < ν0. Fig. 7.5 shows the correction, which at high

energies is close to one but at low energies is large because of the effect of the sample selection

cuts. Acceptance correction has been discussed in section 6.4. Fig. 7.6 shows the fractional
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Figure 7.3: The correction applied to the flux sample for neutrino(a) and antineutrino(b). The

black line shows the correction for ν < 1 GeV flux sample(3-50 GeV range for neutrinos, 5-50

GeV range for antineutrinos), red line shows the correction for ν < 2 GeV flux sample(9-50 GeV

range) and blue line shows the correction for ν < 5 GeV flux sample(18-50 GeV range).
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Figure 7.4: Overlap of flux and cross section sample for neutrino and antineutrino. The black curve

shows the overlap of the ν < 1 GeV sample, red curve shows the overlap of the ν < 2 GeV sample

and blue curve shows the overlap of the ν < 5 GeV sample.
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Bin Energy Range Events in ν sample Events in ν̄ sample

1 3-4 GeV 239261 -

2 4-5 GeV 94615 -

3 5-7 GeV 66561 14137

4 7-9 GeV 34252 12093

5 9-12 GeV 60790 17672

6 12-15 GeV 38474 9762

7 15-18 GeV 22196 5532

8 18-22 GeV 37286 7841

9 22-26 GeV 20928 3972

10 26-30 GeV 12544 2043

11 30-36 GeV 11329 1608

12 36-42 GeV 6910 831

13 42-50 GeV 5804 567

Table 7.1: Raw number of events in neutrino energy bins for the neutrino and antineutrino flux

sample.
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contamination in the flux sample calculated from the MC which is subtracted bin by bin from the

data.

Eq. 7.5 is derived for an isoscalar target. The MINOS iron detector is non-isoscalar with

a 5.67% excess of neutrons over protons. A correction of about -2% for neutrinos (+ 2% for

antineutrinos) is computed from the cross section model and used to convert our measurement

into that expected for an isoscalar target. Fig. 7.7 shows the correction applied to neutrino and

antineutrino flux sample.

Fig. 7.8 shows the ratio of extracted flux to simulated flux for neutrinos and antineutrinos. This

ratio is large(40% at 15 GeV for neutrinos) and reflects the difficulty in simulating the beamline

due to currently large uncertainties in particle production on a graphite target at NuMI energies.

The ratio in Fig. 7.8 is applied as a weighting factor to the MC simulation to correct the input

flux model. The systematic uncertainties on the extracted flux are discussed in detail in chapter

7.5. The measurement is dominated by systematic uncertainties at low energy and by statistical

uncertainty at higher energies.

Table 7.2 and Fig. 7.11 show the extracted absolute flux for neutrino and antineutrino. The

absolute flux is obtained by multiplying the ratio of data to MC flux with the simulated flux shown

in Fig. 2.3. To obtain the true flux, radiative corrections are applied to the MC flux and the MC and

data flux are separately normalized to the world cross section at high energy(0.675± 0.009×10−38

cm2/GeV ). The normalization constant for data and MC have a difference of about 3.5% out of

which 2% is contributed by the radiative correction and the rest is contributed by the difference in

data and MC weighted average in the high energy region. The default flux simulation calculates

the flux at the center of the detector plane. This flux is smeared over a circular area of radius 0.75

m, which is an approximation of our fiducial area shown in Fig. 7.9. The ratio of the smeared flux

to the flux at the center of the detector is shown in Fig. 7.10.

The default MC flux has also been tuned using an alternative method described in [24]. Ap-

pendix C compares this flux tuning procedure with the low ν method.

The value of low ν that we choose to select our flux sample can have an effect on the analysis.

The effect of modifying the low ν cut from 1 GeV to 0.75 GeV has been evaluated. The result of

this study shown in Fig. 7.12 has effects of the order of 1% on the analysis which is within our

statistical precision.
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(a)

(b)

Figure 7.5: Acceptance correction from MC simulation for neutrino(a) and antineutrino(b) flux

selected sample. The dashed lines show the energy values(9 GeV and 18 GeV) at which the value

of the ν0 cut is increased.
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(a)

(b)

Figure 7.6: Fractional contamination calculated from the flux sample in the neutrino(a) and an-

tineutrino(b) flux selected sample. The red curve shows the fractional wrong sign contamination

and the blue curve shows the fractional NC contamination.
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Figure 7.7: Isoscalar correction applied to the neutrino and antineutrino flux sample. The black

line shows the correction for neutrino and the red line shows the correction for antineutrino.
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(a)

(b)

Figure 7.8: Ratio of the extracted flux to simulated flux for neutrinos(a) and antineutrinos(b) as

a function of neutrino energy. The shaded box shows the statistical and systematic uncertainties

added in quadrature and the error bars show the statistical error only.
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Figure 7.9: Comparison of the fiducial volume used in this analysis with a circular area of radius

0.75 m. The circular area has been used to smear the MC flux that is calculated at the center of the

detector.
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Figure 7.10: Ratio of smeared MC flux over a circular area of radius 0.75 m to the flux at the center

of the detector.
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Figure 7.11: Extracted flux for neutrinos(a) and antineutrinos(b) as a function of neutrino energy.

The error bars(in black) show the statistical error. The shaded boxes show the statistical and sys-

tematic uncertainties added in quadrature.
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E bin ν Flux Error ν̄ Flux Error

(GeV) Particle/GeV/m2/109 PoT

3-4 80.5×103 5.02×103 - -

4-5 30.6×103 2.33×103 - -

5-7 9.07×103 506 2.80×103 325

7-9 5.18×103 334 2.32×103 164

9-12 3.21 ×103 210 1.32×103 82.3

12-15 1.94 ×103 98.1 689 40.4

15-18 1.09 ×103 63.3 379 23.7

18-22 629 36.6 190 14.1

22-26 348 20.1 86.3 7.67

26-30 200 12.5 40.1 3.89

30-36 119 6.63 19.3 1.83

36-42 72.2 3.84 9.56 0.85

42-50 51.6 2.78 4.86 0.49

Table 7.2: Absolute neutrino(second column) and antineutrino(fourth column) flux as a function

of energy. The third and fifth columns show the error(systematic uncertainty and statistical uncer-

tainty added in quadrature) on the extracted flux.
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Figure 7.12: Effect of modifying the ν < 1 GeV cut to ν < 0.75GeV on the measured cross section.

7.4 CROSS SECTION MEASUREMENT

The cross section is extracted by dividing the selected CC sample (after applying the acceptance,

background and isoscalar corrections) with the measured flux in each energy bin. Fig. 6.12 shows

the acceptance correction and the details have been discussed in section 6.4. Table 7.3 shows the

selected events in the neutrino and antineutrino sample and the acceptance correction applied to

each energy bin.

The size of the contribution from contamination in the selected cross section sample is shown

in Fig. 7.14. The NC contamination is small for both neutrinos and antineutrinos (<2%). The

increase with energy is due to the contribution from high-inelasticity events in which the primary

track is mis-identified or perturbed by extra hits. The wrong sign contamination is small (.0.3%)

in the neutrino sample but sizeable in the antineutrino sample, up to 5% at high energy. The

increasing contamination at high energy is caused by high energy muons which bend little in the
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Bin Energy Range Events in ν sample Acceptance Corr. Events in ν̄ sample Acceptance Corr.

1 3-4 GeV 379640 2.2±0.003 - -

2 4-5 GeV 244697 1.61±0.003 - -

3 5-7 GeV 247595 1.21 ±0.002 22202 1.81 ±0.012

4 7-9 GeV 168334 1.37 ±0.004 26416 1.59 ±0.010

5 9-12 GeV 212284 1.32 ±0.003 33740 1.46 ±0.008

6 12-15 GeV 171607 1.26 ±0.004 24456 1.38 ±0.009

7 15-18 GeV 127021 1.22 ±0.004 16613 1.34 ±0.010

8 18-22 GeV 116728 1.19 ±0.004 14257 1.32 ±0.011

9 22-26 GeV 79138 1.19 ±0.005 8271 1.29±0.013

10 26-30 GeV 54681 1.18 ±0.006 4928 1.24 ±0.016

11 30-36 GeV 56741 1.13 ±0.005 4328 1.21±0.017

12 36-42 GeV 41116 1.13 ±0.006 2658 1.16 ±0.023

13 42-50 GeV 41437 1.19 ±0.006 2011 1.14 ±0.027

Table 7.3: Raw number of events in energy bins for the neutrino and antineutrino cross sec-

tion sample and the acceptance correction applied to each sample. The second(neutrino) and

fourth(antineutrino) columns show the number of selected events and the third(neutrino) and

fifth(antineutrino) columns show the acceptance correction.
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magnetic field and by high inelasticity events where the reconstruction package mistakenly picks

up hits from high energy showers. Fig. 7.15 shows the fractional contamination as a function of

inelasticity.

The cross section measurement will be compared to measurements on isoscalar targets from

other experiments. Fig. 7.13 shows a correction that is applied to the cross section sample to

correct for non-isoscalarity of the MINOS iron target.

In Eq. 1.37 it is shown that the structure function F2 is equal for neutrinos and antineutrinos.

But due to the presence of quark mixing the difference in structure function is given by

∆F2(x,Q2) = Fν
2 (x,Q2)−F ν̄

2 (x,Q2) =− 1+R
1+4M2x2/Q2 ×Vus×

1
2
(uV +dV ), (7.12)

where, Vus is the up and strange quark mixing term, uV and dV are the valence up and down quark

PDFs. In absence of quark mixing the same normalization constant applies to antineutrinos. We

apply an additional normalization computed from the cross section model (about 1% for ν < 1

GeV, 2.6% for ν < 2 GeV and 3.8% for the ν < 5 GeV sample) to the antineutrino sample to

account for this quark mixing term. The effect of varying the model parameters on this correction

factor was evaluated and was found to be very small. In addition, the Vus parameter was varied by

±1σ(0.2257±0.0021) and it also had a small effect.

The procedure described in section 7.1 gives the energy dependence of the cross section. To

normalize the cross section, the neutrino world average cross section value in the energy range 30-

50 GeV on an isoscalar target found to be (0.675 ± 0.009)×10−38 cm2/GeV [3] is used. The error

on the normalization constant is the error on the MINOS weighted average cross section between

30-50 GeV. 1 This error is added in quadrature to the 1.3% error on the world average cross section

1The error on the weighted mean is taken to be σ =
√

( 1
Σwi

)× χ2

n−1 , where n is the number of bins(3 in our case).

This underestimates the error because we have only three points and therefore the reduced χ2(0.41/2 for the ν < 1
GeV sample) is very small. The more appropriate error on the normalization constant should be

√
1/Σwi. The overall

effect of this change is very small because the error on normalization constant is small compared to the systematic
uncertainties. The total normalization error is obtained by adding the error on the weighted mean in quadrature to the
1.3% error on the world measurement. The change in percentage error on the normalization constant is listed in the
table below.

ν cut(GeV) % normalization error
new old

ν < 1 2.32 1.66
ν < 2 1.99 1.45
ν < 5 1.69 1.33
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Figure 7.13: Isoscalar correction applied to the neutrino and antineutrino cross section sample. The

black line shows the correction for neutrino and the red line shows the correction for antineutrino.

133



to obtain the total normalization error.

After extracting the initial flux and cross section, the procedure is iterated by re-extracting the

cross section with the extracted flux (Fig. 7.8). This removes any effect of the simulated flux on

the analysis. The change in cross section between the first iteration and the one extracted with the

default simulated flux is less than 0.5%(averaged over all data points), since this effect is small

we have performed only one iteration. The main effect of changing the flux is in the acceptance

correction, which mostly cancels in the flux and cross section samples.

Fig. 7.16 shows the extracted energy dependence of the νµN CC σ/E on an isoscalar target.

The cross section values are calculated at the energy bin average and divided by this energy value.

The measured cross section has a linear energy dependence for energies above 20 GeV. The low

energy region (< 20 GeV) shows an indication of a rise with decreasing energy as expected due to

the presence of quasi-elastic and resonance interactions. Table 7.4 summarizes the neutrino cross

section results. The systematic uncertainties are discussed in section 7.5.

The energy dependence of the ν̄µN CC σ/E on an isoscalar target is shown in Fig. 7.17. The

cross section has a linear energy dependence above 20 GeV and decreases with energy below 20

GeV. Table 7.5 summarizes the antineutrino cross section results. Interpretation of the results is

given in chapter 8.

Fig. 7.18 shows the ratio of the ν̄µN CC to νµN CC inclusive cross section as a function of

energy. The ratio can be robustly determined because many of the experimental uncertainties are

reduced due to partial cancellation. The average of this ratio in the 30-200 GeV range calculated

from other experiments has a value of 0.504±0.003, which agrees with the MINOS average in the

energy range 30-50 GeV(0.489±0.012). The MINOS result also populates the lower energy region

where data from other experiments is sparse.

7.5 SYSTEMATIC UNCERTAINTIES

We have considered the following sources of systematic uncrtainties in the measurement: muon

and hadronic energy scales, the effect of final state interactions on the measured energy, NC con-

tamination, wrong-sign contamination (antineutrino sample only), understanding of the detector
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Figure 7.14: Contamination from NC and wrong-sign events as a function of energy in the neu-

trino(a) and antineutrino(b) selected charged current sample as calculated from the MC event sam-

ple. The error bars show the statistical error only.
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(a)

(b)

Figure 7.15: Contamination from NC and wrong-sign events as a function of inelasticity in the

neutrino(a) and antineutrino(b) selected charged current sample as calculated from the MC event

sample. The error bars show the statistical error only.

136



Figure 7.16: Neutrino charged-current inclusive cross section as a function of energy for an

isoscalar iron target. The black error bars show the statistical uncertainty and the shaded boxes

show the statistical and systematic uncertainties added in quadrature. The dotted red band shows

the normalization error that is about 1.5%. The solid black line shows the world cross section

value(0.675 ×10−38cm2/GeV) in the 30-50 GeV range and the dashed black line shows this value

extrapolated to lower energies. The neutrino cross section is normalized to this value.
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E bin Eav. σ /E stat. error sys. error norm. error total error

(GeV) (10−38cm2/GeV)

3-4 3.48 0.748 0.003 0.057 0.012 0.058

4-5 4.45 0.711 0.004 0.028 0.012 0.030

5-7 5.89 0.708 0.005 0.027 0.012 0.030

7-9 7.97 0.722 0.006 0.041 0.012 0.043

9-12 10.45 0.699 0.005 0.040 0.010 0.042

12-15 13.43 0.691 0.006 0.023 0.010 0.026

15-18 16.42 0.708 0.008 0.012 0.010 0.018

18-22 19.87 0.689 0.006 0.009 0.009 0.014

22-26 23.88 0.683 0.008 0.005 0.009 0.013

26-30 27.89 0.686 0.010 0.005 0.009 0.014

30-36 32.81 0.675 0.010 0.002 0.009 0.014

36-42 38.87 0.675 0.013 0.005 0.009 0.017

42-50 45.77 0.676 0.014 0.004 0.009 0.017

Table 7.4: Summary of neutrino cross section results. The second column shows the energy bin

average. The fourth, fifth and sixth columns show the statistical, systematic and normalization

uncertainties respectively. The last column shows the total error, which is obtained by adding

these three uncertainties in quadrature.
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Figure 7.17: Antineutrino charged-current inclusive cross section as a function of energy for

an isoscalar iron target. The black error bars show the statistical uncertainty and the shaded

boxes show the statistical and systematic uncertainties added in quadrature. The dotted red band

shows the error on MINOS normalization constant and the error on world cross section data

added in quadrature(about 1.5%). The solid black line shows the world cross section value(0.329

×10−38cm2/GeV) in the 30-50 GeV range and the dashed black line shows this value extrapolated

to lower energies.
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E bin Eav. σ /E stat. error sys. error norm. error total error

(GeV) (10−38cm2/GeV)

5-7 6.07 0.305 0.005 0.027 0.005 0.028

7-9 7.99 0.300 0.005 0.021 0.005 0.022

9-12 10.43 0.303 0.004 0.018 0.004 0.019

12-15 13.42 0.314 0.005 0.014 0.005 0.016

15-18 16.41 0.304 0.007 0.007 0.004 0.011

18-22 19.82 0.316 0.006 0.010 0.004 0.013

22-26 23.82 0.320 0.009 0.004 0.004 0.011

26-30 27.84 0.332 0.012 0.005 0.004 0.014

30-36 32.72 0.325 0.014 0.006 0.004 0.015

36-42 38.74 0.352 0.021 0.011 0.005 0.024

42-50 45.61 0.324 0.023 0.014 0.004 0.027

Table 7.5: Summary of antineutrino cross section results. The second column shows the energy

bin average. The fourth, fifth and sixth columns show the statistical, systematic and normalization

uncertainties respectively. The last column shows the total error, which is obtained by adding these

three uncertainties in quadrature.
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Figure 7.18: Ratio of antineutrino-nucleon to neutrino-nucleon cross section as a function of en-

ergy. The black error bars show the statistical uncertainty and the shaded boxes show the statistical

and systematic uncertainties added in quadrature. The solid black line shows the value of this ratio

from other experiments between 30-200 GeV at 0.504±0.003 [3].
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and event reconstruction, and cross section modeling. Each systematic uncertainty is evaluated

independently and propagated through the entire analysis which includes a recalculation of the ab-

solute normalization of the flux. Many systematic effects cause similar changes to the cross section

and flux samples and therefore often partially cancel in the measured cross section (see Eq. 7.1 ).

7.5.1 Energy scale

The largest uncertainty comes from knowledge of the absolute hadronic and muon energy scales.

The uncertainty on the range momentum is 2% and on momentum from curvature is 4% (section

3.3). The uncertainty on the hadronic energy scale is 5.6% (section 3.2). Fig. 7.19 and Fig. 7.20

show the effect of muon and hadronic energy scale uncertainties on the extracted flux and cross

section respectively.

The muon energy scale is more important for the flux sample than for the cross section sample

because a larger fraction of the neutrino energy per event is carried by the muon in the former.

When the energy scale is shifted, the data sample distribution with the shifted scale crosses the

data sample distribution with the unshifted scale at certain energy values. Fig. 7.19 shows that

for the muon energy scale (black line) the inflection points for the neutrino(antineutrino) flux are

at 6 and 14 GeV (12 GeV). The energy dependence of the muon energy scale uncertainty in Fig.

7.20(black line) has a non-trivial shape because of the effect of both the flux sample and the cross

section sample.

The uncertainty on the hadronic energy is determined by shifting the EHAD scale in data by

5.6%. Fig. 7.19(red line) shows that the effect of shifting the hadronic energy scale on the extracted

flux is mostly independent of energy. This is due to the fact that shifting the hadronic energy scale

is basically shifting the ν cut that we apply on our flux sample. Fig. 7.20(red line) shows the effect

on the extracted σ/E.

As described in section 5.6, final state interactions affect the measured hadronic energy and

must be modeled. To determine the uncertainty from the intranuclear rescattering model, each of

the contributing cross sections(pion and nucleon) are changed by ±σ and the effect on the recon-

structed shower energy is evaluated. In addition, uncertainties in the modeling of the formation

zone is also accounted for. Adding all these contributions in quadrature gives an energy dependent
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correction to the hadronic energy scale shown in Fig. 7.21. This uncertainty is treated in the same

way as the hadronic energy scale uncertainty and the effect on the extracted flux and cross section

is shown in Fig. 7.19 and 7.20 respectively.

7.5.2 Cross section model

The cross section model has been discussed in chapter 5. We shift the model parameters by their

uncertainty and study the effect on the analysis. The uncertainties in the cross section modeling

will affect the ν dependence of the cross section (Eq. 7.9) that could affect the flux extraction. In

addition, it also affects the acceptance correction since this is determined from MC simulation.

We account for the uncertainties in the axial mass of the QEL and resonance cross sections,

MA,QEL(0.99±0.15) and MA,RES(1.12±0.17)GeV/c2. The uncertainty in the DIS model parame-

ters is determined by varying each parameter in the model [5] and studying the effect on the reduced

χ2 of the fit to the charged-lepton data. We take the shift that corresponds to a one unit shift in

fit χ2 as the uncertainty for each parameter. The effect of Aht(0.538±0.134), Bht(0.305±0.076),

CV 1u(0.291±0.087) and CV 2u(0.189±0.076) on the analysis has been evaluated (Cv1d , Cv2d and

Cs have very small effect on the χ2 and hence have been neglected).

The direct effect of the cross section model parameters on the flux extraction is very small(<

1%) and has been discussed in section 7.2. The effect of model uncertainty on the extracted cross

section is at the level of 2% below 8 GeV for both neutrino and antineutrino cross sections, and is

negligible above this energy.

7.5.3 Acceptance correction

Section 6.6 described the reverse field dataset that was collected to evaluate the effect of acceptance

correction modeling on the analysis. Fig. 7.22 shows the ratio of reverse field to forward field

extracted flux. The neutrino flux shows a shift of about 5% within error bars which is caused by

the difference in the flux reweighting function (Fig. 7.8) for the forward field and reverse field. The

systematic uncertainty on the extracted flux is taken to be half of this ratio and added in quadrature

to other uncertainties. The uncertainty on the antineutrino flux has been ignored because the ratio

is ∼ 1 within error bars.
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(a)

(b)

Figure 7.19: Effect of the energy scale uncertainty on the neutrino(a) and antineutrino(b) extracted

flux. The black line shows the effect of shifting the muon energy scale by 2% for stopping muons

and 4% for exiting muons. The red line shows the effect of shifting the hadronic energy scale by

5.6% and the blue line shows the uncertainty from final state interactions.
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(a)

(b)

Figure 7.20: Effect of the energy scale uncertainty on the neutrino(a) and antineutrino(b) extracted

cross section. The black line shows the effect of shifting the muon energy scale by 2% for stopping

muons and 4% for exiting muons. The red line shows the effect of shifting the hadronic energy

scale by 5.6% and the blue line shows the uncertainty from final state interactions.
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Figure 7.21: Uncertainty in the intranuclear rescattering model as a function of true shower energy.

Fig. 7.23 shows the ratio of reverse field to forward field extracted cross section. We see a

difference at the level of 1% in the extracted cross section from the reversed field and the forward

field data. This effect was neglected because this is within the statistical precision of the data set.

7.5.4 Background

The uncertainty from our knowledge of the NC contamination is obtained by varying the value of

the minimum Eµ cut, which selects the CC sample, from its nominal value of 1.5 GeV up to 2.0

GeV and down to 1.0 GeV. Result of this study shown in Fig. 7.24 also helps in evaluating the

effect of modifying the Eµ cut on the analysis. This change in the Eµ cut either halves the NC

contamination (Eµ>2 GeV) or doubles it (Eµ>1 GeV) as can be seen in Fig. 6.3. The resulting

change in σ/E is small because we change the Eµ value in the data and MC event sample. This

corresponds to a change of less than 1% which we take to be the NC contamination uncertainty.

The contamination from wrong-sign events is non-negligible only for the antineutrino sam-
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Figure 7.22: Ratio of reverse field to forward field extracted flux for neutrinos(left) and antineutri-

nos(right).

Figure 7.23: Ratio of reverse field to forward field extracted σ/E for neutrinos(left) and antineu-

trinos(right).
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Figure 7.24: Effect of modifying the minimum Eµ cut from its standard value of 1.5 GeV to 2 GeV

and 1 GeV on the measured cross section.

ple. To estimate the uncertainty from this source we assume +/-100% uncertainty on wrong-sign

contamination. Fig. 7.25 shows the data and MC comparison of the antineutrino CC sample as

a function of energy. This plot indicates a larger fractional wrong sign contamination in the data

compared to the MC event sample. The resulting uncertainty on σ/E is negligible at low energy

(<15 GeV) but is about 4% at high energy(42-50 GeV bin). Fig. 7.12 shows this uncertainty for

the antineutrino σ/E.

We also used a different variable, called majority curvature (majC) to remove the wrong sign

contamination from the sample and compared the results as a cross check of our sample contamina-

tion. The variable majC is calculated by breaking a track into small segments(where each segment

has 8 scintillator strips) and performing a parabolic fit ax2 + bx + c to each segment. The number

of segments is counted with positive(2a > 0) and negative(2a < 0) curvature. If the number of

positive curvature segments(P) is larger than the number of negative curvature segments(N), then

the majC=P/N. If the opposite is true, then majC=-N/P. If the number of positive and negative seg-

ments are equal or the track has less than 8 scintillator strips, then the majC variable is assigned a

value of 0. Fig. 7.27 shows the majC distribution, where a majC>0 selection is applied to reject
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Figure 7.25: Data and MC comparison of MC comparison of the antineutrino CC sample as a

function of energy. The top plot shows the distribution and the bottom plot shows the ratio of data

to MC. Two cases are shown, one in which the standard MC contamination is subtracted from the

data, the other in which double the MC contamination is subtracted.
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Figure 7.26: Systematic uncertainty from wrong sign contamination in the antineutrino extracted

cross section.

wrong sign contamination. Fig. 7.28 shows a comparison of the fractional wrong sign contamina-

tion for the majC and relative angle selection criteria. The relative angle variable is slightly more

efficient (∼1%) than the majority curvature at high energy. The effect of varying this cut on the

extracted cross section is very small (< 1%).

7.5.5 Fiducial Volume

The measured σ/E was compared by separating events based on their interaction position in the

detector. This study evaluated the effect of the detector geometry on the beginning position of the

neutrino interactions. Fig. 7.29(a) and 7.30(a) show the fiducial volume divided into two segments

in the transverse view: events beginning in the left versus right portion of the detector and events

beginning in the lower versus upper section of the detector. The events beginning on the left

portion of the detector have a greater influence from the coil hole compared to the ones beginning

on the right. There are more neutrino interactions taking place in the lower half of the detector

compared to the upper half because the neutrino beam bends downward by ~3o. Fig. 7.29(b) and

7.30(b) show that the extracted σ/E for the different segments agreed to 1% within error bars and
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Figure 7.27: Distribution of majC for the total reconstructed antineutrino sample. The distribution

for the wrong sign contamination is shown in red.

Figure 7.28: Fractional wrong sign contamination in the CC antineutrino sample by applying the

relative angle(red) and majority curvature(black) selection criteria.
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no significant difference was observed.
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(a)

(b)

Figure 7.29: Fiducial volume divided into left and right sections in the transverse view using

x vertex > 1.5m (< 1.5m) (a). Comparison of the measured σ/E for neutrino and antineutrino

between the two sections (b).
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(a)

(b)

Figure 7.30: Fiducial volume divided into up and down sections in the transverse view using y

vertex > 0m (< 0m) (a). Comparison of the measured σ/E for neutrino and antineutrino between

the two sections (b).

154



8.0 RESULTS

Fig. 8.1 shows the MINOS cross section results compared to measurements from other experi-

ments. Neutrino and antineutrino σ/E is independent of energy above 20 GeV. At lower energies

the cross section shows deviations from the linear behavior; neutrino σ/E decreases with energy

whereas the antineutrino σ/E increases with energy. This chapter presents a phenomenological

description of the cross section results.

8.1 νµN AND ν̄µN CC INCLUSIVE CROSS SECTION

To explain the behavior of the measured cross section at high energy, we look at a simplified form

of Eq. 1.31[53] based on the QPM

d2σν(ν̄)N

dxdy
=

G2
FME
π

{[F2(x)± xF3(x)
2

]
+

F2(x)∓ xF3(x)
2

(1− y)2

}
, (8.1)

where, F2 = x[u(x) + d(x) + ū(x) + d̄(x)], xF3 = x[u(x) + d(x)− ū(x)− d(x)]. In this model the

PDFs are assumed to be independent of Q2 and depend only on x. Integrating 8.1 over x and y

from 0 to 1 gives the total cross section

σ(νN) = G2
F ME
π

(P+ 1
3 P̄),

σ(ν̄N) = G2
F ME
π

(P̄+ 1
3P), (8.2)

where, P =
∫

x[u(x)+d(x)]dx, P̄ =
∫

x[ū(x)+d(x)]dx. The term (1/3)P in σ(ν̄N) can be explained

by momentum conservation. The axial vector nature of the weak interaction projects only the left
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Eν (GeV ) 5.5 7.5 9.5 15.5 20.5 25.5 30.5 35.5 40.5 50.5

< Q2 >(GeV 2) 1.44 1.92 2.39 3.72 4.82 5.92 7.04 7.91 9.20 11.11

Table 8.1: Average Q2 for a given energy value calculated from MINOS generated sample.

handed particles and right handed antiparticles as shown in Fig. 8.2. For the ν quark scattering,

since both the neutrino and quark are left handed, the total angular momentum is J=0. The ν̄ quark

scattering on the other hand has J=1 and JZ=1 for the initial and final state. The number of possible

final substates are 2J +1(JZ = 0,±1), but out of these three states only the JZ = 1 state is allowed

which leads to a suppression factor of 3. The factor of (1/3)P̄ in σ(νN) can be similarly explained

by looking at neutrino(antineutrino) antiquark scattering.

A prediction for the energy dependence of the cross section can be calculated using Eq. 8.2

where P and P̄ have been computed from GRV 98 PDFs[39]. The Q2 dependence of the PDFs

is taken into account using the average Q2 from a distribution of the MINOS generated sample.

Table 8.1 shows the average Q2 for each energy value. To ensure that the calculation is within the

pure deep inelastic scattering regime, a minimum W threshold has been applied to reject resonance

contribution. Two cases have been taken into account, one in which a minimum W threshold of

1 GeV is applied and another in which a minimum W of 2 GeV is applied. We have taken into

account up, down and strange quark PDF distributions, although Eq.8.2 assumes up and down

quark only.

Fig. 8.3 shows the energy dependence of the terms P + 1
3 P̄ and P̄ + 1

3P. The scaling of cross

section (neutrino nucleon scattering can be approximated to weak elastic scattering from point-

like partons) with increasing energy is clearly demonstrated by this plot above 20 GeV. For such

interactions the total cross section is proportional to the center of mass energy (Eq. 1.11), s∼ 2ME,

i.e. the cross section is linearly dependent on energy.

The P + 1
3 P̄ and P̄ + 1

3P terms are non-linear at low energy due to the Q2 dependence of the

PDFs. Fig. 8.4 shows the energy dependence of the terms P and P̄ to better understand this

behavior. P has contributions from valence quarks and sea quarks whereas P̄ has contributions

from sea quarks only. For a given Q2 value, the distribution of the PDFs as a function of x is very
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different for the valence quarks and sea quarks. The valence quark distribution peaks at moderate

x and goes to 0 at x→0. If the nucleon consisted of only three valence quarks then these PDFs

would have peaked around x=1/3 but it peaks at a smaller x value. This is because the nucleon

momentum is shared between valence quarks, gluons and quark-antiquark pairs. The sea quark

distribution peaks at low x and decreases to 0 around x ∼ 0.5. Gluon splitting at low x creates a

large number of sea quark-antiquark pairs that dominate the PDFs at smaller value of x.

The Q2 dependence of the PDFs vary in the low and high x regions. At low x, both the sea

quark and valence quark PDFs increase with Q2. This is caused by the increase in the resolving

power of the neutrino probe. At larger x values, the valence PDFs decrease with Q2. This happens

because as the resolution increases it becomes less probable to see partons with large momentum.

Fig. 8.4 shows that the P̄ term increases with Q2 as expected. The P term has a much stronger

dependence on energy compared to the P̄ term. If we look at the W<1 GeV case, we see a decrease

in the P term with increasing energy (or Q2). This is caused by the dominance of the decreasing

valence PDFs with Q2 at large x values. Applying a W cut can significantly modify the energy

dependence of the P term. At low Q2, the PDFs are a function of Q2 and x. To obtain P we integrate

over x from 0 to 1, but applying a threshold W cut reduces the upper limit of the integration from 1

to Q2/(W 2
min−M2

nucleon +Q2). A lower Wmin would have a larger upper integration limit on x at low

Q2. As Q2 increases, the integration limit approaches 1 and P becomes independent of the W cut.

For a W cut of 2 GeV, we see that the P term increases with Q2 which is caused by the rejection of

the valence quark PDF distributions at large x values. The valence quark PDFs have a significant

contribution in the large x region. The W cut has very little effect on the antiquark distribution.

These PDFs are very small above x of 0.5, hence reducing the upper limit of x integration doesn’t

modify the P̄ term.

The energy dependence of the P+ 1
3 P̄ term is dominated by the P term while the P̄+ 1

3P shape

is affected by both the P and P̄ term. Further Q2 dependence is introduced by elastic and resonance

interactions that contribute in the low energy region.

The physics of QEL and RES interactions can be explained by replacing structure functions

with form factors (described in Eq. 1.15) which can be interpreted as the probability for a nu-

cleon to stay “intact” in a neutrino nucleon interaction. This becomes less probable as the Q2 of

the interaction increases which leads to a decrease in the cross section for these processes with
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increasing energy. The QEL and RES cross sections for antineutrinos are smaller than the neutrino

cross sections at low energies because of the overlap of the axial vector and vector form factors.

At higher energies, the neutrino and antineutrino QEL and RES cross sections approach each other

and become constant due to the rapid decrease of the form factors with Q2.

Fig. 8.1 shows that the MINOS neutrino and antineutrino measured cross sections approach

scaling behavior around 20 GeV and hence are completely dominated by deep inelastic interactions

above this energy. At lower energies, the energy dependence of the cross section arises from the

relative contribution of elastic and inelastic cross sections, which are different for neutrino and

antineutrino. The neutrino cross section is dominated by the decreasing elastic cross section. On

the other hand, the antineutrino cross section is dominated by the increasing inelastic cross section

which indicates that the antiquark degrees of freedom are increasing with energy. The antiquark

PDFs show a stronger dependence on energy than that calculated by using GRV 98 PDFs( Fig. 8.4

) which could be caused by the fact that these PDFs are leading order.

The MINOS neutrino cross section shows good agreement with previous measurements from

CRS[12], SKAT[16] and GGM-PS[28], but these experiments have significantly larger uncertain-

ties. The BNL-7ft[21] and IHEP-JINR[31] report cross section results in the 0.4 - 30 GeV energy

range with comparable precision to that of MINOS. However, in IHEP-JINR experiments the flux

was determined using a quasi-elastic cross section which was not well known1 and the BNL-7ft re-

sult quotes only the statistical error. MINOS is in good agreement with the recent NOMAD results

at high energies (> 7 GeV) but has a different shape at lower energies although the results overlap

within error bars. The largest uncertainty in MINOS comes from knowledge of the absolute muon

and hadronic energy scales whereas in NOMAD the flux determination dominates the uncertainty.

MINOS measurements have the smallest uncertainty in the 10-30 GeV energy range. The MINOS

antineutrino cross section results are in good agreement with the sparse data available at lower

energies and has much smaller uncertainties in the 10-30 GeV region.

Fig. 8.5 shows the MINOS measured cross section compared to the predicted cross section

by the NEUGEN model. The measured cross section agrees with the predicted one within error

bars although the predicted asymptotic antineutrino cross section above 20 GeV is lower than the

1The assumed uncertainty was 5% on the Ma(QEL) parameter. Based on recent experimental observations, a more
realistic uncertainty on the Ma(QEL) is 15%.
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measured value.

8.2 RATIO OF ν̄µN CC TO νµN CC INCLUSIVE CROSS SECTION

Fig. 8.6 shows the measured ratio of the ν̄µN CC to νµN CC inclusive cross section compared to

the QPM predicted value

σ(ν̄)
σ(ν)

=
1+3Q̄/Q
3+ Q̄/Q

. (8.3)

The high energy behavior is explained well by the simple model which shows that the antineutrino

cross section is about half of the neutrino cross section at high energies.

Fig. 8.6 shows that the measured ratio of the ν̄µN CC to νµN CC inclusive cross section

becomes independent of energy above 30 GeV as predicted by the naive QPM. The average ratio

in the 30-50 GeV range(0.489±0.012) agrees with the value measured from other experiments

(0.504±0.003). The MINOS average measured value of σ(ν̄)/σ(ν) between 30-50 GeV can

be used to determine the ratio P̄/P which is 0.186±0.005. This indicates that the antiquarks carry

about 19% of the quark momentum. Fig. 8.7 shows the P̄/P ratio as a function of energy calculated

from QPM. The toy model discussed here predicts the asymptotic value of P̄/P to be about 19%

which depends on the GRV 98 PDF set.

In the low energy region, the measured σ(ν̄)/σ(ν) ratio increases with energy which indicates

an increase in the antineutrino cross section which is caused by the increase in anti-quark PDFs

with Q2. The QPM predicted curves shown in Fig. 8.6 have different behavior in the low energy

region for the two W cuts. The σ(ν̄N) term is independent of energy for W>1 GeV(Fig. 8.3),

hence the energy dependence of the ratio term is mostly from the QCD evolution of the σ(νN)

term. For W>2 GeV, the energy dependence of the ratio is contributed by both the σ(ν̄N) and

σ(νN) term.

Fig. 8.8 shows the measured ratio of the ν̄µN CC to νµN CC cross section compared to

the predicted value from the NEUGEN cross section model. There is good agreement with the

predicted value within error bars.
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Figure 8.1: MINOS neutrino and antineutrino charged-current inclusive cross section compared

with other experimental[18, 31, 26, 21, 12, 16, 30, 25, 28, 14, 23, 46, 17, 55, 20, 11, 27] results.

The error bars show the statistical, systematic and normalization uncertainties added in quadra-

ture. The solid black line shows the average world cross section in the 30-50 GeV region for

the neutrino(0.675 ×10−38cm2/GeV) and the antineutrino(0.329 ×10−38cm2/GeV) cross section

respectively. The dashed line shows these high energy values extrapolated to lower energies.
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Figure 8.2: Helicity of neutrinos(antineutrinos) and quarks in a weak interaction. The blue arrows

show the direction of the spin and the black arrows show the direction of the momentum.

Figure 8.3: Energy dependence of the terms (P+1
3 P̄) and (P̄+1

3P). The black line shows the value

of this quantity when a W cut of 1 GeV is applied and the red line shows the quantity for a W cut

of 2 GeV.
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Figure 8.4: Energy dependence of the terms P and P̄. The black line shows the value of this

quantity when a W cut of 1 GeV is applied and the red line shows the quantity for a W cut of 2

GeV.

162



(a)

(b)

Figure 8.5: MINOS measured cross section compared to the cross section predicted by the NEU-

GEN cross section model for neutrinos(a) and antineutrinos(b).
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Figure 8.6: Ratio of antineutrino-nucleon to neutrino-nucleon cross section as a function of energy.

The black error bars show the statistical uncertainty and the shaded boxes show the statistical and

systematic uncertainty added in quadrature. The solid blue line shows the value of this ratio from

other experiments between 30-200 GeV at 0.504±0.003. Ratio of P + 1
3 P̄ to P̄ + 1

3P is plotted as

a function of energy.The black line shows this term when a W cut of 1 GeV is applied and the red

line shows this term when a W cut of 2 GeV is applied.
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Figure 8.7: Ratio of P̄/P is plotted as a function of neutrino energy. The black line shows the value

of this quantity when a W cut of 1 GeV is used and the red line shows the value of this quantity

when a W cut of 2 GeV is used.
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Figure 8.8: Ratio of antineutrino to neutrino cross section as a function of energy. The red line

shows this ratio calculated from the cross section model.
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In this thesis I have presented νµN CC(ν̄µN CC) inclusive cross sections and their ratio in the

energy range 3-50 GeV(5-50 GeV). The neutrino cross section has been measured with a precision

of 3% above 20 GeV to 5% down to energies of 4 GeV. The precision on the antineutrino cross

section is 9% at 5 GeV, decreases to 4% in the 15-25 GeV region and increases again (due to

statistical uncertainties) to 8% around 50 GeV. We have for the first time used the low-ν method

to extract the neutrino and anti-neutrino fluxes in the below-30 GeV region down to energies of 3

GeV. The neutrino and the antineutrino data in the low energy region have improved the precision

of measurements in the low energy region and can be used to understand the non-scaling behavior

of the cross section in this energy range.
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APPENDIX A

KALMAN FILTER

The Kalman filter [47, 58] uses a p×1 dimensional matrix known as the state vector and a model

that extrapolates this state vector to the subsequent planes. The state vector xk in the k-th plane can

be written as

xk = Fk−1xk−1 +wk−1 ( A.1)

where Fk−1 is the p×p propagator matrix that extrapolates the state vector from the (k-1)th plane

to the k-th plane and wk−1is the “process noise” from multiple Coulomb scattering and ionization

energy loss. The actual measurement(observed value) in plane k is denoted by a m×1 vector mk

that is given by

mk = Hkxk + εk. ( A.2)

Hk is a m×p dimensional matrix that is also known as the measurement function and εk is the

“measurement noise” or measurement errors. Both the process noise (wk) and the measurement

noise (εk) are assumed to be independent of each other and normally distribued with a zero mean.

In the Kalman technique, x̂s
k is defined as the best “estimate”(expectation value) of the state

vector xk including all measurement up to and including the plane s. An expression for x̂k−1
k can

be derived from Eq. A.1

xk|mk−1 = Fk−1xk−1|mk−1 +wk−1|mk−1
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= Fk−1xk−1|mk−1 +wk−1. ( A.3)

Taking the expectation value of both sides of Eq. A.3 (ŵ∼ 0)

x̂k−1
k = Fk−1x̂k−1

k−1. ( A.4)

x̂k
k is determined by

x̂k
k = x̂k−1

k +Kk(mk−Hkx̂k−1
k )

= Fk−1x̂k−1
k−1 +Kk(mk−HkFk−1x̂k−1

k−1). ( A.5)

The p×m matrix K is the Kalman gain matrix that is derived from the covariance matrices. x̂k
k is

referred to as the predicted estimate of the state vector xk and x̂k−1
k is referred to as the filtered

estimate of the state vector xk.

The covariance matrix Ck
k of the state vector xk is expressed as

Ck
k = E[(xk− x̂k

k)(xk− x̂k
k)

T ] ( A.6)

where E is the expectation value. By substituting Eq. A.5 for x̂k
k , Ck

k can be written as

Ck
k = Ck−1

k −KkHkCk−1
k −Ck−1

k HT
k KT

k +Kk(HkCk−1
k HT

k +Vk)KT
k . ( A.7)

The Kalman gain is estimated by minimizing the square error estimator which is given by E[|x−

x̂k
k|

2]. This is equivalent to minimizing the trace of the covariance matrix Ck
k

∂ tr(Ck
k)

∂Kk
=−2(HkCk−1

k )T +2Kk(HkCk−1
k HT

k +Vk) = 0.

Solving for Kk gives

Kk = Ck−1
k HT

k (HkCk−1
k HT

k +Vk)−1. ( A.8)

Eq. A.7 can be simplified by substituting Eq. 1.13

Ck
k = (1−KkHk)Ck−1

k . ( A.9)
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APPENDIX B

CORRECTIONS TO DIS CROSS SECTION MODEL

The differential equation used in the current code has an inconsistency, the structure functions are

calculated at x = ξW but while calculating the cross section using Eq. 1.31 it uses x. This mistake

mainly affects the low x values because that is the region where x and ξW differ significantly.

In the present model by Bodek and Yang 2xF1 is calculated by using

2xF1(x,Q2) = F2

( 1+ 4M2x2

Q2
min

1+RL(x,Q2)

)
. ( B.1)

To prevent 2xF1 from approaching infinity at low Q2, a minimum Q2(0.8GeV 2) value is used in

the numerator. This is a temporary solution and a more proper approach is to apply a minimum

ν and W threshold to the present model1. In the corrected model, Bodek-Yang parametrization is

applicable only for ν greater than 0.134 GeV and W greater than 1.7 GeV. Below this value, the

effective rescaling variable ξW will be replaced by x and 2xF1 will be equal to F2. These mistakes

will be corrected in the next version of the cross section model.

Fig. B1 shows the effect of these corrections on the ratio of σ(ν̄)/σ(ν). After applying the

corrections, the predicted value agrees better with the average value of this ratio between 30-200

GeV from experiments.

In addition to the changes mentioned above, there is another difference between the cross

section model proposed by Bodek-Yang and the default model used in MINOS. The Bodek-Yang

model takes into account only one resonance channel(∆(1232)) below W of 1.7 GeV but in the

1Personal communication with Arie Bodek
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default NEUGEN3 model, contribution from 16 resonances have been considered. Fig. B2 and

B3 shows the effect on the low-ν correction caused by these three changes. The change in low-ν

correction is of the order of 1% or smaller.
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Figure B1: Ratio of σ(ν̄)/σ(ν) from the NEUGEN cross section model. The red line shows the

default ratio, the blue line shows the ratio after using ξW in the cross section equation and the red

line shows the ratio after applying a ν and W threshold. The dashed line shows the average value

of this ratio between 30-200 GeV from experiments.
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Figure B2: Comparison of neutrino low-ν correction calculated from the default cross section

model(NEUGEN3) and the corrected model.

Figure B3: Comparison of antineutrino low-ν correction calculated from the default cross section

model(NEUGEN3) and the corrected model.
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APPENDIX C

COMPARISON OF FLUX TUNING TECHNIQUES

The procedure for tuning the default GNUMI neutrino flux using the low-ν event sample has been

described in section 7.2. A different method was employed to tune the input flux that involved

fitting the secondary hadron production simulation model to the Near Detector cross section data

[24]. This method is referred to as the “SKZP tuning”. This section presents a comparison of the

weighting technique using these two different methods.

Fig. C1 shows the comparison of low-ν and SKZP weights for the neutrino sample. The radia-

tive correction has been removed from the low-ν sample for this study because these corrections

were not applied in the SKZP reweighting procedure. In general, at energies below 30 GeV the

low-ν weights are about 5% smaller than the SKZP weights and at energies above 30 GeV, the

low-ν weights are 5% larger than the SKZP weights. The two weights agree with each other at the

level of 3% within error bars.

Fig. C2 shows the comparison of low-ν and SKZP weights for the antineutrino sample. The

weights overlap within error bars but there is an offset of the order of 5-10%. The offset at high

energy (>25 GeV) can be understood by looking at Fig. C3 that shows the data and MC comparison

plot of the neutrino energy for flux sample(or the low-ν sample) and the cross section sample.

There is clearly an offset in data and MC agreement for the two samples at the level of∼ 5% above

25 GeV. The SKZP flux was tuned to the cross section sample that explains the offset between the

low-ν weight and SKZP weight. The offset at low energy is more difficult to understand. The

low-ν antineutrino sample uses only the relatively high energy exiting downstream sample (see

section [ref]) whereas the SKZP technique uses the low energy samples as well. The low energy
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sample is expected to have a larger data and MC disagreement because of higher wrong-sign and

NC contamination, which implies a larger SKZP weight. This effect could be causing the offset

between the two weights seen at low energy.
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Figure C1: Comparison of flux tuning using the low-ν and SKZP method for the neutrino sample.

The bottom plot shows the ratio of these two weights. The low-ν weights have statistical and sys-

tematic uncertainties added in quadrature, the SKZP weights have only the statistical uncertainties.
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Figure C2: Comparison of flux tuning using the low-ν and SKZP method for the antineutrino

sample. The bottom plot shows the ratio of these two weights. The low-ν weights have statisti-

cal and systematic uncertainties added in quadrature, the SKZP weights have only the statistical

uncertainties.
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Figure C3: Comparison of data and MC simulation. The bottom plot shows the ratio of these two

weights. The low-ν weights have statistical and systematic uncertainties added in quadrature, the

SKZP weights have only the statistical uncertainties.
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APPENDIX D

Q2 RESOLUTION

Q2 resolution plots for a Deep Inelastic Scattering enhanced sample is presented in this section.

This sample is selected by applying Eν > 5 GeV , ESHW > 1 GeV and Q2 > 1 GeV 2 selection cuts

to the CC sample (section 6.1). Fig. D1 shows the distribution of the difference of reconstructed

and true Q2 in four true Q2 bins. The plot shows that as the value of Q2 increases, the width of

the distribution increases and the resolution detoriates. Fig. D2 shows that Q2 increases with θµ .

It has been previously shown in Fig. 4.7 that the resolution gets worse with increasing θµ . The

worsening Q2 resolution with increasing Q2 can be attributed to the fact that the resolution of θµ

worsens with increasing angle.
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Figure D1: Distribution of (reconstructed Q2- true Q2) for a neutrino DIS selected sample in four

true Q2 bins.
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Figure D2: Mean of true angle distribution as a function of true Q2 for the neutrino enhanced DIS

sample.
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