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Analytical gradients of the OEPM-GTO (one electron polarizable model - Gaussian-type orbital) and OEPM-DVR (discrete variable representation) methods have been implemented, and used in combination with the basin-hopping Monte Carlo, doubly-nudged elastic band and eigenvector-following methods to characterize small \((\text{H}_2\text{O})^n\) clusters. The self-consistent-charge density-functional tight-binding (SCC-DFTB) electronic structure method has been used in conjunction with the basin hopping Monte Carlo method to optimize low-lying minima of \((\text{H}_2\text{O})_8\), \(\text{H}^+(\text{H}_2\text{O})_{21}\), and \(\text{H}^+(\text{H}_2\text{O})_{22}\). In addition, parallel-tempering Monte Carlo simulations were used to characterize the finite temperature behavior of the \((\text{H}_2\text{O})_8\) cluster.
# TABLE OF CONTENTS

**PREFACE** ................................................................. xii

**1.0 INTRODUCTION** .................................................. 1

**2.0 ANALYTICAL GRADIENT OF OEPM-GTO METHOD** .......... 3

  2.1 Introduction ...................................................... 3

  2.2 Theory ............................................................. 4

    2.2.1 Model Hamiltonian ........................................... 4

    2.2.2 Analytical Gradient of OEPM method .................... 5

    2.2.3 Derivative of the Induced Dipole Moment ............... 7

    2.2.4 Treatment of Constraints ................................. 10

  2.3 Performance ....................................................... 11

  2.4 Conclusions ..................................................... 12

**3.0 POTENTIAL ENERGY LANDSCAPE OF THE (H₂O)₆⁻ CLUSTER** . 17

  3.1 Introduction ...................................................... 17

  3.2 Computational Methods ......................................... 18

    3.2.1 Model potential .......................................... 18

    3.2.2 Methods used to locate the stationary points .......... 19

  3.3 Results ........................................................... 20

  3.4 Conclusions ..................................................... 24

**4.0 POTENTIAL ENERGY LANDSCAPES OF THE (H₂O)₇⁻ AND (H₂O)₈⁻ CLUSTERS** ................................................ 27
4.1 Introduction ................................................................. 27
4.2 Model Potential and Simulation Methods ................................. 28
4.3 Results ........................................................................... 30
  4.3.1 \((\text{H}_2\text{O})_7^-\) ................................................. 30
  4.3.2 \((\text{H}_2\text{O})_8^-\) ....................................................... 34
4.4 Conclusions ..................................................................... 41

5.0 DISCRETE VARIABLE REPRESENTATION IMPLEMENTATION
OF THE ONE ELECTRON POLARIZATION MODEL .................... 44
  5.1 Introduction .................................................................. 44
  5.2 Computational Methods .................................................. 45
    5.2.1 DVR with the OEPM Hamiltonian ............................... 45
    5.2.2 Analytical gradients in the DVR method .................. 47
    5.2.3 Box size and grid points ......................................... 48
  5.3 Results .......................................................................... 50
    5.3.1 A convergence with box size and density of grid points .. 50
  5.4 Performance of the DVR method ..................................... 52
  5.5 Conclusions .................................................................. 57

6.0 SIMULATION OF THE \((\text{H}_2\text{O})_8\) CLUSTER WITH THE SCC-DFTB
ELECTRONIC STRUCTURE METHOD .................................. 60
  6.1 Introduction .................................................................. 60
  6.2 Theoretical method ........................................................ 61
    6.2.1 Electronic structure method .................................... 61
    6.2.2 Basin hopping Monte Carlo method .......................... 63
    6.2.3 PTMC(Parallel-Tempering Monte Carlo) simulations ...... 65
  6.3 Results .......................................................................... 67
    6.3.1 Energy diagram of \((\text{H}_2\text{O})_8\) .............................. 67
    6.3.2 Thermodynamic properties of \((\text{H}_2\text{O})_8\) .................. 67
  6.4 Conclusions .................................................................. 70
7.0 APPLICATION OF THE SCC-DFTB METHOD TO H⁺(H₂O)₂₁ AND H⁺(H₂O)₂²

7.1 Introduction .................................................. 72
7.2 Methodology .................................................. 73
  7.2.1 Electronic structure calculations .......................... 73
  7.2.2 Basin hopping Monte Carlo calculations .............. 75
7.3 Results ....................................................... 77
  7.3.1 Low energy minima of H⁺(H₂O)₂₁ ......................... 77
  7.3.2 Low energy minima of H⁺(H₂O)₂² ......................... 80
7.4 Conclusions .................................................. 80

8.0 SUMMARY ..................................................... 85

APPENDIX A. CONFORMATIONAL ANALYSIS OF A FLEXIBLE BICHROMOPHORE: HNBPA 

A.1 Introduction .................................................. 87
A.2 Conformational analysis with electronic structure methods ........... 88
A.3 Conformational specific spectroscopy ................................ 89
A.4 Conclusion .................................................. 90

APPENDIX B. MODELING CHARGE PENETRATION EFFECTS IN WATER-WATER INTERACTIONS

B.1 Introduction .................................................. 101
B.2 Methodology .................................................. 103
  B.2.1 Models .................................................. 103
  B.2.2 Fitting procedure ...................................... 106
B.3 Results ....................................................... 106
  B.3.1 Electrostatic potential .................................. 108
  B.3.2 Water dimer ............................................. 110
  B.3.3 The ten Smith water dimers .............................. 111
B.4 Conclusion .................................................. 111
# LIST OF TABLES

1. Nonzero derivatives of the Hamiltonian ........................................... 14
2. CPU time to evaluate the energy and gradient of the $(\text{H}_2\text{O})_{45}^-$ cluster ........................................... 16
3. Energies and EBEs of the low-energy AA isomers of $(\text{H}_2\text{O})_7^-$ and activation energies for escaping from the minima. ........................................... 35
4. Vibrational frequencies of extended and faced structures .................. 94
5. Vibrational frequencies of extended and perpendicular structures .......... 95
6. Vibrational frequencies of folded and faced structures ....................... 96
7. Vibrational frequencies of folded and perpendicular structures ............ 97
8. Optimized GTFs and the dipole moments .......................................... 113
LIST OF FIGURES

1  Time required to calculate the gradient ........................................ 15
2  Disconnectivity graph of the (H₂O)⁶⁻ cluster ........................................ 21
3  The lowest energy pathway between the neutral book isomer (BK) and the
   OP1-AA, OP2-AA, and BK2-AA isomers of the (H₂O)⁶⁻ cluster .............. 22
4  Energy pathways for rearranging the OP1-AA isomer ............................ 25
5  Disconnectivity graphs of the (a)(H₂O)⁷⁻ and (b) (H₂O)⁸⁻ clusters ............ 29
6  Low energy portion of the disconnectivity graph of (H₂O)⁷⁻ ..................... 31
7  Four new AA structures of (H₂O)⁷⁻ and their EBEs. ............................... 32
8  High EBE non-AA isomers of the (H₂O)⁷⁻ cluster ................................. 32
9  Low-energy pathways for rearrangements between low-energy AA and non-AA
   forms of (H₂O)⁷⁻ ........................................................................ 33
10 Low energy portion of the disconnectivity graph of (H₂O)⁸⁻ .................... 36
11 Structures and energies of the ten lowest energy non-AA isomers of (H₂O)⁸⁻ . 37
12 Structures of low energy AA isomers of (H₂O)⁸⁻ with activation energies to
   rearrangement greater than 2 kJ/mol .................................................. 39
13 Pathways for forming the three lowest energy AA isomers of (H₂O)⁸⁻ by conden-
   sation of a water molecule onto the Pnf-a, Pf24a, Af-a, and new1-AA isomers
   of (H₂O)⁷⁻ ........................................................................ 40
14 The lowest energy pathway from the Cdh non-AA isomer to the lowest energy
   AA isomers of (H₂O)⁸⁻ ................................................................ 42
<table>
<thead>
<tr>
<th>Page</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>Dispersed fluorescence spectra of conformer A and B of HNBPA and assignements</td>
</tr>
<tr>
<td>38</td>
<td>Charge penetration effect</td>
</tr>
<tr>
<td>39</td>
<td>Designs of Gaussian electrostatic models (GEMs)</td>
</tr>
<tr>
<td>40</td>
<td>Fitting data points</td>
</tr>
<tr>
<td>41</td>
<td>Optimized structures of Model1∼3</td>
</tr>
<tr>
<td>42</td>
<td>Contour diagrams of ESP differences</td>
</tr>
<tr>
<td>43</td>
<td>Electrostatic energies of the water dimer</td>
</tr>
<tr>
<td>44</td>
<td>Ten different Smith’s models</td>
</tr>
<tr>
<td>45</td>
<td>Errors in the electrostatic interaction energies for ten different Smith water dimers</td>
</tr>
</tbody>
</table>
First, I thank Prof. Kenneth D. Jordan for his excellent mentorship. Five years is not long enough to learn all he has to teach. To the members of the Jordan Group, I thank you for all your help and encouragement these last five years. Also, I thank my parents and sisters for their tireless support of all my endeavors. Finally, I thank god for giving me hope in my life.
1.0 INTRODUCTION

Negatively charged, neutral, and protonated water clusters have been the subject of numerous theoretical studies. \[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64\] The research presented in this dissertation focuses on the study of the potential energy surfaces (PES) of \((\text{H}_2\text{O})_n^-\) cluster systems, the finite temperature behavior of the \((\text{H}_2\text{O})_8\) cluster, and the low-lying energy minima of the \(\text{H}^+(\text{H}_2\text{O})_{21}\) and \(\text{H}^+(\text{H}_2\text{O})_{22}\) clusters.

The one electron polarization model (OEPM) \[33\] has been employed for investigating the PESs of small water cluster anions. This model is close related to our earlier Drude-model approach for \((\text{H}_2\text{O})_n^-\) cluster systems, \[65, 27, 28, 29, 30, 31, 32\] and the total energy is given by the sum of the energy of the neutral water cluster as described by the distributed point polarizable site (DPP) water model \[66\] and the electron binding energy (EBE), calculated using a one-electron Hamiltonian including explicit polarization of the water monomers by the excess electron. The methodology involved in calculating analytical gradients of \((\text{H}_2\text{O})_n^-\) clusters described by the OEPM-GTO method is presented.

This approach is applied to characterize the local minima and transition states of \((\text{H}_2\text{O})_n^-\), \(n = 6, 7,\) and \(8\) using a combination of the basin-hopping Monte Carlo, \[67, 34, 68\] doubly-nudged elastic band \[69, 70\] and eigenvector-following methods. \[71, 72\] These results are then used to represent the potential energy landscapes in terms of disconnectivity graphs. \[73, 74, 75\] These clusters have been chosen for study because they have been characterized experimentally by means of vibrational predissociation spectroscopy. \[10, 13, 14\] Interestingly,
(H$_2$O)$_6^-$ and (H$_2$O)$_7^-$ appear in high intensity in (H$_2$O)$_n^-$ mass spectra, while (H$_2$O)$_8^-$ is either absent or very low intensity. [14] A large number of theoretical studies have characterized selected local minima for these clusters, [15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,30, 31,32] but only a few of studies for rearrangement pathways have been investigated up to this time, which has restricted analysis of the experimental observations. The implications of the minimum energy pathways for the experimental studies of these clusters are discussed.

For large systems, the energy and gradient evaluations of the OEPM method using GTO basis sets are computationally demanding. For such systems there are significant advantages to using a discrete variable representation (DVR) grid basis set. [76,77,78,79,80,81,82,83,84, 85,86,87,88,89,90] Our group has implemented a DVR version of the OEPM code. As part of this thesis research analytical gradients of the DVR approach have been implemented. Calculations on (H$_2$O)$_6^-$ and (H$_2$O)$_{45}^-$ clusters are used to decide the optimal box size and grid spacing for the OEPM-DVR approach. The computational times for the DVR- and GTO-based approaches are compared.

The self-consistent-charge density-functional tight binding (SCC-DFTB) method [91, 92,93,94,95,96,97,98,99] is applied to both neutral and protonated water clusters. This approach is comparable in computational speed to traditional semiempirical methods, but, in general, provides a more accurate description of geometries and relative energies of chemical species. The water octamer is selected as a system to test three variations of the SCC-DFTB method. This system is chosen because it has been characterized by other theoretical methods. In particular, we calculate the thermodynamic properties of the (H$_2$O)$_8$ cluster by using the parallel tempering Monte Carlo (PTMC) simulation method. [47,48,49] Excess protons in water play an important role in many chemical and biological processes. To test the applicability of the SCC-DFTB method for protonated water clusters, we apply it to H$^+$(H$_2$O)$_{21}$ which is of interest as it is a magic number cluster in the H$^+$(H$_2$O)$_n$ mass spectra, and also to H$^+$(H$_2$O)$_{22}$. Local minima are located using basin hopping Monte Carlo calculations. [67,34,68] The results are compared with those of density functional Becke3LYP [100] calculations.
2.0 ANALYTICAL GRADIENT FOR GEOMETRY OPTIMIZATIONS OF
\((H_2O)_N^-\) CLUSTERS AS DESCRIBED BY THE OEPM-GTO MODEL

This work has been published as Ref. [101]

2.1 INTRODUCTION

The interaction of excess electrons with water clusters has been the subject of numerous experimental and theoretical studies [2, 3, 4, 5, 6, 102, 7, 8, 103, 20, 21, 22, 9, 10, 12, 13, 14, 23, 24, 25, 26]. Recently, our group has derived [33] a family of one-electron polarization models for \((H_2O)_n^-\) cluster systems by applying an adiabatic separation to our previously introduced quantum Drude model [65, 27, 28, 29, 30, 31, 32]. In the polarization model, the total energy of a \((H_2O)_n^-\) cluster is given by the sum of the energy of the neutral water cluster as described by the distributed point polarizable site (DPP) water model [66] and the electron binding energy (EBE) calculated using a one-electron Hamiltonian including explicit polarization of the water monomers by the excess electron.

To date, analytical gradients have not been presented for the Drude or associated polarization potential approaches. As a result, geometry optimization using these approaches have been carried out numerically, and simulations have been carried out using the Monte Carlo rather than molecular dynamics algorithms [65, 27, 28, 29, 30, 31]. For optimizing the geometries and for carrying out simulations of the dynamics of large \((H_2O)_n^-\) clusters, analytical gradients are required. In this work, we present the expressions for analytical gradients
of the PM1 polarization model [33] and apply these to optimize the geometries of clusters as large as \((\text{H}_2\text{O})_{45}\).

2.2 THEORY

In the PM1 model, the energy of the anion is given as the sum of the energy of the neutral water cluster plus the electron binding energy obtained from a model Hamiltonian. The DPP water model employed in the PM1 model employs three point charges, three atom-centered, mutually interacting point polarizable sites, damped dispersion interactions between O atoms, and exponential repulsive interactions between atoms of different monomers. The model Hamiltonian for the excess electron includes interactions of the electron with the three-point charges, the induced dipoles resulting from water-water induction, and monomer-centered short-range repulsive potentials. In addition, the Hamiltonian includes terms that allow for the polarization of the water monomers by the excess electron.

2.2.1 Model Hamiltonian

The model Hamiltonian for an excess electron interacting with a water cluster is given (in atomic units) by

\[
H = -\frac{1}{2} \nabla^2 - \sum_i \frac{Q_i}{r_i} + \sum_j \frac{\mu_j \cdot \mathbf{r}_j}{r_j^3} f_{\text{ind}}(r_j) + V_{\text{rep}} - \sum_j \frac{2 \mu_j^2}{r_j^4} f_{\text{pol}}(r_j),
\]

where the second and third terms correspond to the interactions of the electron with the DPP point charges and the induced dipoles from intermolecular induction, respectively, the fourth term accounts for the short-range repulsive interactions of the excess electron with each monomer, and the last term incorporates the polarization of the monomers by the excess electron. For water the polarizability is approximately isotropic, and the experimental value 1.45 Å³ of the isotropic polarizability of water is employed in Eq. (2.1). The electron-water
polarization is described by point polarizable centers located at the M site of each monomer. In Eq. (2.1) \( \mu_j \) is the induced dipole moment located at the M site of the \( j^{th} \) molecule and obtained by a vector sum of the three atom-centered induced dipole moments on the monomer resulting from the electronic field from the other monomers. It should be noted that the “collapse” of the three induced dipoles on each monomer to a single dipole is not essential, and is made simply for computational speed. \( f_{\text{ind}}(r_j) = 1 - \exp(-b_1 r_j^2) \) and \( f_{\text{pol}}(r_j) = (1 - \exp(-b_2 r_j^2))^2 \) are factors that damp the short-range interactions of the excess electron with the induced dipoles (due to intermolecular induction) and polarizable sites, respectively. The damping is required to remove the \( r \to 0 \) divergences in the resulting integrals. The calculated energies are relatively insensitive to the precise functional forms of the damping factors. \( V_{\text{rep}} \) is constructed using the procedure of Wang and Jordan [28] which closely follows the approach of Schnitker and Rossky [104]. The excess electron is described using a set of \( s \) and \( p \) Gaussian-type functions, both monomer-centered and floating, with the latter being located at the center of mass of the cluster.

### 2.2.2 Analytical Gradient of OEPM method

The analytical gradient of the energy associated with a closed-shell Hartree-Fock wavefunction can be written as [105]:

\[
\frac{\partial E}{\partial R} = \sum_{\mu \nu} P_{\mu \nu} \frac{\partial H_{\mu \nu}^{\text{core}}}{\partial R} + \frac{1}{2} \sum_{\mu \nu \lambda \sigma} P_{\mu \nu} P_{\lambda \sigma} \frac{\partial \langle \mu \nu \| \lambda \sigma \rangle}{\partial R} - \sum_{\mu \nu} Q_{\mu \nu} \frac{\partial S_{\mu \nu}}{\partial R},
\]

where \( P \) is the density matrix defined in terms of the molecular orbital coefficients,

\[
P_{\mu \nu} = 2 \sum_a \frac{m}{2} C_{\mu a} C_{\nu a},
\]

and \( Q \) is the energy-weighted density matrix given by

\[
Q_{\mu \nu} = 2 \sum_a \frac{m}{2} \varepsilon_a C_{\mu a} C_{\nu a},
\]
In Eq. (2.3) and (2.4), the sum is over the occupied orbitals and $\varepsilon_a$ is an orbital energy. $H_{\mu\nu}^{\text{core}}$ is a matrix element of the one-electron core Hamiltonian,

$$H_{\mu\nu}^{\text{core}} = \langle \phi_\mu | -\frac{1}{2} \nabla^2 - \sum_\alpha Z_\alpha \frac{1}{r_\alpha} | \phi_\nu \rangle,$$

and $S_{\mu\nu}$ is an overlap matrix element, $S_{\mu\nu} = \langle \phi_\mu | \phi_\nu \rangle$. Thus the gradient of the Hartree-Fock energy can be calculated using the molecular orbital energies and LCAO-MO coefficients, together with the derivatives of the core Hamiltonian, the overlap matrix, and the two-electron integrals, $\langle \mu\nu||\sigma\lambda \rangle = \langle \mu\nu|\sigma\lambda \rangle - \frac{1}{2} \langle \mu\lambda|\sigma\nu \rangle$.

For the adiabatic polarization potential model described in the previous section, only a single electron is considered explicitly, and the gradient for the ground electronic state of the excess electron may be expressed as

$$\frac{\partial E}{\partial R} = \sum_{\mu\nu} P_{\mu\nu} \frac{\partial H_{\mu\nu}}{\partial R} - \sum_{\mu\nu} Q_{\mu\nu} \frac{\partial S_{\mu\nu}}{\partial R}, \quad (P_{\mu\nu} = C_{\mu1}C_{\nu1}, Q_{\mu\nu} = \varepsilon_1 C_{\mu1}C_{\nu1}),$$

where the Hamiltonian matrix elements $H_{\mu\nu} = \langle \phi_\mu | H | \phi_\nu \rangle$ have only one electron contributions, and only a single orbital energy and associated orbital coefficient are required. In general, there can be more than one bound excess electron state, and the subscript “1” on the orbital energy and coefficients refers to the ground anionic state. The derivative of the Hamiltonian matrix is

$$\frac{\partial H_{\mu\nu}}{\partial R} = \langle \phi_\mu | H | \phi_\nu \rangle + \langle \phi_\mu | H | \frac{\partial \phi_\nu}{\partial R} \rangle + \langle \phi_\mu | \frac{\partial H}{\partial R} | \phi_\nu \rangle.$$

There are twelve derivatives associated with the $x$, $y$, $z$ coordinates of the three atoms and of the M site, for each water molecule. The derivatives of the basis functions with respect to the coordinates associated with the M sites are zero as there are no basis functions located on the M sites. Hence the Pulay terms [106, 107] only require derivatives with respect to the atomic coordinates.

The nonzero contributions to the gradients of the Hamiltonian (i.e., the third term in Eq. (2.7)) are summarized in Table 1, where $V_{pc}$ involves the interaction of the excess electron
with the point charges of the DPP water model, and $V_{\text{ind}}$ and $V_{\text{pol}}$ correspond to the fourth and fifth terms in Eq. (2.1).

The greatest challenge in evaluating the gradients in the PM1 model is presented by the terms involving the interaction of the excess electron with the induced dipoles resulting from intermolecular induction. This term may be expanded as

$$\langle \phi_\mu | \frac{\partial V_{\text{ind}}}{\partial R} | \phi_v \rangle = \langle \phi_\mu | \sum_k \frac{\partial}{\partial R} \left[ \frac{r_k}{r_k^3} \left( 1 - e^{-br_k^2} \right) \right] \cdot \mu_k | \phi_v \rangle$$

$$+ \langle \phi_\mu | \sum_k \frac{r_k}{r_k^3} \left( 1 - e^{-br_k^2} \right) \cdot \frac{\partial \mu_k}{\partial R} | \phi_v \rangle,$$

(2.8)

where $r_k$ is the vector from the electron to the induced dipole $\mu_k$ located on the M site associated with molecule $k$, and use has been made of the fact that in the current implementation of the PM1 model, the intermolecular induced dipole moment vector is independent of the electron coordinates. The derivative of the first term in Eq. (2.8) depends only on the M site, but the derivative of the induced dipole moments in the second term depends on both the atomic sites and the M site. The procedure for calculating the derivatives of the induced dipole moments is discussed in the next section.

### 2.2.3 Derivative of the Induced Dipole Moment

The induced dipole moment at atomic site $i$ resulting from the interactions with the charges on the other monomers is given by [36]:

$$\mu_i = \alpha_i \left( E_i^0 + \sum_{j \neq i} \tilde{T}_{ij} \cdot \mu_j \right),$$

(2.9)

where $E_i^0$ is the electric field at site $i$ produced by the fixed charges on the other monomers, $\alpha_i$ is the polarizability of site $i$, and $\tilde{T}_{ij}$ is the dipole tensor.

$$E_i^0 = \sum_{j \neq i} \frac{q_j R_{ij}}{R_{ij}^3} f_1(R_{ij}), \quad \tilde{T}_{ij} = \frac{1}{R_{ij}^3} \left( \frac{3R_{ij}^2 R_{ij}}{R_{ij}^2} f_2(R_{ij}) - f_1(R_{ij}) \right).$$

(2.10)
In Eq. (2.10), \( f_1(R_{ij}) \) and \( f_2(R_{ij}) \) are damping functions used in the DPP water model. The induced dipoles are calculated iteratively.

The derivatives of the induced dipole moments are evaluated by differentiating Eq. (2.9):

\[
\frac{\partial \mu_i}{\partial R_k} = \alpha_i \frac{\partial E_0^i}{\partial R_k} + \alpha_i \sum_{j \neq i} \frac{\partial T_{ij}}{\partial R_k} \cdot \mu_j + \alpha_i \sum_{j \neq i} \tilde{T}_{ij} \cdot \frac{\partial \mu_j}{\partial R_k}.
\]  

(2.11)

The derivatives in Eq. (2.11) could be solved iteratively, but this would require 12N SCF procedures, and it is computationally faster to use the inverse matrix approach, i.e., rewriting Eq. (2.11) as

\[
\tilde{M} \frac{\partial \mu_i}{\partial R_k} = C_k, \quad \frac{\partial \mu_i}{\partial R_k} = \tilde{M}^{-1} C_k
\]  

(2.12)

where, \( C_k \) is 9N component vector, and \( \tilde{M} \) is a 9N × 9N matrix:

\[
\tilde{M} = \begin{pmatrix}
-1 & 0 & 0 & \alpha_1 T_{12xx} & \alpha_1 T_{12xy} & \alpha_1 T_{12xz} & \cdots \\
0 & -1 & 0 & \alpha_1 T_{12yx} & \alpha_1 T_{12yy} & \alpha_1 T_{12yz} & \cdots \\
0 & 0 & -1 & \alpha_1 T_{12zx} & \alpha_1 T_{12zy} & \alpha_1 T_{12zz} & \cdots \\
\alpha_2 T_{21xx} & \alpha_2 T_{21xy} & \alpha_2 T_{21xz} & -1 & 0 & 0 & \cdots \\
\alpha_2 T_{21yx} & \alpha_2 T_{21yy} & \alpha_2 T_{21yz} & 0 & -1 & 0 & \cdots \\
\alpha_2 T_{21zx} & \alpha_2 T_{21zy} & \alpha_2 T_{21zz} & 0 & 0 & -1 & \cdots \\
\alpha_3 T_{31xx} & \alpha_3 T_{31xy} & \alpha_3 T_{31xz} & \alpha_3 T_{32xx} & \alpha_3 T_{32xy} & \alpha_3 T_{32xz} & \cdots \\
\alpha_3 T_{31yx} & \alpha_3 T_{31yy} & \alpha_3 T_{31yz} & \alpha_3 T_{32yx} & \alpha_3 T_{32yy} & \alpha_3 T_{32yz} & \cdots \\
\alpha_3 T_{31zx} & \alpha_3 T_{31zy} & \alpha_3 T_{31zz} & \alpha_3 T_{32zx} & \alpha_3 T_{32zy} & \alpha_3 T_{32zz} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]  

(2.13)

where \( N \) is the number of monomers, and \( T_{ijxx}, T_{ijxy}, T_{ijxz}, \cdots, T_{ijzz} \) are the nine elements of the dipole tensor, \( \tilde{T}_{ij} \). Once available, the inverse of \( \tilde{M} \) can be used for calculating the derivative of the induced dipole moments with respect to any degree of freedom.
The $C_k$ vector is expressed as

$$
C_k = \left(-\alpha_1 \sum_{j \neq 1} \left( \frac{\partial E_{0x}^0}{\partial R_k} \frac{\partial T_{1jx}}{\partial R_k} \mu_{jx} + \frac{\partial T_{1jy}}{\partial R_k} \mu_{jy} + \frac{\partial T_{1jz}}{\partial R_k} \mu_{jz} \right) \right) \\
- \alpha_1 \sum_{j \neq 1} \left( \frac{\partial E_{0y}^0}{\partial R_k} \frac{\partial T_{1jy}}{\partial R_k} \mu_{jy} + \frac{\partial T_{1jz}}{\partial R_k} \mu_{jz} \right) \right) \\
- \alpha_1 \sum_{j \neq 1} \left( \frac{\partial E_{0z}^0}{\partial R_k} \frac{\partial T_{1jz}}{\partial R_k} \mu_{jz} \right) \\
- \alpha_2 \sum_{j \neq 2} \left( \frac{\partial E_{2x}^0}{\partial R_k} \frac{\partial T_{2jx}}{\partial R_k} \mu_{jx} + \frac{\partial T_{2jy}}{\partial R_k} \mu_{jy} + \frac{\partial T_{2jz}}{\partial R_k} \mu_{jz} \right) \\
- \alpha_2 \sum_{j \neq 2} \left( \frac{\partial E_{2y}^0}{\partial R_k} \frac{\partial T_{2jy}}{\partial R_k} \mu_{jy} + \frac{\partial T_{2jz}}{\partial R_k} \mu_{jz} \right) \\
- \alpha_2 \sum_{j \neq 2} \left( \frac{\partial E_{2z}^0}{\partial R_k} \frac{\partial T_{2jz}}{\partial R_k} \mu_{jz} \right)
\right), \quad (2.14)
$$

where $E_{ix}^0$, $E_{iy}^0$, and $E_{iz}^0$ are the components of the electric field at site $i$ produced by the fixed charges, and $\mu_x$, $\mu_y$, and $\mu_z$ are the components of the induced dipole moments, $\mu$.

In the paper of Sommerfeld et al. [33] four different polarization potentials were presented. In this work we have adopted the PM1 model in which the undamped polarization potential terms are of the form $\alpha/2r_k^4$. The integrals involving the $\alpha/2r_k^4$ operator cannot be done analytically. To overcome this difficulty, the polarization operator associated with each monomer, including the associated damping factor, can be least squares fit to Gaussian-type functions (GTF) centered at the M site to give [33]:

$$
V_{pol} \simeq - \sum_k a_k \text{GTF}_k, \quad (2.15)
$$

where the $a_k$ are the coefficients of the fit. The analytical derivatives of this term are straightforward to evaluate. In Ref. [33] the fit made use of six $d$-type Gaussians. This fit, together with a smaller three $s$-type Gaussian fit, will be used in the calculations presented in this paper. Moreover, because the polarization potentials in the four polarization models of Ref. [33] are all fit to GTF’s, the gradient program works without change with all four models.
2.2.4 Treatment of Constraints

The present implementation of the PM1 electron-water model is based on the DPP rigid monomer water model. Although Euler angle coordinates are commonly used for maintaining the geometrical constraints in such models, we have opted instead to use Cartesian coordinates in evaluating the gradients both due to the difficulties posed by the M site for an Euler angle representation and because of our plans to transition to a flexible monomer model in the future. The rigid monomer constraints were then imposed by transforming the derivatives from Cartesian coordinates to the Euler angle coordinates, φ, θ, and ψ.

For a given monomer, the derivatives in Euler angle coordinates corresponding to the translations are associated with the sum of the derivatives in Cartesian coordinates of the various atomic sites. The derivatives for the rotations in Euler angle coordinates are described by using the torque vector with respect to the centers of mass (CM) of the monomers [108].

\[
\boldsymbol{\tau}_i = \Delta \mathbf{R}_{O_i} \times \mathbf{F}_{O_i} + \Delta \mathbf{R}_{H_{1i}} \times \mathbf{F}_{H_{1i}} + \Delta \mathbf{R}_{H_{2i}} \times \mathbf{F}_{H_{2i}} + \Delta \mathbf{R}_{M_i} \times \mathbf{F}_{M_i} \quad (2.16)
\]

where, \( \mathbf{F}_{O}, \mathbf{F}_{H}, \) and \( \mathbf{F}_{M} \) represents the forces at a O, H atoms, and the M site, respectively, and \( \Delta \mathbf{R}_{O_i} \) is the displacement vector given by \( \mathbf{R}_{O_i} - \mathbf{R}_{CM_i} \), with \( \Delta \mathbf{R}_{H_{1i}}, \Delta \mathbf{R}_{H_{2i}}, \) and \( \Delta \mathbf{R}_{M_i} \) being calculated in an analogous manner. The derivatives with respect to φ, θ, and ψ are then given by

\[
\begin{pmatrix}
\frac{\partial E}{\partial R_{i\phi}} \\
\frac{\partial E}{\partial R_{i\theta}} \\
\frac{\partial E}{\partial R_{i\psi}}
\end{pmatrix}
= \begin{pmatrix}
0 & 0 & 1 \\
-\sin \phi & \cos \phi & 0 \\
\sin \theta \cos \phi & \sin \theta \sin \phi & \cos \theta
\end{pmatrix}
\begin{pmatrix}
-\tau_{ix} \\
-\tau_{iy} \\
-\tau_{iz}
\end{pmatrix} \quad (2.17)
\]
2.3 PERFORMANCE

In implementing the gradients of the PM1 model, care was taken to identify contributions that are zero or are related to other contributions, and to exploit this information to minimize the computational time. In order to check the efficiency of the analytical gradient code, it is instructive to compare timings with those for numerical evaluation of the gradients. The numerical gradients were evaluated both in a “brute force” manner which requires $12N$ times more CPU time than a single-point energy evaluation, and by a “modified” implementation that evaluates only those integrals that are changed upon specific displacements. It should be noted that numerical geometry optimizations in most \textit{ab initio} electronic structure codes require $9N$ times more CPU time than single-point energy calculations as all integrals are evaluated for each atomic displacement.

Fig. 1 compares the computational time to calculate numerically and analytically the gradients for several water cluster anions. For a $(\text{H}_2\text{O})_{16}^-$ cluster, the evaluation of the gradient analytically is roughly nine times faster than the “brute force” numerical gradient and three times faster than the modified numerical gradient. For the $(\text{H}_2\text{O})_{45}^-$ cluster, analytical evaluation of the gradient is fifty times faster than the “brute force” numerical gradient and about five times faster than using the modified numerical evaluation of the gradient. With this speedup, optimization of the geometries of various isomers of a cluster the size of $(\text{H}_2\text{O})_{45}^-$ can be rapidly accomplished, but with our standard Gaussian-type orbital (GTO) basis set, which employs both monomer-centered and additional functions at the center of mass, the time to evaluate the gradient is still too long to permit long-time molecular dynamics simulations. Specifically, for $(\text{H}_2\text{O})_{45}^-$, our standard GTO basis set contains 287 primitive functions, and a single-point energy calculation takes 36 sec., and the corresponding gradient requires 393 sec. on a 2.6 GHz opteron processor. There are several strategies for reducing the CPU time required for both the energy and gradient evaluations. These include (1) using a three \textit{s} GTF rather than a six \textit{d} GTF fit of the polarization potentials, (2) prescreening integrals
and evaluating only those that are estimated to be greater in magnitude than some threshold, (3) combining the repulsive and polarization potential, and (4) replacing the present atom-centered basis set with a 3D grid of s Gaussians, which would eliminate the Pulay terms. Through a combination of these strategies, it should be possible to reduce the CPU time for a gradient evaluation of a cluster the size of $(\text{H}_2\text{O})^{45}_n$ as described by the PM1 model by as much as a factor of 50, which would permit long-time MD simulations. For example, we have found that use of a $6 \times 6 \times 6$ grid of s Gaussians rather than the present monomer centered + 5s4p floating set of GTO’s gives accurate electron binding energies for $(\text{H}_2\text{O})^{45}_n$ while resulting in a five-fold reduction in the CPU time required for the analytical gradient compared to that required with our standard GTO basis set.

2.4 CONCLUSIONS

Analytical gradients have been implemented for the PM1 model for $(\text{H}_2\text{O})^n$ clusters. The PM1 model is based on the DPP water model and allows for both intramolecular induction and polarization of the water molecule by the excess electron. The availability of analytical gradients will greatly facilitate use of the PM1 model in carrying out molecular dynamics simulations on large $(\text{H}_2\text{O})^n_n$ clusters. When the six $d$ GTF representation of the polarization potential is used, the derivatives involving this term are the most time-consuming part of the calculation. With the smaller three $s$ GTF fit to the polarization potential, the most time consuming step in the gradient evaluation is due to the terms involving the interaction of the excess electron with the induced dipoles from intermolecular induction. We note also that with our standard monomer-centered basis set, about one half of the time of the gradient evaluation is due to the Pulay terms. By switching to a $6 \times 6 \times 6$ grid of $s$ GTF functions for the electronic basis set, the Pulay terms are eliminated and the CPU time required to evaluate the analytical gradient for a cluster the size of $(\text{H}_2\text{O})^{45}_n$ is reduced about five fold.
With the adoption of the smaller three $s$ GTF fit of the polarization potential and the use of the $6\times6\times6$ grid of $s$ GTFs for the basis set, MD simulations for tens of psec. are feasible for clusters of this size when carried out on a single CPU, and for a few nsec. when carried out in parallel.
Table 1: Nonzero derivatives of the Hamiltonian in the PM1 model for an excess electron interacting with a water cluster.

<table>
<thead>
<tr>
<th>Coordinate</th>
<th>$\frac{\partial V_{pc}}{\partial R}$</th>
<th>$\frac{\partial V_{rep}}{\partial R}$</th>
<th>$\frac{\partial V_{ind}}{\partial R}$</th>
<th>$\frac{\partial V_{pol}}{\partial R}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R = R_O$</td>
<td>0</td>
<td>$\frac{\partial V_{rep}}{\partial R_O}$</td>
<td>$\frac{\partial V_{ind}}{\partial R_O}$</td>
<td>0</td>
</tr>
<tr>
<td>$R = R_H$</td>
<td>$\frac{\partial V_{pc}}{\partial R_H}$</td>
<td>$\frac{\partial V_{rep}}{\partial R_H}$</td>
<td>$\frac{\partial V_{ind}}{\partial R_H}$</td>
<td>0</td>
</tr>
<tr>
<td>$R = R_M$</td>
<td>$\frac{\partial V_{pc}}{\partial R_M}$</td>
<td>0</td>
<td>$\frac{\partial V_{ind}}{\partial R_M}$</td>
<td>$\frac{\partial V_{pol}}{\partial R_M}$</td>
</tr>
</tbody>
</table>
Figure 1: Time required to calculate the gradient in one optimization step for several water cluster anions as described by the PM1/DPP model. The calculations were carried out on a 2.6 GHz opteron CPU.
Table 2: CPU time to evaluate the energy and gradient of the \((\text{H}_2\text{O})_{45}\) cluster

<table>
<thead>
<tr>
<th>term (^a)</th>
<th>CPU time (sec.)</th>
<th>Pulay</th>
<th>non-Pulay</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\frac{\partial V_{NN}}{\partial R})</td>
<td>N/A</td>
<td>0.7</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>(\frac{\partial S_{\mu\nu}}{\partial R})</td>
<td>4.1</td>
<td>N/A</td>
<td>4.1</td>
<td></td>
</tr>
<tr>
<td>(\frac{\partial (V_{\text{kin}})_{\mu\nu}}{\partial R})</td>
<td>12.6</td>
<td>N/A</td>
<td>12.6</td>
<td></td>
</tr>
<tr>
<td>(\frac{\partial (V_{pc})_{\mu\nu}}{\partial R})</td>
<td>28.8</td>
<td>11.7</td>
<td>40.5</td>
<td></td>
</tr>
<tr>
<td>(\frac{\partial (V_{\text{rep}})_{\mu\nu}}{\partial R})</td>
<td>39.0</td>
<td>27.8</td>
<td>66.8</td>
<td></td>
</tr>
<tr>
<td>(\frac{\partial \mu}{\partial R})</td>
<td>N/A</td>
<td>3.0</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>(\frac{\partial (V_{\text{ind}})_{\mu\nu}}{\partial R})</td>
<td>58.0</td>
<td>59.2</td>
<td>117.2</td>
<td></td>
</tr>
<tr>
<td>(\frac{\partial (V_{\text{pol}})_{\mu\nu}}{\partial R})</td>
<td>56.6</td>
<td>91.8</td>
<td>148.4 (^b)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>199.1</td>
<td>194.2</td>
<td>393.3</td>
<td></td>
</tr>
</tbody>
</table>

| Energy | 35.8 |

\(^a\) \(\frac{\partial (A)_{\mu\nu}}{\partial R}\) is a shorthand notation of 
\(\langle \frac{\partial \phi_{\mu}}{\partial R} | A | \phi_{\nu} \rangle + \langle \phi_{\mu} | A | \frac{\partial \phi_{\nu}}{\partial R} \rangle + \langle \phi_{\mu} | \frac{\partial A}{\partial R} | \phi_{\nu} \rangle\)

\(^b\) The tabulated results are for a six \(d\) Gaussian function representation of the polarization potential. The total time to evaluate the \(\frac{\partial (V_{\text{pol}})_{\mu\nu}}{\partial R}\) contributions is reduced from 148.4 to 31.3 sec. if a three \(s\) GTF fit is used in place of the six \(d\) GTF fit. The CPU time for the energy evaluation is reduced from 35.8 to 17.1 sec.
3.0 POTENTIAL ENERGY LANDSCAPE OF THE (H₂O)_6⁻ CLUSTER

This work has been published as Ref. [109]

3.1 INTRODUCTION

Negatively charged water clusters have been the subject of numerous studies since their discovery mass spectroscopically in 1984. [102, 110] In recent years, vibrational predissociation spectroscopy [9, 10, 11, 12, 13, 14] has provided considerable insight into the nature of the electron binding motifs of small (H₂O)_n⁻ clusters, and a large number of theoretical studies [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33] have characterized selected local minima for these species. However, very little is known about the pathways for interconversion between different isomers, which has hampered interpretation of the experimental data. The main obstacle to computationally mapping out isomerization pathways of (H₂O)_n⁻ clusters has been the absence of a computationally fast, reliable method for exploring the potential energy surfaces. *Ab initio* methods cannot be used for this purpose, for any but the smallest clusters, due to the need to include electron correlation effects, preferably at the CCSD(T) level [111, 112], and, at a minimum, at the MP2 level [113], together with the need to employ large, flexible basis sets.

Our group has recently introduced a one-electron polarization model (OEPM) [33] de-
derived from our earlier Drude-model approach \cite{27} for \((\text{H}_2\text{O})_n^-\) cluster systems. We have demonstrated that the OEPM approach gives electron binding energies and geometries of \((\text{H}_2\text{O})_n^-\) clusters in close agreement with the results of high-level \textit{ab initio} methods. In a subsequent publication, we described the implementation of analytical gradients for the OEPM method \cite{101}, which means that we now have the computational tools for mapping out in detail the rearrangement pathways of \((\text{H}_2\text{O})_n^-\) clusters.

In this present study, we use the OEPM method to investigate the potential energy landscape of \((\text{H}_2\text{O})_6^-\). This cluster has been chosen for study because it has been characterized experimentally by means of vibrational predissociation spectroscopy \cite{10} and computationally by means of parallel-tempering Monte Carlo (PTMC) simulations. \cite{31} In addition, it is the largest \((\text{H}_2\text{O})_n^-\) cluster for which the neutral precursor for the dominant form of the anion observed experimentally is known. \cite{11} A combination of techniques, described in the computational methods section, are used to locate the local minima and first-order transition states and to map out the pathways between the transition states and local minima. These results are then used to express the potential energy landscapes in terms of disconnectivity graphs. \cite{73,74,75} The experimental results for \((\text{H}_2\text{O})_6^-\) are discussed in light of the detailed knowledge of the potential energy surfaces gained in the present study.

\section{3.2 COMPUTATIONAL METHODS}

\subsection{3.2.1 Model potential}

In the OEPM approach, the total energy of the water cluster anion is given by the sum of the energy of the netural water cluster, described by the distributed point polarizable site (DPP) water model \cite{66}, and the electron binding energy (EBE) obtained from a one-electron model Hamiltonian, which includes the interactions of the excess electron with the point charges and the induced dipoles, as described by the OEPM model, as well as with
the monomer-centered, short-range repulsive and polarization potentials. [33] The excess electron is described by a basis set of diffuse $s$ and $p$ Gaussians, [29] and the polarization potential on each monomer is represented by a fit to a six $d$-type Gaussian functions centered at the $M$ site of the DPP model to permit analytical evaluation of the resulting integrals. The OEPM model and the associated analytical gradients are described in References 33 and 39, respectively.

3.2.2 Methods used to locate the stationary points

Basin-hopping Monte Carlo simulations [67, 68, 114, 115] were used to locate a subset of the low-lying minima of $(\text{H}_{2}\text{O})_{6}^{-}$. This approach combines Monte Carlo walks and gradient based optimizations to locate local minima of the potential energy surface with Monte Carlo sampling being based on the energies of the optimized minima. A modified version of the limited-memory, quasi-Newton routine (LBFGS) of Nocedal [116] was employed for the minimizations. The basin-hopping calculations were run for 4000 steps at a reduced temperature of 2.0 kJ/mol, the value used in an earlier study of protonated water clusters. [115]

The low-lying minima found in the basin-hopping Monte Carlo calculations were used to initiate searches of transition states (TS) using the doubly-nudged elastic band (DNEB) procedure, [69, 70] followed by refinement of the TSs using the eigenvector-following algorithm, [71, 72, 117, 118] with the second derivatives being calculated by finite differences of analytical first derivatives. For each TS located, the minima to which it is connected were identified by LBFGS optimizations. Whenever these optimizations located a new local minimum, it was then used to initiate new TS searches. The transition states, minima, and the pathway information were used to conduct disconnectivity graphs [73, 74, 75] which provide a compact representation of the accessibility of different portions of the potential energy surface as a function of excess energy. The optimizations were done with the OPTIM program [119] which we interfaced with our OEPM code.
3.3 RESULTS

A total of 266 minima and 469 transition states for \((\text{H}_2\text{O})_6^-\) were located. Essentially all the transition state structures and many of the local minima are new, \textit{i.e.}, have not been previously reported in the literature. Figure 2(a) shows the resulting disconnectivity graph of \((\text{H}_2\text{O})_6^-\), and Figure 2(b) presents a blowup of the low-energy portion of the graph containing 41 local minima. For each minimum in Figure 2(b), the magnitude of the electron binding energy (EBE) is indicated, and the binding motif is identified as AA or non-AA, where AA denotes structures with a double-acceptor water monomer with two dangling OH groups. The double-acceptor species are especially relevant as the dominant \((\text{H}_2\text{O})_6^-\) isomers observed experimentally fall in this class.\[10,11,12\] In addition, the minima are classified as book (BK), prism (PR), cage (CA), and open prism (OP) species. The OP isomers differ from the PR species in that they have one broken H-bond. This naming scheme follows that used in Reference 31.

For the most part, the disconnectivity graph shown in Figure 2(a) resembles a “palm tree” in the terminology of Wales.\[74\] For an “ideal” palm tree-type disconnective graph, efficient relaxation to the global minimum is expected.\[74,75\] However, for \((\text{H}_2\text{O})_6^-\) the two lowest energy minima, designated PR1 and CA1, are on different branches and are separated by a pathway with an overall barrier of \(~7\) kJ/mol, which makes their interconversion difficult at low temperatures. Only three of the 41 low-lying local minima have AA structures. These are denoted as OP1-AA, OP2-AA, and BK2-AA, and have calculated EBEs in excess of 400 meV. The observed vibrational predissociation spectrum of \((\text{H}_2\text{O})_6^-\) is due to the structurally similar OP1-AA and OP2-AA isomers (see Figure 3) which are calculated to lie energetically about 5 kJ/mol above the non-AA CA1 and PR1 isomers. The remaining 38 low-energy minima have non-AA structures with low \((\leq 250\) meV) electron binding energies. The isomers labeled PR-N and BK-N have structures very similar to the neutral prism and book isomers, respectively, and EBEs \(\leq 50\) meV.
Figure 2: Disconnectivity graph of the \((\text{H}_2\text{O})_6^-\) cluster: (a) disconnectivity graph of all stationary points identified in the work, and (b) an expanded view of the low-energy portion of the disconnectivity diagram. The oval figures indicate the magnitudes of the electron binding energies of the minima. Red and blue colors denote the AA minima and non-AA minima, respectively.
Figure 3: The lowest energy pathway between the neutral book isomer (BK) and the OP1-AA, OP2-AA, and BK2-AA isomers of the (H₂O)₆⁻ cluster
These results raise the question as to the nature of the minimum energy pathways connecting the low-energy AA and non-AA isomers. Moreover, since experimental studies have identified the neutral book isomer as the precursor to the observed AA anions, [11] it is also of interest to examine the minimum energy pathways from the neutral book isomer plus a free electron to the low-energy AA structures. The latter pathway, shown in Figure 3, starts with a flip of a free OH group of the book form of the neutral cluster, giving the weak electron binding BK-N isomer, and then proceeds through the highly stable PR2, CA1, OP1, OP2, and CA2 non-AA species. In other words, the minimum energy pathway between the most stable AA and non-AA isomers of the anion occurs on the pathway from the neutral book to the AA species. The neutral book isomer has a dipole moment of 2.25 D and does not bind an excess electron in the OEPM model. (With a larger basis set this species would give very weak electron binding in the Born-Oppenheimer (BO) approximation [120], but probably would not bind the electron were non-BO corrections included.) The flip of one free OH group (see Figure 3), causes the dipole moment to increase to 4.01 D, and the cluster (BK-N) now weakly binds the excess electron. The overall barrier to go from BK-N isomer to the OP1-AA and OP2-AA species is calculated to be only about 1.2 kJ/mol, and is due to a flip of a second free OH group; the overall barrier to go from the OP1-AA and OP2-AA species to the OP1 and PR1 non-AA species is calculated to be only 2.5 kJ/mol.

As seen from Figure 3, OP1-AA and OP2-AA differ only in terms of which water monomer on the four-membered ring “base” is H-bonded to the AA monomer in the water “dimer” on top the tetramer. As a result, OP1-AA and OP2-AA have nearly the same energy and have very similar vibrational spectrum, and it is likely that both isomers contribute to the spectral signatures measured experimentally for the AA-type anion.

Thus far, we have focused on the pathways to go between geometrically distinct isomers of (H$_2$O)$_6^-$. It is also of interest to examine pathways for scrambling of water molecules within the OP1-AA and OP2-AA isomers. Such rearrangement pathways are accessible experimentally by examining isotopologues such as [(H$_2$O)$_5$(HOD)]$^-$ or [(D$_2$O)$_5$(HOD)]$^-$. [121] In Figure 4(a), we report one such pathway for OP1-AA. The lowest energy pathway
located goes through six intermediate local minima, including the highly stable PR1 and OP1 non-AA isomers. The overall activation energy for this process is calculated to be only about 3.1 kJ/mol, which means that it should be possible to drive the isomerization from OP1-AA or OP2-AA to PR1 and OP1 by excitation of an OH(OD) stretch or water bend vibration.

Given that the highly stable non-AA species are on the minimum energy pathways between the neutral book and the observed AA isomers, as well as for monomer scrambling in the low-energy AA species, it is surprising that only a small population of non-AA species is seen in the experiments of the Johnson group. [10] It may be that, following electron capture, the clusters do sample the highly stable non-AA isomers, but that the internal energies of these species are great enough that the resulting anions decay by electron ejection. This then raises the question as to how the cluster evolves from the neutral book isomer to the OP1-AA and OP2-AA isomers. The above analysis has focused on minimum energy pathways. Given the complexity of the \((\text{H}_2\text{O})_6^−\) potential energy surface, it is anticipated that there are many higher lying pathways, some of which may bypass the stable non-AA species and be less prone to electron autoionization. One such pathway is illustrated in Figure 4(b). This specific pathway has an overall activation energy of 17.6 kJ/mol, and, interestingly, goes through the “tweezers” transition state which was first identified in the theoretical study of Kim and co-workers. [18] This particular pathway is probably not important experimentally, given the large barrier height, but is relevent as it indicates that there are indeed pathways that bypass the highly stable non-AA species.

3.4 CONCLUSIONS

In this work a one-electron polarization model was used to characterize the potential energy surface of \((\text{H}_2\text{O})_6^−\). The minimum energy pathway proceeding from the neutral book
Figure 4: Energy pathways for rearranging the OP1-AA isomer. (a) lowest energy pathway located; (b) example of a pathway that bypass the highly stable non-AA isomers.
isomer to the observed AA isomers proceeds through highly stable, but weak electron binding non-AA species. Since non-AA species do not occur in high population in experimental studies, this result suggests that under experimental conditions the AA isomers may be formed via higher energy pathways that are less prone to electron detachment. Additional experimental and theoretical studies are required to establish the detailed mechanism for formation of the AA anions, as well.
4.0 POTENTIAL ENERGY LANDSCAPES OF THE \((\text{H}_2\text{O})_7^−\) AND \((\text{H}_2\text{O})_8^−\) CLUSTERS


4.1 INTRODUCTION

The accommodation of excess electrons by water clusters has been the subject of numerous experimental and theoretical studies. \([1, 2, 3, 4, 5, 102, 110, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 122, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 101, 109, 123]\) Most of the theoretical work has focused on local minima and, with the exception of a recent study of \((\text{H}_2\text{O})_6^−\) by our group, \([109]\) little is known about the transition states and rearrangement pathways.

In the present study, we expand our pathway studies to include the \((\text{H}_2\text{O})_n^−, n = 7\) and 8, clusters. Both of these clusters have been studied experimentally by means of vibrational predissociation spectroscopy, \([13, 14]\) and the \((\text{H}_2\text{O})_7^−\) has been studied computationally by means of the parallel tempering Monte Carlo (PTMC) simulations. \([32]\) \((\text{H}_2\text{O})_7^−\) appears in high intensity in \((\text{H}_2\text{O})_n^−\) mass spectra, while \((\text{H}_2\text{O})_8^−\) is either absent or very low intensity. \([14]\) The potential energy landscapes of \((\text{H}_2\text{O})_7^−\) and \((\text{H}_2\text{O})_8^−\) are explored using the one-electron polarization model (OEPM) method developed in our group. \([33]\) The local minima and transition states are characterized and used to construct rearrangement pathways and disconnectivity graphs, \([73, 74]\) which provide a compact representation of the accessibility of different portions of the potential energy surface.
4.2 MODEL POTENTIAL AND SIMULATION METHODS

The OEPM describes the energy of a \((\text{H}_2\text{O})_n^-\) cluster as a sum of the energy of the neutral water cluster, as described by the distributed point polarizable site (DPP) water model \([66]\), and the binding energy of the excess electron. The electron binding energy (EBE) is calculated using a one-electron model Hamiltonian, which includes the interactions of the excess electron with the point charges and the induced dipoles of the DPP model, as well as with monomer-centered, short-range repulsive and longer ranged polarization potentials. \([33]\) The EBEs for the OEPM are calculated using a basis sets of diffuse \(s\) and \(p\) Gaussians. \([29]\) The polarization potential on each monomer is represented by a fit to six \(d\)-type Gaussian functions centered at the \(M\) site of the DPP model to permit analytical evaluation of the resulting integrals. The OEPM model and the associated analytical gradients have been described in Ref. 34 and 37, respectively.

Basin-hopping Monte Carlo simulations \([67, 68, 114, 115]\) were used to locate low-lying minima. These minima were then used to initiate searches of transition states (TS) using the doubly-nudged elastic band (DNEB) procedure, \([69, 70]\) followed by refinement of the TSs using the eigenvector-following algorithm, \([71, 72, 117, 118]\) with the second derivatives being calculated by finite differences of analytical first derivatives. For each TS located, the minima to which it is connected were identified by LBFGS optimizations. \([116]\) Whenever the optimizations located a new local minimum, it was then used to initiate new TS searches. The transition states, minima, and the pathway information were used to conduct disconnectivity graphs. \([73, 74, 75]\) The optimizations were done with the OPTIM program \([119]\) interfaced with the OEPM code.
Figure 5: Disconnectivity graphs of the (a) (H\(_2\)O\(_7\))\(^-\) and (b) (H\(_2\)O\(_8\))\(^-\) clusters calculated using the OPTIM program [119] with the OEPM.
4.3 RESULTS

Fig. 5 reports the disconnectivity graphs of the (H$_2$O)$_7^-$ and (H$_2$O)$_8^-$ clusters. About 700 minima and 1200 TSs were located for the (H$_2$O)$_7^-$ cluster, and about 4500 minima and 6000 TSs were located for the (H$_2$O)$_8^-$ cluster. The low-lying portion of the disconnectivity graph of (H$_2$O)$_7^-$ resembles a “banyan tree”, while the low-lying portion of the disconnectivity graph of the (H$_2$O)$_8^-$ cluster resembles a “willow tree” in the terminology of Wales. [74] In contrast the low lying portion of the disconnectivity graph of (H$_2$O)$_6^-$ resembles a “palm tree”. [109] The different topologies of the potential energy surfaces of these three clusters suggest that they will have very different relaxation dynamics.

4.3.1 (H$_2$O)$_7^-$

Fig. 6 presents a blowup of the low-energy portion of the disconnectivity graph of (H$_2$O)$_7^-$.

This figure includes 92 minima, the lowest 80 of which have non-AA structures. For previously identified isomers, the labeling scheme used in Refs. 15 and 21 is employed. Of the twelve of AA structures, eight have been identified in the earlier theoretical studies. [122,13] The four new AA structures are labeled new1-AA to new4-AA, and are depicted in Fig. 7.

For (H$_2$O)$_7^-$ most of the AA structures have high electron binding energies, and most of the non-AA structures have low EBEs. However, in contrast to the (H$_2$O)$_6^-$ cluster, some of the low-lying non-AA structures of the (H$_2$O)$_7^-$ cluster have electron binding energies over 350 meV. Fig. 8 reports the structures of these isomers and the charge distributions of the excess electron. All of these structures have six or seven OH groups pointing in roughly the same direction, which results in large dipole moments and the high EBEs.

Fig. 9 reports the low-energy pathways between the two lowest-energy non-AA structures, Pr-b and Pr-c, and several low-lying AA structures. The figure also includes the lowest energy isomer of the neutral cluster. From this figure it is seen that the low energy W7pr isomer of the neutral cluster can evolve directly to a non-AA (H$_2$O)$_7^-$ isomer, following electron capture, from which the highly stable non-AA isomers, Pr-b and Pr-c, and several AA
Figure 6: Low energy portion of the disconnectivity graph of $(\text{H}_2\text{O})_7^-$. The ovals indicate schematically the magnitudes of the electron binding energies, with blue and red colors denoting the non-AA minima and AA minima, respectively.
Figure 7: Four new AA structures of \((\text{H}_2\text{O})_7^-\) and their EBEs.

Figure 8: High EBE non-AA isomers of the \((\text{H}_2\text{O})_7^-\) cluster. Isosurfaces containing 80% of the excess electron density are plotted. The EBEs and the dipole moments of the neutral \((\text{H}_2\text{O})_7\) frameworks are also indicated.
Figure 9: Low-energy pathways for rearrangements between low-energy AA and non-AA forms of \((\text{H}_2\text{O})_7^-\). The magnitudes of the electron binding energies of the local minima are indicated schematically by ovals (red for AA and blue for non-AA). The energy of the lowest energy isomer of the neutral water cluster (W7pr) is also indicated.
isomers are accessible with an overall activation energy of about 4.5 kJ/mol. On the other hand, an excess energy of at least 8 kJ/mol is needed to go from the low energy non-AA Pr-b and Pr-c isomers to any AA isomer of \((H_2O)_7^-\). Moreover several of the AA isomers, e.g., Pf23a, Afe, and Pf34a have very small \((\leq 1.5 \text{ kJ/mol})\) barriers to rearrangement, which suggests that they are unlikely to be observed experimentally. The Pf24a, Pnf-a, and new1-AA, AA-type isomers are trapped by barriers of over 2.3 kJ/mol, making them more likely to be observed experimentally. The lowest-energy barriers for escape from each of the twelve AA minima are summarized in Table 3.

In Ref. 15 it was proposed that Pnf-a and Pf24a are likely structures for the type I AA isomer of \((H_2O)_7^-\) observed experimentally and that Af-a is a likely candidate for the observed type I’ AA isomer. Our calculations of the activation energies for interconversion of these species are consistent with the assignment of the type I isomers. However, the calculated barrier for escaping from Af-a is only 1.1 kJ/mol, leading us to suggest that the new1-AA isomer, which has a similar EBE but a calculated activation energy for isomerization of 2.7 kJ/mol may actually be the observed I’ species.

4.3.2 \((H_2O)_8^-\)

Fig. 10 reports the low-energy portion of the disconnectivity graph of \((H_2O)_8^-\). A total 168 minima are included. Interestingly, the potential energy surface of \((H_2O)_8^-\) has a branch with ten low energy non-AA cubic species which are significantly more stable than any of the other \((H_2O)_8^-\) isomers. The two lowest energy structures bind the excess electron by about 550 meV and are predicted to be about 6 kJ/mol more stable than the most stable forms of the neutral cluster, which are also depicted in the figure.

Fig. 11 reports the structures and relative energies of the ten low-energy isomers of \((H_2O)_8^-\). The three lowest energy minima are identified as Cd''', Cd, and Cdh, using the labeling scheme of Kim et al. [124] For the Cd''' and Cd isomers, the four dangling OH groups and four of the H-bonded OH groups all point in the same direction which results in large dipole moments and high \((\sim 550 \text{ meV})\) EBEs. The Cd isomer can be derived from the
Table 3: Energies and EBEs of the low-energy AA isomers of \((\text{H}_2\text{O})^-\) and activation energies for escaping from the minima.

<table>
<thead>
<tr>
<th>AA structures</th>
<th>Energy (kJ/mol)</th>
<th>Barrier (kJ/mol)</th>
<th>EBE (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pf24a</td>
<td>-241.2</td>
<td>3.7</td>
<td>422</td>
</tr>
<tr>
<td>new1-AA</td>
<td>-240.0</td>
<td>2.7</td>
<td>610</td>
</tr>
<tr>
<td>Pnf-a</td>
<td>-240.6</td>
<td>2.3</td>
<td>440</td>
</tr>
<tr>
<td>Pf23a</td>
<td>-241.1</td>
<td>1.5</td>
<td>563</td>
</tr>
<tr>
<td>Pf23b</td>
<td>-242.1</td>
<td>1.3</td>
<td>564</td>
</tr>
<tr>
<td>new3-AA</td>
<td>-238.4</td>
<td>1.2</td>
<td>436</td>
</tr>
<tr>
<td>Af-a</td>
<td>-239.9</td>
<td>1.1</td>
<td>598</td>
</tr>
<tr>
<td>Af-b</td>
<td>-240.3</td>
<td>0.7</td>
<td>590</td>
</tr>
<tr>
<td>Pf34a</td>
<td>-243.0</td>
<td>0.4</td>
<td>440</td>
</tr>
<tr>
<td>new4-AA</td>
<td>-237.1</td>
<td>0.4</td>
<td>459</td>
</tr>
<tr>
<td>Af-e</td>
<td>-236.7</td>
<td>0.2</td>
<td>465</td>
</tr>
<tr>
<td>new2-AA</td>
<td>-238.6</td>
<td>0.0</td>
<td>288</td>
</tr>
</tbody>
</table>
Figure 10: Low energy portion of the disconnectivity graph of $(\text{H}_2\text{O})_8^-$. The ovals schematically indicate the magnitudes of the electron binding energies, and the blue and red colors denote the non-AA minima and AA minima, respectively. The two lowest energy isomers of the neutral cluster, which have $D_{2d}$ and $S_4$ symmetry are also indicated.
Figure 11: Structures and energies of the ten lowest energy non-AA isomers of (H$_2$O)$_8^-$. The EBE of each isomer is given below its structure.
S₄ neutral cluster by two donor-acceptor exchanges, while the Cd′′ isomer can be derived from
the D₂d neutral isomer by two donor-acceptor exchanges. The Cdh anion species also differs
from D₂d neutral cluster by two donor-acceptor exchanges. (However, as discussed below,
the observed (H₂O)₇⁻ anions almost certainly result from water condensation onto (H₂O)₇⁻
clusters.) At the MP2/aug-cc-pVDZ+diff(2sp/s) level of theory [124], the Cdh isomer is
calculated to be slightly more stable than the Cd and Cd′′ isomers. The MP2 calculations of
Kim et al. predict the D₂d and S₄ forms of the neutral cluster to be about 12 kJ/mol below
the most stable anion, while the OEPM model predicts the Cd and Cd′′ anions to be about
5 kJ/mol more stable than the low-energy isomers of the neutral cluster. These differences
between the OEPM and MP2 results are largely due to the neglect of high order correlation
effects in the latter. High order correlation effects typically increase EBEs by 10-20%. [33]
Indeed the electron binding energies (EBEs) of Cd′′, Cd, and Cdh calculated using OEPM
method are 0.14 ~ 0.23 eV greater than those calculated at the MP2 level of theory.

With the OEPM, the lowest energy AA isomers of (H₂O)₈⁻ are calculated to lie energeti-
cally about 13 kJ/mol above the Cd and Cd′′ isomers. Fig. 12 depicts for (H₂O)₈⁻ the 12
low-lying energy AA isomers which have energy barriers of at least 2 kJ/mol to rearrange-
ment to other isomers. The EBEs of three most stable AA structures, which are labeled as
OAA1, OAA2, OAA3, are about 600 meV. The second group of AA structures includes seven
structures with EBEs of about 750 meV. The two highest energy AA structures energetically
lie about 22 and 25 kJ/mol above the lowest energy minimum and have EBEs of about 800
meV.

Mass spectral studies reveal that (H₂O)₈⁻ does not result from electron attachment to
preexisting (H₂O)₈ clusters. [102,110] The reason for this is that the under the experimental
conditions employed the (H₂O)₈⁻ isomer distribution should be dominated by D₂d and S₄
isomers which have zero dipole moments and do not bind an excess electron. Indeed, it is
expected that the observed AA (H₂O)₇⁻ species result from a condensation of a water molecule
onto AA isomers of (H₂O)₇⁻. [14] In Fig. 13, we illustrate the possible pathways for forming
the three lowest energy AA isomers of (H₂O)₇⁻ by condensation of a water molecule onto
Figure 12: Structures of low energy AA isomers of \((\text{H}_2\text{O})_8^−\) with activation energies to rearrangement greater than 2 kJ/mol. The EBE of each isomer is given below its structure.
Figure 13: Pathways for forming the three lowest energy AA isomers of $(\text{H}_2\text{O})_7^-$ by condensation of a water molecule onto the Pnf-a, Pf24a, Af-a, and new1-AA isomers of $(\text{H}_2\text{O})_7^-$. The inserted water molecules are indicated by ellipses.
four of the (H₂O)₇⁻ AA isomers believed to be important in the (H₂O)₇⁻ cluster distribution.

Experimental studies of (H₂O)₈⁻ reveal comparable populations of isomers binding the excess electron by ~ 590 and 300 meV, with the former being assigned to AA and the later to non-AA species. Thus it is relevant to examine low-energy pathway connecting low energy AA and non-AA isomers of (H₂O)₈⁻. This is done in Fig. 14 from which it is seen that the overall barriers from the OAA1 and OAA2 isomers to the Cdh and other non-AA isomers are 7-8 kJ/mol, which are far less than the energy of condensation of a water molecule onto the low energy AA isomers of (H₂O)₇⁻. Thus the proposed condensation processes can indeed also account for the presence of both AA and non-AA isomers in the experimental studies of Ref. 16. Specifically, the OAA1, OAA2, and OAA3 isomers of (H₂O)₈⁻ can be formed by simple addition of a water molecule to the Pnf-a, Pf24a (or Af-a), and new1-AA isomers of (H₂O)₇⁻, respectively. The excess energy resulting from the condensation process could drive the rearrangement to the Cdh and other non-AA isomers. Interestingly the Cdh isomer has a calculated EBE of 358 meV in good agreement with that of the weak EBE isomers observed experimentally.

4.4 CONCLUSIONS

The potential energy landscapes of the (H₂O)₇⁻ and (H₂O)₈⁻ clusters have been explored using the OEPM model. The low-lying potential energy minima and the transition states for isomerization have been determined. It is found that the (H₂O)₇⁻ and (H₂O)₈⁻ clusters, like the previously studied (H₂O)₆⁻ cluster, have multiple non-AA isomers energetically below the most stable AA isomers. For the (H₂O)₆⁻ and (H₂O)₇⁻ clusters most of the non-AA isomers bind the excess electron much more weakly than do the AA isomers. However, for (H₂O)₈⁻ the calculations predict that the lowest energy AA and non-AA have isomers comparable (~ 550 meV) electron binding energies. The high EBEs of the low-lying non-AA isomers of (H₂O)₈⁻ are due to the the large (~ 12 D) dipole moments of the associated neutral clusters.
Figure 14: The lowest energy pathway from the Cdh non-AA isomer to the lowest energy AA isomers of \((\text{H}_2\text{O})_8^-\). Pathways involving the \(S_4\) and \(D_{2d}\) isomers of the neutral cluster are also shown even though these isomers do not bind the excess electron near their potential energy minima.
resulting from eight OH groups pointing in the same direction. These high EBE isomers appear not to have been observed experimentally.
5.0 DISCRETE VARIABLE REPRESENTATION (DVR) 
IMPLEMENTATION OF THE ONE ELECTRON POLARIZATION MODEL (OEPM)


5.1 INTRODUCTION

The interaction of excess electrons with water clusters has been the subject of numerous experimental and theoretical studies. [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 102, 110, 15, 16, 17, 18, 19, 20, 21, 22, 23, 26, 125, 126, 104, 127, 24, 25, 27, 28, 29, 30, 31, 32, 33, 128] A key to much of the computational work in this area has been the development of the electron-water potentials for use in one-electron model Hamiltonians. [125, 126, 104, 127, 24, 25, 27, 28, 29, 30, 31, 32, 33, 128] Our group has introduced both a quantum Drude oscillator approach [27, 28] and a computationally simpler one-electron polarizable model (OEPM) [33] for describing (H_2O)_n clusters. The GTO implementation of the OEPM model, including the evaluation of analytical gradients, has been described in earlier publications. [33, 101]

When using Gaussian type orbital (GTO) basis sets, the construction of the matrix elements $H_{kl} = \int \varphi_k^*(x)H\varphi_l(x)dx$ is the major time consuming part of the calculation of the energy and of the analytical gradients. We consider here an alternative approach involving the discrete variable representation (DVR) method. [76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87,
Although the use of the DVR basis sets results in much larger Hamiltonian matrices, the matrix elements are rapid to evaluate, and the sparsity of the matrices allows for rapid diagonalization. In the following section, we describe the DVR implementation of the OEPM algorithm and compare its performance with the GTO implementation for \((\text{H}_2\text{O})_n^-\) clusters with \(n\) as large as 90. We note that X and Herbert have also used a DVR approach for calculating the electron binding energies of their one-electron polarization model. \cite{128} However, there are several differences between the two approaches, making a detailed examination of a DVR approach to our one-electron model instructive. Parallelization of the OEPM-DVR code using shared memory and OpenMP \cite{129} is also described.

\section{Computational Methods}

\subsection{DVR with the OEPM Hamiltonian}

The OEPM method is built on top of the DPP water model developed in our group. \cite{66} In this model each water monomer carries three point charges, \(+q\) at each H atom and \(-2q\) at a so-called \(M\) site located 0.25 Å from the O atom on the rotational axis, and displaced toward the H atoms. In the DPP model each atom is polarizable, with Thole-type \cite{130} damping of the charge-induced dipole and induced dipole-induced dipole interactions. Finally, there are exponential repulsive interactions between atoms of different monomers and attractive van der Waals interactions between the O atoms. In OEPM method, the model Hamiltonian (in atomic units) for an excess electron interacting with a water cluster is

\begin{equation}
H = -\frac{1}{2} \nabla^2 - \sum_i \frac{Q_i}{r_i} f_{pc}(r_j) + \sum_j \sum_k GTF_{jk} + \sum_j \frac{\mu_j \cdot r_j}{r_j^3} f_{ind}(r_j) - \sum_j \frac{\alpha}{2r_j^4} f_{pol}(r_j), \tag{5.1}
\end{equation}

where the first sum is over the charge sites in the DPP model, and the third term represents a short-ranged repulsive potential \((V_{\text{rep}})\), expanded in terms of six \(s\) GTOs on each monomer. The sums in the fourth and fifth terms which correspond respectively, to the interaction of the excess electron with the induced dipoles (from the water-water interactions)
and the induced dipoles from the electron-water interaction, are over the M sites. (Although each water molecule employs three polarizable sites for the water-water interaction, only a single polarizable site is used for the electron-water interaction. This reduces the computational effort while having little impact of the accuracy of model.) It should be noted that for computational efficiency we have collapsed that induced dipoles on the atoms of each monomer to the associated M site. The $f_{pc}$, $f_{ind}$, and $f_{pol}$ damping functions are represented as $f_{pc}(r_i) = 1 - \exp(-b_1r_i^2)$, $f_{ind}(r_j) = (1 - \exp(-b_2r_j^2))^2$, and $f_{pol}(r_j) = (1 - \exp(-b_3r_j^2))^2$, respectively. The $f_{pc}$ damping term is employed in the DVR but not in the GTO version of the code.

The DVR method is well documented in the literature, [76, 77, 78, 79, 80, 81, 82, 83, 84] and only a brief summary is given here. We adopt the sine DVR approach which uses particle-in-a-box eigenfunctions as a basis. For simplicity we describe the DVR method for one dimensional case; extension to three dimensions is straightforward. The basis functions for the sine DVR method are

$$\varphi_j(x) = \begin{cases} \sqrt{2} \sin \left( \frac{j\pi(x-x_0)}{L} \right), & \text{for } x_0 \leq x \leq x_{n+1}, \\ 0 & \text{otherwise} \end{cases}$$

where $x_0$ and $x_{n+1}$ refer to the box edges and $L = x_{n+1} - x_0$. The DVR kinetic energy matrix elements can be evaluated analytically:

$$T_{DVR}^{kl} = -\left( \frac{\pi(n+1)}{L} \right) \begin{cases} -\frac{1}{3} + \frac{1}{6(n+1)^2} - \frac{1}{2(n+1)^2 \sin^2 \left( \frac{k\pi}{n+1} \right)}, & \text{if } k = l, \\ \frac{2(-1)^{k-l}}{(n+1)^2} \left( \cos \left( \frac{k\pi}{n+1} \right) - \cos \left( \frac{l\pi}{n+1} \right) \right)^2, & \text{if } k \neq l. \end{cases}$$

where $T_{DVR}^{kl} = \langle \varphi_k^*(x) | T | \varphi_l(x) \rangle$. With a $\delta$ function basis set the potential energy matrix would also be diagonal. In the finite basis sets used in actual applications, one can diagonalize the
position operator and obtaining a new set of functions that approximate delta functions. Thus, for sufficiently large DVR basis sets, to a good approximation one can treat $V$ as diagonal. For sine DVR basis sets the diagonal elements of $V$ are defined at the $n$ uniformly spaced grid points $\{x_i\}$, where $n$ is the number of sine functions in the basis set. The total Hamiltonian matrix for the 3-dimension case has the form

$$\hat{H} = \left( \begin{array}{ccc} V(q_1) & 0 & 0 & 0 \cdots 0 \\ 0 & V(q_2) & 0 & 0 \cdots 0 \\ 0 & 0 & V(q_3) & 0 \cdots 0 \\ 0 & 0 & 0 & V(q_4) \cdots 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & 0 & \cdots V(q_N) \end{array} \right) + \left( \begin{array}{ccc} 3N^4/3 \\ \text{nonzero elements} \end{array} \right)$$

(5.4)

where $N$ is the total number of DVR grid points ($N = n \times n \times n$), and $q_i$ denotes a point on the three dimensional grid. The kinetic energy matrix has $3N^4/3$ nonzero elements. The resulting $N \times N$ Hamiltonian matrix is very sparse, and the eigenvalue equation, $HC = \varepsilon C$, is solved using iterative Lanczos diagonalization. [131]

### 5.2.2 Analytical gradients in the DVR method

In the DVR approach the gradient of the energy assumes a particularly simple form since there are no Pulay terms [106, 107], and the kinetic energy terms do not contribute. The
gradient is thus given by

\[
\frac{\partial E}{\partial R} = \begin{pmatrix}
    C_1 & C_2 & C_3 & \cdots & C_N
\end{pmatrix}
\begin{pmatrix}
    \frac{\partial V(q_1)}{\partial R} & 0 & 0 & \cdots & 0 \\
    0 & \frac{\partial V(q_2)}{\partial R} & 0 & \cdots & 0 \\
    0 & 0 & \frac{\partial V(q_3)}{\partial R} & \cdots & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & 0 & \cdots & \frac{\partial V(q_N)}{\partial R}
\end{pmatrix}
\begin{pmatrix}
    C_1 \\
    C_2 \\
    C_3 \\
    \vdots \\
    C_N
\end{pmatrix}
\]

\[
= \sum_{i=1}^{N} \frac{\partial V(q_i)}{\partial R} C_i^2
\]

where the \( C_i \) are the coefficients of the converged wavefunction.

5.2.3 Box size and grid points

In the applications of the OEPM-DVR method to \((\text{H}_2\text{O})_n^-\) clusters, it is important to choose appropriate box sizes and grid point spacing. This can be especially challenging for excess electron systems as the spatial extent of the excess electron can vary appreciably, depending on the arrangement of the water monomers. To illustrate the issues at play we consider the two \((\text{H}_2\text{O})_6^-\) clusters and the two \((\text{H}_2\text{O})_{45}^-\) clusters shown in Fig. 15. One \((\text{H}_2\text{O})_6^-\) structure (A) binds the excess electron by about 0.6 eV and the other (B) binds it by only \(\sim 0.1\) eV. Both \((\text{H}_2\text{O})_{45}^-\) structures strongly bind the excess electron, but one has it bound on the surface and the other in the interior. The geometries of the clusters were taken from Ref. 39.
Figure 15: Isosurface containing 90% of the excess electron density calculated by the OEPM-GTO method are plotted for two \((\text{H}_2\text{O})_6^-\) and two \((\text{H}_2\text{O})_{45}^-\) clusters.
5.3 RESULTS

5.3.1 A convergence with box size and density of grid points

The first set of exploratory calculations employed a cubic box of 30 bohr size and 1 bohr spacing of the grid points. In these and all other calculations carried out in this study, the center of the cubic grid of DVR points was located at the center of mass of the cluster. For each of the four test systems the surface enclosing 90% of the density of the excess electron was calculated. The results are shown in Fig. 15 from which it is immediately clear that the 30 bohr box is too small for the weak electron binding \((\text{H}_2\text{O})_6^-\) species, (B) but that it should be appropriate for the two \((\text{H}_2\text{O})_{45}^-\) for which the excess electron is much more localized. One cannot tell from this figure alone as to whether this box size is suitable for the \((\text{H}_2\text{O})_6^-\) (A) species.

In Fig. 16 the electron binding energies of the four test systems are plotted as a function of the number of grid point \(n\) along one dimension of the cubic box for box lengths of 30, 60, and 90 bohr. For the 30 bohr box the binding energies are relatively constant as \(n\) varies from 30 to 110, but for the larger boxes, the binding energies show appreciable oscillations for grids with spacings between the points greater than about 1.5 bohr. Clearly for convergence of the energies one needs to employ grids with spacings less than this. We also checked the convergence of the forces and find that in most cases, there are well converged for DVR basis sets that correspond to a grid spacings of \(\leq 1\) bohr.

From Fig. 16, it is also seen that the excess electron is not even bound for \((\text{H}_2\text{O})_6^-\) (B) when the 30 bohr box is used and that the use of this small box size leads to a sizable error in the EBE of the more strongly bound \((\text{H}_2\text{O})_6^-\) species as well. The 30 bohr box, however, is suitable for the two \((\text{H}_2\text{O})_{45}^-\) isomers, and the 60 bohr box is suitable for obtaining well converged EBE’s for all four of the test systems.
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Figure 16: Electron binding energies of the four \((\text{H}_2\text{O})_n^-\) clusters shown in Fig. 15. Results are reported for 30×30×30, 60×60×60, and 90×90×90 bohr box sizes. The number of grid points in the each direction, is varied from 30 to 110.
In evaluating the performance of the DVR method for describing \((\text{H}_2\text{O})_n^−\) ions, comparison is made with the timings for calculations using a Gaussian-type basis set which has been optimized for use with the OEPM method. [33] This basis set employs three \(s\) and one \(p\) function on each water monomer and a \(5s4p\) set of GTOs at the center of mass of the cluster. Fig. 17 reports the CPU time for the evaluation of the energy and gradient of clusters containing two to 90 water molecules with the DVR and the GTO basis sets. DVR results are reported for \(30\times30\times30\), \(60\times60\times60\), and \(90\times90\times90\) grids. The energy and gradient evaluations with the GTO basis set both display \(O(M^{2.9})\) scaling, where \(M\) is the number of monomers, whereas the corresponding DVR calculations essentially display \(O(M^{1.0})\) and \(O(M^{1.4})\) scaling, respectively. The weaker scaling in the DVR case is a consequence of the fact that the number of DVR grid points was not increased with increasing number of molecules. Of course for very large clusters, if one did not know in advance where the electron is localized, it would be necessary to adopt larger DVR grids. For the \(60\times60\times60\) grid, the energy plus gradient calculations with the DVR basis set are faster than calculations with the GTO basis set for \(M \geq 17\).

With the DVR basis set, the most time consuming part of the energy calculation is the diagonalization of the Hamiltonian matrix. Thus, the CPU time for the energy calculation in the DVR basis set depends mainly on the number of grid points, and only weakly (linearly) on the number of water molecules (see Figs. 17 and 18). For the gradient evaluations with the DVR method, there is a slightly stronger \(\sim O(M^{1.4})\) scaling with the number of monomers. Fig. 19 reports the computational time associated with the various parts of the gradient evaluation as a function of the number of water monomers. For the \(n < 6\) clusters, the most time consuming part of the gradient evaluation involves the derivatives of the repulsive potential, but for larger clusters, the derivatives of the induced dipole moment.
Figure 17: CPU time required to calculate the energy and gradient using GTO basis sets and three different DVR grids, 30×30×30, 60×60×60, and 90×90×90. The last graph shows the time of the energy and gradient together.
Figure 18: CPU time required to calculate the energy and gradients of a \((\text{H}_2\text{O})_6^-\) cluster using 60×60×60 bohr box size. The number of grid points in each direction is varied from 45 to 75.
term dominate the gradient evaluation. The latter derivatives can be expressed as

$$\frac{\partial V_{\text{ind}}}{\partial R_k} = \frac{\partial}{\partial R_k} \sum_j \frac{\mu_j \cdot r_j}{r_j^3} = \sum_j \frac{\mu_j \cdot \partial}{\partial R_k} \left( \frac{r_j}{r_j^3} \right) + \sum_j \frac{r_j}{r_j^3} \cdot \frac{\partial \mu_j}{\partial R_k},$$  \hspace{1cm} \text{(5.6)}$$

where the subscript \(k\) denotes the atomic coordinates and \(\mu_j\) is the induced dipole moment located at the \(M\) site of the \(j\)th molecule. The first term on the right hand side of Eq. 5.6 can be expanded as

$$\sum_j \frac{\mu_j \cdot \partial}{\partial R_k} \left( \frac{r_j}{r_j^3} \right) = \sum_j \frac{\mu_{xj} \partial}{\partial R_k} \left( \frac{r_{xj}}{r_j^3} \right) + \frac{\mu_{yj} \partial}{\partial R_k} \left( \frac{r_{yj}}{r_j^3} \right) + \frac{\mu_{zj} \partial}{\partial R_k} \left( \frac{r_{zj}}{r_j^3} \right)$$

\hspace{1cm} \text{(5.7)}$$

Only the term with \(k=j\) is nonzero, making the evaluation of this contribution to the gradient computationally fast. However, the second term on the right-hand side of Eq. 5.6, which can be expanded as

$$\sum_j \frac{r_j}{r_j^3} \cdot \frac{\partial \mu_j}{\partial R_k} = \sum_j \left[ \left( \frac{r_{xj}}{r_j^3} \right) \frac{\partial \mu_{xj}}{\partial R_k} + \left( \frac{r_{yj}}{r_j^3} \right) \frac{\partial \mu_{yj}}{\partial R_k} + \left( \frac{r_{zj}}{r_j^3} \right) \frac{\partial \mu_{zj}}{\partial R_k} \right],$$  \hspace{1cm} \text{(5.8)}$$

does not undergo such a simplification. In the gradient evaluation, only the induced dipole moment term involves a sum over molecules. Of the clusters considered here the computational effort associated with the terms in Eqs. 5.7 and 5.8 are \(O(M^{1.0})\) and \(O(M^{1.8})\), respectively. Hence for sufficiently large clusters, the gradient evaluation in the DVR approach will display a computational scaling approach \(O(M^{1.8})\). (Again this assumes the number of grid points does not grow with system size, which in most applications can be assured by use of a prescreening step.) In general, in the absence of prescreening, the number of grid points would grow linearly with system size giving in overall scaling of \(O(M^{2.8})\), the same as with the GTO basis set.

The OEPM-DVR code has been parallelized using structured loop-level parallelism implemented via OpenMP. [129] The energy gradient and potential energy computations contain computationally intensive data-parallel loops, parallelization of which is straightforward.
Figure 19: Relative CPU times for the various contributions to the gradient calculation.
The iterative Lanczos algorithm used to calculate the energy, on the other hand, is implemented via a sequential solver library, [132,133] and the OpenMP parallelization was limited to only the eigenvector update stages during reverse communication with the solver.

Fig. 20 reports the results of the parallel speed-up analysis. The runs are made on a SGI Altix 4700 shared-memory system. For the speedup analysis the energy and gradient for the (H$_2$O)$_{45}$ cluster are calculated using a 60×60×60 DVR grid. Fig. 20 shows the normalized wall-time for various sections of the code as well as the overall run. Near-perfect speed-up is obtained for the potential energy and the gradient computations, while the diagonalization step does not perform well beyond 12 cores. For (H$_2$O)$_{45}$, the computer time to evaluate the energy exceeds that for the gradient, causing the efficiency of the parallelization of the energy plus gradient to perform poorly on over 12 CPUs as well. However, the computational effort to evaluate the gradient grows more rapidly with increasing cluster size than the time to evaluate the energy (see Fig. 17), and for (H$_2$O)$_{90}$ the scaling of the parallelization is quite good up to about 32 cores. As a result nanosecond MD simulations are now possible on large (H$_2$O)$_n$ clusters using the OEPM approach even with the inclusions of interaction with the induced dipoles.

5.5 CONCLUSIONS

In this work a sine-type DVR basis implementation of the one-electron polarization model for (H$_2$O)$_n$ clusters developed in our group has been described. Even with a grid as large as 60×60×60 [equivalent to 216,000 sine basis functions], the gradient calculations with the DVR approach are computationally faster than those using the GTO basis sets for clusters, containing more than 12 monomers.

The sine-type particle-in-the-box basis set, generates a uniform set of grid points. Significant computational savings could be achieved by using non-uniform grids, in particular using a sparser density of points in regions of space where the electron density of relatively low.
Figure 20: The parallel speed-up analysis of \((\text{H}_2\text{O})_{45}\) cluster using a 60×60×60 DVR grid.
Exploratory calculations with harmonic oscillator DVR grids, in which distance between grid points grows with increasing distance from the center of the box, shows that with such grids it is possible to achieve about an order of magnitude in reduction in the CPU time required to evaluate the energy and gradients in the DVR approach with no loss of accuracy.
6.0 SIMULATION OF THE (H$_2$O)$_8$ CLUSTER WITH THE SCC-DFTB ELECTRONIC STRUCTURE METHOD


6.1 INTRODUCTION

Water clusters have been the subject of numerous theoretical studies, employing the model potentials as well as electronic structure methods. [34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49] Although the MP2 and density functional methods, in particular, have proven valuable for characterizing water clusters, their computational cost precludes their use for exhaustive exploration of the potential energy surfaces or for carrying out finite temperature (or energy) simulations, for clusters containing more than eight monomers. As a result, most theoretical studies exhaustively exploring the stationary points of the potential energy surfaces or carrying out Monte Carlo or molecular dynamics simulations of (H$_2$O)$_n$, $n \geq 6$ clusters, have been carried out using model potentials. Over the last few years significant progress has been made in developing accurate force fields for water [35, 36, 37, 38, 39, 40]. However even the most sophisticated of these models are unable to properly describe water over the entire range of condition of interest and, in many cases, comparable quality force fields do not exist for solute-water interactions. An alternative approach would be to employ a semiempirical electronic structure method such as AM1 or PM3. However, these methods generally perform significantly poorer than force field methods for describing water clusters.
The recently introduced self-consistent-charge density-functional tight-binding (SCC-DFTB) [91,92,93,94,95,96,98,99] method is comparable in computational speed to traditional semiempirical methods, but, in general, provides a more accurate description of geometries and relative energies of chemical species. Thus, it is of considerable interest to determine whether the SCC-DFTB method is a reliable method for characterizing water clusters.

In this work we apply three various of the SCC-DFTB+D method to the \( (\text{H}_2\text{O})_8 \) cluster in order to see how accurately these methods can catch the potential energy surfaces. \( (\text{H}_2\text{O})_8 \) has been studied well by our previous works, so this study is the basic step to apply these methods to water clusters. In the present study we have carried out global optimizations using the basin hopping Monte Carlo method. [67,34,68,134,135,136,114,137,138,139,140] and have also used PTMC (Parallel Tempering Monte Carlo) simulations [47,48,49,141,142,143] for calculating the thermodynamic properties of the clusters in conjunction with the SCC-DFTB method.

### 6.2 Theoretical Method

#### 6.2.1 Electronic structure method

The SCC-DFTB method is derived from density functional theory (DFT), by making use of second-order expansion of the Kohn Sham total energy with respect to the charge density fluctuations, and evaluating the Hamiltonian matrix elements in a minimal basis of pseudoatomic orbitals and a two-center approximation [91,92,93,94,95,96,98,99]. The total energy including a correction term to account [92] for dispersion is given by Equation (6.1).

\[
E_{\text{tot}} = \sum_{i\mu\nu} c_i^\mu c_i^\nu H^{0}_{\mu\nu} + \frac{1}{2} \sum_{\alpha\beta} \gamma_{\alpha\beta} \Delta q_\alpha \Delta q_\beta + E_{\text{rep}} + E_{\text{dis}} \quad (6.1)
\]

where the \( H^{0}_{\mu\nu} \) are the Hamiltonian matrix elements, \( \Delta q_\alpha \) and \( \Delta q_\beta \) are charge fluctuations.
term on atoms $\alpha$ and $\beta$, respectively, and $E_{\text{rep}}$ accounts for short-range repulsion.

In order to more correctly describe hydrogen-bonding interactions, Elstner [99] has introduced a damping factor into the $\gamma_{\alpha\beta}$ function for atomic pairs involving hydrogen

$$\gamma_{\alpha H} = \frac{1}{R_{\alpha H}} - S_{\alpha H} f(R_{\alpha H}) = S_{\alpha H} * \exp \left[ -\left( \frac{U_{\alpha} + U_H}{2} \right)^{\zeta} R_{\alpha H}^2 \right], \quad (6.2)$$

where $S_{\alpha H}$ is an exponentially decaying short-range function and $U_{\alpha}$ is the atomic Hubbard parameter that is related to the chemical hardness. [144] The parameter, $\zeta$, in the damping function was adjusted based on high-level ab initio results for hydrogen-bonded clusters. In this work we refer to this method as SCC-DFTB+D(HB).

In another recent modification of the SCC-DFTB method third order correction terms have been incorporated to give the expression. [98,99]

$$E_{\text{tot}} = \sum_{\mu \nu} c_{\mu}^i c_{\nu}^j H_{\mu \nu}^{ij} + \frac{1}{2} \sum_{\alpha \beta} \gamma_{\alpha \beta} \Delta q_{\alpha} \Delta q_{\beta} + E_{\text{rep}} + E_{\text{dis}} + \frac{1}{6} \sum_{\alpha} \eta_{\alpha \alpha \alpha} (\Delta q_{\alpha})^3, \quad (6.3)$$

where $\eta_{\alpha \alpha \alpha}$ is related to the charge derivative of the atomic Hubbard parameter, $U_{\alpha}$. A more detail description of both modifications can be found in Ref. 23. In this work the SCC-DFTB method with both H-bond and Third-order corrections is refered to as SCC-DFTB+D(HB+3rd).

Before presenting the results for the octamer, it is instructive to apply the various SCC-DFTB models to the water dimer. Figure 21 reports the energy of the water dimer as a function of the OO distance calculated with each of the three SCC-DFTB methods as well as with the MP2/aug-cc-pV5Z methods. In generating the potential curves, the geometry of the monomer was first optimized using the MP2/aug-cc-pVTZ method. The resulting bond lengths and angles were then employed in the dimer calculations. The equilibrium geometry of the dimer was then optimized using the MP2/aug-cc-pVTZ method, assuming rigid monomers. The resulting flap angles giving the relative orientation of the two monomers
were then fixed in mapping out the potential energy curves of the dimer. In the original SCC-DFTB+D method, the binding energy of the dimer is only about half as large in magnitude as that obtained with the MP2/aug-cc-pV5Z method.

The H-bonding correction of Ref. 23 increase the binding energy of the dimer by about 1.3 kcal/mol while the 3rd-order correction proves to be relatively unimportant, increasing the binding energy by only 0.14 kcal/mol. The SCC-DFTB+D (HB+3rd) method underbinds the dimer by about 0.35 kcal/mol and gives minimum at too short an OO separation. In addition the SCC-DFTB+D methods all have the wrong shape to the potential for R between about 3 and 5 Å. The too short an OO seperation for the potential energy minima, reflect an inadequacy in the $E_{\text{rep}}$ term in the SCC-DFTB method, whereas the attractive portion of the potential is a consequence of the underestimation of induction and despreg. Although the H-bond correction can, in part, compensate for the underestimation of polarization in the SCC-DFTB method, it does not ”build in” the correct R dependence. We note also that the dispersion correction in the SCC-DFTB+D method damps out the dispersion so strongly that the dispersion contribution near $R_{\infty} = 2.9$ Å is only 0.05 kcal/mol as compared with the value of 1.3 kcal/mol found in SAPT calculation.

6.2.2 Basin hopping Monte Carlo method

The basin hopping Monte Carlo method uses Monte Carlo walks combined with gradient-based local optimization to locate local minima of the potential energy surface. [67,34,68,134,135,136,114,137,138,139,140] Sampling in the Monte Carlo walks is based on the energies of the minima and, as a result, barriers are effectively removed making this an efficient approach for searching for low-energy minima. In this work a modified version of the limited-memory quasi-Newton routine (LBFGS) by Nocedal has been employed for the minimization. [116]

In the basin hopping optimizations, the Monte Carlo moves consisted of rigid-body translations and rotations of the H$_2$O species. Monte Carlo moves that generated OO distance less than 3 Bohr were rejected, and step sizes were adjusted so that the acceptance ratio was
Figure 21: Interaction energy of the water dimer as a function of the OO separation with the flap angles fixed at the values for the MP2/aug-cc-pVTZ optimized minimum energy structure. Results are reported for the SCC-DFTB+D, SCC-DFTB+D(HB), SCC-DFTB+D(HB+3rd) and MP2/aug-cc-pV5Z methods.
about 0.4. In each MC step, the number of molecules and which molecules to move were chosen at random. With this setup, we carried out basin hopping runs for 10000 steps at a reduced temperature of 2.0 kJ/mol.

### 6.2.3 PTMC(Parallel-Tempering Monte Carlo) simulations

PTMC simulations were carried out for \((\text{H}_2\text{O})_8\) with 20 temperatures for the original SCC-DFTB and 24 temperatures for modified SCC-DFTB methods. Every 800th move an exchange of configurations from replicas at adjacent temperatures \((T_i \text{ and } T_{i+1})\) was attempted. A constraining sphere of 4.25 Å was used to suppress evaporation. Based on a series of trial runs, the simulation temperature range for SCC-DFTB potential was chosen to be 50 to 190 K, with 10K temperature intervals for \(T \leq 100\), 5K intervals for \(T=100\) - 160K and 10K intervals for \(T=160\)K - 190K. For the modified SCC-DFTB potentials, a temperature range, from 110 to 290K, was chosen, with 10K temperature intervals for \(T=110\) - 190K, 5K intervals for \(T=190\) - 240K, and 10K intervals for \(T=240\) - 290K.

Each Monte Carlo cycle consisted of an attempted rotation and translation of each \(\text{H}_2\text{O}\) as the rigid molecule moves. The step sizes were adjusted to give acceptance ratios of 50%. The simulations of \((\text{H}_2\text{O})_8\) for all of SCC-DFTB methods employed \(10^6\) cycles for equilibration, followed by \(10^7\) production cycles for averaging. The dimensionless configurational constant volume heat capacity curves were calculated from the potential energy fluctuations using

\[
\frac{C_v}{K_B} = \frac{1}{(K_B T)^2} (\langle E^2 \rangle - \langle E \rangle^2) \tag{6.4}
\]
Figure 22: Relative energies of low-lying minima of $(\text{H}_2\text{O})_8$ determined using the basin hopping Monte Carlo optimizations with the SCC-DFTB method
6.3 RESULTS

6.3.1 Energy diagram of \((\text{H}_2\text{O})_8\)

Figure 22 reports the structures and relative energies of the low lying potential energy minima of \((\text{H}_2\text{O})_8\) as described using the SCC-DFTB+D method together with the basin hopping Monte Carlo procedure. As found previously using model potentials and the MP2 electronic structure methods, \((\text{H}_2\text{O})_8\) has two low-energy cubic structures (of \(S_4\) and \(D_{2d}\) symmetry) followed by a sizable (\(\sim 1.7\) kcal/mol) energy gap, then six more cubic like structures, followed by a large number of non-cubic structures at still higher energy. Several of the low-lying non-cubic structures are found to be 1-2 kcal/mol lower in energy with the SCC-DFTB+D procedure than with MP2 calculations.\[41\]

Figure 23 depicts the relative energies of the low-lying local minima of \((\text{H}_2\text{O})_8\) obtained using the three SCC-DFTB methods. The inclusion of the H-bonding corrections tend to destabilize both the higher lying cubic structure and the non-cubic structures relative to the \(S_4\) and \(D_{2d}\) cubic isomers.

6.3.2 Thermodynamic properties of \((\text{H}_2\text{O})_8\)

Heat capacity curves for \((\text{H}_2\text{O})_8\) calculated using parallel-tempering Monte Carlo simulations with the three SCC-DFTB+D approaches are shown in Figure 24. The heat capacity curve of the SCC-DFTB+D method has a pronounced peak near \(T=134\)K indicative of melting of the clusters. This peak moves up to about 200K in the simulations using the modified SCC-DFTB+D methods. Figure 25 reports histograms of the potential energies for temperatures near the maxima of the various heat capacity curves. For example, with the TIP4P water model, the peak in the heat capacity curve occurs near \(T=212\)K. The different melting temperatures for the original SCC-DFTB and modified methods can be understood in term of qualitative differences in the distribution of local minima (Fig. 23).
Figure 23: Energy level diagram of (H₂O)₈ determined using the basin hopping Monte Carlo optimization with the original and modified SCC-DFTB methods, and TTM2.1-F results from Ref. [40]. The energies of cubic and non-cubic structures are designated as dashed lines and solid lines, respectively.
Figure 24: Heat capacity curve of $(\text{H}_2\text{O})_8$ calculated using the parallel tempering Monte Carlo method together with three variants of the SCC-DFTB
It is known from previous studies that the pronounced peak in the heat capacity curve of \((\text{H}_2\text{O})_8\) is due to a transition from the two low-energy cubic structures to the higher-energy non-cubic structures \([47,48]\).

6.4 CONCLUSIONS

We have applied the SCC-DFTB+D electronic structure method to the \((\text{H}_2\text{O})_8\) cluster together with the basin hopping Monte Carlo method and PTMC simulation. PTMC simulations with the SCC-DFTB+D method give a melting transition of 135K, appreciably below that reported previously in simulations using the TIP4P, NCC, and DC water models. \([47,48]\) The PTMC simulations with the SCC-DFTB+D method with H-bonding correction places the melting transition near 195 K, close to that found with the above-mentioned model potentials. The basin hopping Monte Carlo simulations reveals that in the absence of the H-bonding correction, the SCC-DFTB+D method places many more non-cubic structures below 4kcal/mol than found in the calculations with the H-bonding correction. This is responsible for the lower melting transition in the SCC-DFTB+D method. Comparison of the relative energies of selected isomers calculated with the three SCC-DFTB methods with those from MP2 calculations, shows that the overall, the inclusion of the H-bond corrections improves the agreement with the MP2 results, but that even with the H-bonding and 3rd-order correction, the relative energies from the SCC-DFTB calculations differ by up to 2 kcal/mol from the MP2 predictions.
Figure 25: Histograms of potential energies of (H₂O)₈ from PTMC simulations at T=130,135, and 140K in the original SCC-DFTB method (a), at T=205 and 210K in the H-bonding correction (b), and at T=210,215, and 220K in the H-bonding and 3rd-order corrections.
7.0 APPLICATION OF THE SCC-DFTB METHOD TO $\text{H}^+(\text{H}_2\text{O})_{21}$ AND $\text{H}^+(\text{H}_2\text{O})_{22}$

This work has been submitted for publication to the Journal of Physical Chemistry.

7.1 INTRODUCTION

Excess protons in water play an important role in many chemical and biological processes. [50,51,52,53,54,55,56,57,58,59,60,61,62,63,64] Yet the nature of excess protons in liquid water has been hard to pin down experimentally. Computer simulations [50,51,52] reveal that there is a rapid interconversion between Eigen [H$_9$O$_4^+$] [145,146] and Zundel [H$_5$O$_2^+$] type species. [147,148] Recent experimental work on protonated water clusters has allowed one to isolate the Zundel and Eigen species and to obtain their vibrational signatures. [54] The $\text{H}^+(\text{H}_2\text{O})_{21}$ magic number cluster, in particular, has been the subject of numerous experimental and theoretical studies. [52,53,54,55,56,57] Theoretical studies on protonated water clusters of this size are challenging due to the large number of local minima on their potential energy surfaces. [149,150,151,152,153,154,155,156,157,158,159,160,161,162] Although \textit{ab initio} MP2 calculations do accurately describe protonated water clusters, they are too computationally demanding to use in exhaustive searches of the stationary points on the potential energy surfaces or for performing Monte Carlo or molecular dynamics simulations for clusters the size of $\text{H}^+(\text{H}_2\text{O})_{21}$. Traditional density functional methods are computationally faster, but are known to incorrectly order the isomers of water clusters. [163,164,165] Model
potentials [154,155,156,157] and effective valence bond (EVB) methods [158,159,160,161,162] have been developed to describe excess protons in water. The effective valence bond methods in particular, hold considerable promise, but they are not yet at the point that they accurately reproduce the relative energies of isomers obtained from MP2 calculations.

This leads naturally to interest in whether alternative approaches such as the self-consistent-charge density-functional tight-binding (SCC-DFTB) method [91, 92, 93, 94, 95, 96, 97, 98, 99] can provide a semiquantitatively accurate description of the potential energy landscapes of protonated water clusters. In the present study, two versions of the SCC-DFTB method are applied to the H⁺(H₂O)₂₁ and H⁺(H₂O)₂₂ clusters, in conjunction with the basin-hopping Monte Carlo method [67, 34, 68, 134, 135, 136, 114, 137, 138, 139, 140, 161] to locate the local minima. The results are compared with those of density functional Becke3LYP [100] calculations. (Although DFT methods without corrections for long-range dispersion interactions can display a bias toward open rather than more compact clusters, they are adequate for addressing issues such as the relative stability of Eigen and Zundel structures.)

7.2 METHODOLOGY

7.2.1 Electronic structure calculations

The SCC-DFTB method is based on a second-order expansion of the Kohn-Sham total energy in terms of the charge density fluctuations, with the Hamiltonian matrix elements being evaluated using a minimal basis set of pseudoatomic orbitals, along with a two-center approximation. [91, 92, 93, 94, 95, 96, 97, 98, 99] In addition in the SCC-DFTB+D approaches considered here, the total energy also includes damped atom-atom C₆/R⁶ terms to account for dispersion interactions. [92] The energy is expressed as

\[
E^{SCC-DFTB+D} = \sum_{\mu \nu} \tilde{c}_{\mu}^i \tilde{c}_{\nu}^i \mu^0_{\mu \nu} + \frac{1}{2} \sum_{\alpha \beta} \gamma_{\alpha \beta} \Delta q_{\alpha} \Delta q_{\beta} + E_{rep} + E_{dis}, \quad (7.1)
\]
where the $H^0_{\mu\nu}$ are a Hamiltonian matrix elements evaluated in terms of atom-centered basis functions $\phi_\mu$, and the coefficients $c^i_\mu$ give the atomic contributions of the $i^{th}$ Kohn-Sham orbital. $\Delta q_\alpha$ and $\Delta q_\beta$ are charge fluctuations associated with atoms $\alpha$ and $\beta$, respectively, and $E_{\text{rep}}$ accounts for short-range repulsion. In the original versions of SCC-DFTB theory the $\gamma_{\alpha\beta}$ function was approximated as

$$
\gamma_{\alpha\beta} = \frac{1}{R_{\alpha\beta}} - S_{\alpha\beta},
$$

(7.2)

where $S_{\alpha\beta}$ is an exponentially decaying short-range function. In order to more correctly describe hydrogen-bonding interactions, Elstner [99] added a damping factor to the $S_{\alpha\beta}$ term in the $\gamma_{\alpha\beta}$ function for atomic pairs involving hydrogen atoms

$$
\gamma_{\alpha H} = \frac{1}{R_{\alpha H}} - S_{\alpha H} \times \exp \left[- \left( \frac{U_\alpha + U_H}{2} \right) \zeta \frac{R_{\alpha H}^2}{2} \right],
$$

(7.3)

where $U_\alpha$ is the atomic Hubbard parameter that is related to the chemical hardness of atom $\alpha$. [144] The parameter, $\zeta$, in the damping function was adjusted by fitting G3B3 [166] energies for small hydrogen-bonded clusters and MP2/G3large [167] energies for large complexes. The SCC-DFTB+D[HB+3rd] method includes this hydrogen bonding modification as well as third-order corrections of the form

$$
E^{3rd} = \frac{1}{6} \sum_\alpha \eta_{\alpha\alpha\alpha} (\Delta q_\alpha)^3,
$$

(7.4)

where $\eta_{\alpha\alpha\alpha}$ is related to the charge derivative of the atomic Hubbard parameter, $U_\alpha$. A more detailed description can be found in Refs. 37 and 44.

Whether a protonated water cluster is Zundel-like or Eigen-like depends on the solvation environment of the excess proton in the cluster. [50, 51] Thus it is instructive to evaluate the performance of the SCC-DFTB methods at describing the potential energy of an excess proton located between two water monomers. To accomplish this, the geometry of $H_2O_2^+$ was first optimized at the MP2/aug-cc-pVDZ level, [168] giving an OO distance of 2.432 Å. The OO distance was then fixed at this value and the shared proton was displaced along the line joining the two O atoms, keeping all other degrees of freedom fixed. At each geometry
the energy was calculated using both SCC-DFTB+D methods as well as at the MP2 level of theory. Analogous potentials were calculated for OO distances of 2.54 and 2.60 Å. The resulting potential energy curves are depicted in 26, from which it is seen that both SCC-DFTB+D approaches are biased toward Zundel structures especially for short OO distances, with the bias being less for the SCC-DFTB+D[HB+3rd] procedure.

### 7.2.2 Basin hopping Monte Carlo calculations

The basin hopping Monte Carlo method uses Monte Carlo walks combined with gradient-based optimizations to locate local potential energy minima. [67, 34, 68, 134, 135, 136, 114, 137, 138, 139, 140, 161] At each move, the structure is optimized to the local minimum in its “basin”, and acceptance of moves is based on the energies of the minima. As a result, barriers are effectively removed, making this an efficient approach for searching for low-energy minima. In the present study a modified version of the limited-memory quasi-Newton routine (LBFGS) [116] by Nocedal is employed for the minimizations, and the Monte Carlo moves involve both translations and rotations of the H$_2$O and H$_3$O$^+$ species. It was found that alternating blocks of 100 pure translational and 500 pure rotational moves at a reduced temperature of 2.0 kJ/mol, with a target acceptance ratio of 0.4, worked reasonably well. A similar strategy was employed by James and Wales in their applications of the basin hopping algorithm. [161] At each Monte Carlo step, the number of molecules to be moved was chosen at random. Monte Carlo moves that generated OO distances less than 3 bohr (1.59 Å) were rejected, and moves involving Zundel-like species [H$_5$O$_2$]$^+$ were not attempted. For the H$^+(\text{H}_2\text{O})_{21}$ and H$^+(\text{H}_2\text{O})_{22}$ clusters, ten basin hopping Monte Carlo runs of 15000 steps each were carried out. For the H$^+(\text{H}_2\text{O})_{21}$ cluster, one run used as the initial geometry the lowest energy structure reported in Ref. 3, and the other nine runs were started from randomly generated structures. For H$^+(\text{H}_2\text{O})_{22}$, the initial structures for all ten runs were chosen at random.
Figure 26: Interaction energies of the protonated water dimer as a function of the shared proton OH distance for fixed OO distances of (a) 2.432, (b) 2.540, and (c) 2.600 Å. Results obtained with the SCC-DFTB+D, SCC-DFTB+D[HB+3rd], and MP2/aug-cc-pVDZ methods are indicated by green dotted, red dash-dotted, and blue solid lines, respectively.
7.3 RESULTS

7.3.1 Low energy minima of $\text{H}^+(\text{H}_2\text{O})_{21}$

27 reports the relative energies of the low-lying local minima of $\text{H}^+(\text{H}_2\text{O})_{21}$ found using basin hopping Monte Carlo calculations with the SCC-DFTB+D method starting from the lowest energy structure reported in Ref. 3 as well as from a randomly generated structure. The differences in the distributions of local minima obtained using the two initial structures reflects the need to run longer basin-hopping simulations when dealing with such a complex potential energy surface. However, since the goal of this paper is to assess the performance of SCC-DFTB methods for describing such clusters, rather than to locate most of the low energy minima, these calculations will suffice for present purposes. 28 presents a blow up of the energy level diagram up to 0.7 kcal/mol (here we have merged the results from the ten simulations). The nine lowest energy local minima are Eigen-like with all rings on the surface being five-membered and with nine free OH (AAD) groups (A indicates acceptor and D, donor). This is the type of structure identified as the global minimum isomer in ab initio and DFT calculations. [52,53,54,55,56]

Starting at about 0.36 kcal/mol above the global minimum, there is high density of Zundel-like structures, some of which are derived from the water dodecahedron, with all rings on the surface being five-membered, and the others having one four-membered, one six-membered ring, and ten five-membered rings on the surface (see 28). A subset of structures optimized with SCC-DFTB+D method were reoptimized at the Becke3LYP/6-31+G(d) level [100] and found to collapse back to Eigen-like structures, consistent with the SCC-DFTB+D method having a bias toward Zundel-like species.

Additional insight into the occurrence of Zundel and Eigen structures in the SCC-DFTB+D calculations is provided by examination of 29, which reports the OO distances of the 1714 potential energy minima of $\text{H}^+(\text{H}_2\text{O})_{21}$ located in the basin hopping Monte Carlo optimizations. 1657 of these minima have OO distances of 2.40 - 2.45 Å, which we characterize as Zundel-like, and 53 minima have OO distances ranging from 2.50 to about 2.58 Å,
Figure 27: Distribution of potential energy minima of $\text{H}^+(\text{H}_2\text{O})_{21}$ found using the basin hopping Monte Carlo procedure with the SCC-DFTB+D method starting from (1) the global minimum and (2) a randomly generated structure.
Figure 28: Low-lying potential energy minima of $\text{H}^+ (\text{H}_2\text{O})_{21}$ determined using basin hopping Monte Carlo optimization with the SCC-DFTB+D method.
which we attribute to Eigen-like structures. The four remaining minima have OO distances between 2.45 and 2.48 Å and can be viewed as intermediate between Zundel and Eigen.

The bias toward Zundel structures is even more pronounced in the SCC-DFTB+D [HB+3rd] approach as can be seen from 30, which reports the energies and structures of the low lying minima obtained with the original and modified SCC-DFTB+D methods. With the SCC-DFTB+D[HB+3rd] method, all low-lying local minima of $\text{H}^+(\text{H}_2\text{O})_{21}$ are Zundel-like. Moreover, the low energy minima obtained with this method have structures very different from those found with SCC-DFTB+D[HB] or DFT optimizations.

7.3.2 Low energy minima of $\text{H}^+(\text{H}_2\text{O})_{22}$

31 reports the energies of the low-lying potential energy minima of $\text{H}^+(\text{H}_2\text{O})_{22}$ located with the basin hopping Monte Carlo optimizations using the SCC-DFTB+D energies. All low-energy structures are Zundel-like and can be separated into three classes. One class, which includes the lowest-energy structure, has ten dangling OH groups, nine of which are associated with AAD monomers and one of which is associated with a AD monomer (highlighted in green in 31). The second class of isomers, has nine free OH groups all of which are AAD. The third, higher energy, class of isomers all have a dangling acceptor H$_2$O molecule bound by a single H-bond to the remainder of the cluster. The four lowest energy structures have two six-membered rings and ten five-membered rings on the surface. When re-optimized using the Becke3LYP method, these four species convert to Eigen-like structures.

7.4 CONCLUSIONS

In this work we applied two versions of the SCC-DFTB+D method to investigate the $\text{H}^+(\text{H}_2\text{O})_{21}$ and $\text{H}^+(\text{H}_2\text{O})_{22}$ clusters. Both SCC-DFTB+D implementations show a bias toward Zundel structures. For $\text{H}_2\text{O}^+$ the bias is more severe for the original SCC-DFTB+D
Figure 29: OO distances of 1714 potential energy minima of H⁺(H₂O)_{21} determined using basin hopping Monte Carlo optimization with the SCC-DFTB+D method. The Zundel-like structures (OO distance of 2.4 ∼ 2.45 Å) are denoted by dark-blue diamonds, and the Eigen-like structures (OO distance of 2.5 ∼ 2.58 Å) are indicated by green squares. The intermediate structures are indicated with open-red circles.
Figure 30: Low-energy local minima of $\text{H}^+\text{(H}_2\text{O})_{21}$ determined using basin hopping Monte Carlo optimization with the SCC-DFTB+D and SCC-DFTB+D[HB+3rd] methods.
Figure 31: Low-lying potential energy minima of H\(^+\)(H\(_2\)O\(_{22}\)) determined using basin hopping Monte Carlo optimization with the SCC-DFTB+D method. The four lowest energy Zundel structures found with the SCC-DFTB+D method were reoptimized with the B3LYP method and found to collapse to Eigen structures.
method without H-bonding and 3\textsuperscript{rd} order corrections. However, for $\text{H}^+(\text{H}_2\text{O})_{21}$ the bias toward Zundel structures is actually more severe in the SCC-DFTB+D[HB+3rd] approach. We have also applied the two SCC-DFTB+D methods to selected isomers of the neutral (H$_2$O)$_{21}$ cluster and find that these approaches have errors in the relative energies of different isomers as large as 6.2 kcal/mol, compared to large-basis set RIMP2 calculations. [169] Clearly, part of the problem in describing the $\text{H}^+(\text{H}_2\text{O})_n$ clusters with the SCC-DFTB+D methods stems from the failure of these approaches to accurately describe the neutral water networks. This study reflects the need for a further extension of the SCC-DFTB method to enhance its usefulness at describing uncharged and protonated water clusters.
8.0 SUMMARY

The development of models for describing excess electrons interacting with water clusters has been an active research field in our group for the last ten years. The Drude model initially introduced Wang et al. [65, 27, 28] has been improved both in accuracy and computational speed. By employing the distributed point polarizable water model (DPP) developed by DeFusco et al. [66] instead of the Dang-Chang water model [36], the energetics has been considerably improved. [31] Also one-electron polarization models (OEPM) for (H$_2$O)$_n^-$ have been derived by applying an adiabatic approximation to the Drude/DPP approach. These greatly reduce the computational cost in the calculations of the electron binding energies (EBE) for (H$_2$O)$_n^-$ clusters. [33]

In this thesis, analytical gradients for the OEPM-GTO method have been implemented. This implementation has permitted a detailed characterization of the potential energy surfaces (PES) of the (H$_2$O)$_n^-$, $n = 6$, 7, and 8, clusters. The minimum energy pathways proceeding from the neutral isomers to the observed AA isomers for the (H$_2$O)$_6^-$ and (H$_2$O)$_7^-$ clusters have been identified. Also, mechanisms for forming the lowest energy AA isomers of the (H$_2$O)$_8^-$ cluster by condensation of H$_2$O on dominant (H$_2$O)$_7^-$ isomers have been analyzed.

In addition, a sine-type DVR basis implementation of the OEPM method has been developed. For a cluster the size of (H$_2$O))$_{45}^-$, the OEPM-DVR method achieves about an order of magnitude in reduction in the CPU time compared to calculations with GTO basis sets with no loss of accuracy.

Although the potential energy surfaces of the (H$_2$O)$_n^-$, $n = 6$, 7, and 8, clusters have
been characterized using the OEPM-GTO method, the mechanism for the formation of the AA anion observed experimentally is still unclear. This could be addressed by means of molecular dynamics simulations. The challenge here will be to run the simulations for the long times required to explore the rearrangements. This should be feasible with the parallel version of the OEPM-DVR code. It would also be useful to couple the OEPM method with the newly developed DPP2 water model [170], which gives more accurate energetics for the neutral clusters. Furthermore, the OEPM-DVR method should be extended to address the properties of the excess electron in bulk water.

The SCC-DFTB method is an alternative to the use of force fields for describing the neutral and protonated water clusters together. In this thesis, the thermodynamic properties of the (H₂O)₈ cluster have been calculated using PTMC simulations with the SCC-DFTB method. Inclusion of the H-bond plus 3rd order corrections in the SCC-DFTB approach improves the agreement with the predictions of \textit{ab initio} calculations. However, for the protonated water clusters, H⁺(H₂O)₂₁ and H⁺(H₂O)₂₂, the bias toward Zundel structure is actually more severe in the SCC-DFTB+D[HB+3rd] approach.

A major limitation of the SCC-DFTB method for describing neutral and protonated water clusters appears to be the underestimation of the polarization energy. Multiple strategies are possible for addressing this shortcoming, including the extension of SCC-DFTB method to include the effect of polarization functions.
A.1 INTRODUCTION

Bichromophoric systems are especially useful for examining the effects of electronic coupling. 3-(4-hydroxyphenyl)-N-benzyl-propionamide (HNBPA) is a biologically relevant single chain bichromophore molecule that contains two spectroscopically distinguishable ultraviolet chromophores. The phenyl and phenol chromophores are connected by a chain six bonds long containing an amide group (Figure 32). In Professor Zwier’s group, the spectra of several conformers of HNBPA have been obtained by using one-color resonant two-photon ionization (R2PI) [172], UV-UV hole-burning [172], and dispersed fluorescence.

A major challenge in interpreting the spectra is the identification of the isomers responsible for the observed transitions. Here electronic structure calculations can be valuable. I have optimized the geometries of eight conformers of HNBPA and have calculated the vibrational frequencies of these conformers using several electronic structure methods.
A.2 CONFORMATIONAL ANALYSIS WITH ELECTRONIC STRUCTURE METHODS

Fig. 33 depicts the geometries of the conformers of HNBPA optimized using the RIMP2 electronic structure method with the aug-cc-pVDZ [169] basis set. In this figure, 'fol' and 'ext' denote the folded and extended structures respectively, 'fac' and 'per' indicate whether the planes of the rings face each other or are perpendicular to one another, and 'TNH' or 'CNH' refer to the position of the N-H group in the chain with respect to the O-H group in the phenol chromophore, either cis or trans. The optimizations were carried out in three steps: first at the B3LYP/6-31+G(d) level, then at the MP2/6-31+G(d) level, and finally at the RIMP2/aug-cc-pVDZ level. The B3LYP and MP2 calculations were carried out using Gaussian 03, and the RIMP2 calculations were carried out using the TURBOMOLE program [173].

In Figure 34, the relative energies of the conformers calculated with various electronic structure methods are shown. Single-point energies were calculated using the RIMP2/aug-cc-pVTZ method with RIMP2/aug-cc-pVDZ optimized geometries. We also checked the reliability of SCC-DFTB+D(HB+3rd) semiempirical electronic structure method [91,92,93,94,95,96,98,99] for characterizing HNBPA.

Whereas the calculations with the HF method favor the extended structures, the opposite behavior is found with the MP2 method. The Becke3LYP method gives results intermediate between the HF and MP2 results. Interestingly, the SCC-DFTB+D(HB+3rd) method qualitatively reproduces the trend found in the MP2 calculations, whereas the SCC-DFTB(HB+3rd) method without the dispersion correction gives results similar to the Becke3LYP method. Clearly, dispersion interactions play a major role in determining the relative stability of the folded and extended structures.

Vibrational frequencies of the eight conformers of HNBPA shown above were calculated with each of the SCC-DFTB+D(HB+3rd), MP2/6-31+G(d), and RIMP2/aug-cc-pVDZ methods. Table 4 and 5 summarizes the lowest 10 vibrational frequencies of the four ex-
tended structures, and Table 6 and 7 reports the corresponding results for the four folded structures. With the SCC-DFTB+D(HB+3rd) and RIMP2 methods, the second derivatives were generated by numerical differentiation of the analytical first derivatives.

A.3 CONFORMATIONAL SPECIFIC SPECTROSCOPY

Professor Zwier’s group has studied HNBPA using one-color resonance two-photon ionization (R2PI), UV-UV hole-burning (HB), and resonant ion dip infrared (RIDIR) spectrosopies. [172] R2PI and UV-UV HB permit conformation-specific excitation and detection, taking advantage of the unique infrared and ultraviolet signatures of the individual conformations when cooled in a supersonic expansion. Figure 35 shows the spectra of two conformers of HNBPA using R2PI along with UV-UV HB results. The S$_1$ origins, which arise from the phenol chromophore, are spread over 200 cm$^{-1}$, with the dominant conformers exhibiting extensive low-frequency vibronic structure.

Figure 36 shows the tentative assignment of the HB spectra of conformers A and B of HNBPA. The structure in the spectrum of A derives from combinations of modes with frequencies of 25 and 45 cm$^{-1}$, and that in the spectrum of B derives from combination bands involving modes with frequencies of 16 and 18 cm$^{-1}$.

The Zwier group also obtained emission spectra by using a monochromator to disperse the fluorescence. The dispersed fluorescence spectra of conformers A and B are shown in Figure 37. The spectrum of conformer B does not show as many peaks as that of conformer A, leading us to conclude that the geometry distortion upon electronic excitation is much greater in A than B.

We also assign the vibrational frequencies of conformers A and B of HNBPA in the ground state using the observed dispersed fluorescence spectra (see Figure 37). The spectrum of conformer A is characterized by four progressions ($\alpha_0^0, \beta_0^0, \alpha_1^0\beta_0^0, \alpha_2^0\beta_0^0$) with vibrational intervals of 19 ($\alpha_1^0$) and 27 cm$^{-1}$ ($\beta_1^0$). For the conformer B, four fundamentals, 26 ($\beta_1^0$),
48 ($\gamma_0^0$), 462 ($\delta_1^0$), and 822 cm$^{-1}$ ($\epsilon_1^0$), were observed together with progressions of $\beta$ and $\gamma$. After analyzing the vibrational motions of the four folded structures, we conclude that the second lowest vibrational mode, 27 cm$^{-1}$ ($\beta_0^1$) of conformer A is corresponds to the first lowest vibrational mode, 26 cm$^{-1}$ ($\beta_1^0$) of conformer B.

A.4 CONCLUSION

In this study, double resonance spectroscopy has been used to record the infrared and ultraviolet spectra of single conformation of the model flexible bichromophore, HNBPA. Relative energies of eight low-energy conformers of HNBPA have been calculated by using several different electronic structure methods. More detail analysis with amide NH and OH stretch frequencies is explained in Ref. [171]
Figure 32: 3-(4-hydroxyphenyl)-N-benzyl-propionamide (HNBPA)
Figure 33: RIMP2/aug-cc-pVDZ optimized geometries of the eight isomers of HNBPA
Figure 34: Relative energies of the eight conformers of HNBPA, calculated with several electronic structure methods.
Table 4: Relative energies (kcal/mol) an the 10 lowest vibrational frequencies (cm$^{-1}$) of the ext-fac-CNH and ext-fac-TNH structures of HNBPA, calculated with the MP2/6-31+G*, RIMP2/aug-cc-pVDZ(aDZ), and SCC-DFTB+D(HB+3rd) electronic structure methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>ext-fac-CNH</th>
<th>ext-fac-TNH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MP2/6-31+G*</td>
<td>MP2/6-31+G*</td>
</tr>
<tr>
<td></td>
<td>RIMP2/aDZ</td>
<td>RIMP2/aDZ</td>
</tr>
<tr>
<td></td>
<td>SCC-DFTB+D(HB+3rd)</td>
<td>SCC-DFTB+D(HB+3rd)</td>
</tr>
<tr>
<td>E$_{rel}$</td>
<td>8.56</td>
<td>8.48</td>
</tr>
<tr>
<td>Freq.</td>
<td>11.97</td>
<td>12.37</td>
</tr>
<tr>
<td></td>
<td>19.62</td>
<td>19.64</td>
</tr>
<tr>
<td></td>
<td>24.71</td>
<td>24.76</td>
</tr>
<tr>
<td></td>
<td>38.62</td>
<td>30.03</td>
</tr>
<tr>
<td></td>
<td>48.94</td>
<td>46.72</td>
</tr>
<tr>
<td></td>
<td>69.68</td>
<td>69.27</td>
</tr>
<tr>
<td></td>
<td>71.50</td>
<td>70.72</td>
</tr>
<tr>
<td></td>
<td>145.64</td>
<td>146.29</td>
</tr>
<tr>
<td></td>
<td>173.54</td>
<td>173.37</td>
</tr>
<tr>
<td></td>
<td>189.47</td>
<td>190.27</td>
</tr>
<tr>
<td>Freq.</td>
<td>6.92</td>
<td>7.48</td>
</tr>
<tr>
<td></td>
<td>20.02</td>
<td>20.09</td>
</tr>
<tr>
<td></td>
<td>20.61</td>
<td>20.46</td>
</tr>
<tr>
<td></td>
<td>35.68</td>
<td>36.20</td>
</tr>
<tr>
<td></td>
<td>49.73</td>
<td>48.90</td>
</tr>
<tr>
<td></td>
<td>69.98</td>
<td>69.78</td>
</tr>
<tr>
<td></td>
<td>73.48</td>
<td>72.72</td>
</tr>
<tr>
<td></td>
<td>145.48</td>
<td>145.99</td>
</tr>
<tr>
<td></td>
<td>173.39</td>
<td>173.27</td>
</tr>
<tr>
<td></td>
<td>182.80</td>
<td>184.89</td>
</tr>
<tr>
<td>Freq.</td>
<td>6.34</td>
<td>11.16</td>
</tr>
<tr>
<td></td>
<td>12.62</td>
<td>13.76</td>
</tr>
<tr>
<td></td>
<td>17.74</td>
<td>19.08</td>
</tr>
<tr>
<td></td>
<td>26.32</td>
<td>29.25</td>
</tr>
<tr>
<td></td>
<td>35.18</td>
<td>41.30</td>
</tr>
<tr>
<td></td>
<td>63.33</td>
<td>60.96</td>
</tr>
<tr>
<td></td>
<td>66.87</td>
<td>73.34</td>
</tr>
<tr>
<td></td>
<td>133.76</td>
<td>136.72</td>
</tr>
<tr>
<td></td>
<td>175.56</td>
<td>175.36</td>
</tr>
<tr>
<td></td>
<td>182.80</td>
<td>184.89</td>
</tr>
</tbody>
</table>
Table 5: Relative energies (kcal/mol) and the 10 lowest vibrational frequencies (cm$^{-1}$) of the ext-per-CNH and ext-per-TNH structures of HNBPA, calculated with the MP2/6-31+G*, RIMP2/aug-cc-pVDZ(aDZ), and SCC-DFTB+D(HB+3rd) electronic structure methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>ext-per-CNH</th>
<th>ext-per-TNH</th>
<th>ext-per-TNH</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP2/6-31+G*</td>
<td>8.39</td>
<td>8.30</td>
<td>8.30</td>
</tr>
<tr>
<td>RIMP2/aDZ</td>
<td>10.78</td>
<td>10.70</td>
<td>10.70</td>
</tr>
<tr>
<td>SCC-DFTB+D</td>
<td>5.18</td>
<td>5.10</td>
<td>5.10</td>
</tr>
<tr>
<td>Freq.</td>
<td>9.61</td>
<td>9.70</td>
<td>9.70</td>
</tr>
<tr>
<td></td>
<td>17.01</td>
<td>16.61</td>
<td>16.61</td>
</tr>
<tr>
<td></td>
<td>21.22</td>
<td>20.95</td>
<td>20.95</td>
</tr>
<tr>
<td></td>
<td>36.01</td>
<td>35.29</td>
<td>35.29</td>
</tr>
<tr>
<td></td>
<td>57.08</td>
<td>55.15</td>
<td>55.15</td>
</tr>
<tr>
<td></td>
<td>62.41</td>
<td>62.40</td>
<td>62.40</td>
</tr>
<tr>
<td></td>
<td>79.44</td>
<td>79.20</td>
<td>79.20</td>
</tr>
<tr>
<td></td>
<td>137.45</td>
<td>137.42</td>
<td>137.42</td>
</tr>
<tr>
<td></td>
<td>181.62</td>
<td>181.95</td>
<td>181.95</td>
</tr>
<tr>
<td></td>
<td>211.67</td>
<td>211.84</td>
<td>211.84</td>
</tr>
</tbody>
</table>
Table 6: Relative energies (kcal/mol) and the 10 lowest vibrational frequencies (cm\(^{-1}\)) of the fol-fac-CNH and fol-fac-TNH structures of HNBPA, calculated with the MP2/6-31+G*, RIMP2/aug-cc-pVDZ(aDZ), and SCC-DFTB+D(HB+3rd) electronic structure methods.

<table>
<thead>
<tr>
<th></th>
<th>fol-fac-CNH</th>
<th>fol-fac-TNH</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MP2/6-31+G*</td>
<td>RIMP2/aDZ</td>
<td>SCC-DFTB+D(HB+3rd)</td>
</tr>
<tr>
<td>(E_{rel})</td>
<td>1.29</td>
<td>1.29</td>
<td>0.43</td>
</tr>
<tr>
<td>Freq.</td>
<td>24.37</td>
<td>28.56</td>
<td>9.57</td>
</tr>
<tr>
<td></td>
<td>36.94</td>
<td>37.12</td>
<td>27.69</td>
</tr>
<tr>
<td></td>
<td>45.17</td>
<td>57.12</td>
<td>37.21</td>
</tr>
<tr>
<td></td>
<td>58.67</td>
<td>69.84</td>
<td>44.86</td>
</tr>
<tr>
<td></td>
<td>75.86</td>
<td>88.65</td>
<td>58.67</td>
</tr>
<tr>
<td></td>
<td>96.21</td>
<td>122.33</td>
<td>74.85</td>
</tr>
<tr>
<td></td>
<td>112.63</td>
<td>126.52</td>
<td>116.81</td>
</tr>
<tr>
<td></td>
<td>139.81</td>
<td>140.95</td>
<td>134.19</td>
</tr>
<tr>
<td></td>
<td>177.62</td>
<td>184.92</td>
<td>175.31</td>
</tr>
<tr>
<td></td>
<td>225.29</td>
<td>218.25</td>
<td>219.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>226.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>218.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>219.25</td>
</tr>
</tbody>
</table>
Table 7: Relative energies (kcal/mol) and the 10 lowest vibrational frequencies (cm$^{-1}$) of the fol-per-CNH and fol-per-TNH structures of HNBPA, calculated with the MP2/6-31+G*, RIMP2/aug-cc-pVDZ(aDZ), and SCC-DFTB+D(HB+3rd) electronic structure methods.

<table>
<thead>
<tr>
<th></th>
<th>fol-per-CNH</th>
<th></th>
<th>fol-per-TNH</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MP2/6-31+G*</td>
<td>RIMP2/ aDZ (HB+3rd)</td>
<td>MP2/6-31+G*</td>
<td>RIMP2/ aDZ (HB+3rd)</td>
</tr>
<tr>
<td>$E_{\text{rel}}$</td>
<td>1.89</td>
<td>2.14</td>
<td>0.43</td>
<td>2.27</td>
</tr>
<tr>
<td>Freq.</td>
<td>30.02</td>
<td>30.23</td>
<td>7.51</td>
<td>23.92</td>
</tr>
<tr>
<td></td>
<td>44.12</td>
<td>51.32</td>
<td>27.97</td>
<td>29.44</td>
</tr>
<tr>
<td></td>
<td>50.03</td>
<td>54.23</td>
<td>37.02</td>
<td>46.87</td>
</tr>
<tr>
<td></td>
<td>60.83</td>
<td>69.20</td>
<td>44.74</td>
<td>59.96</td>
</tr>
<tr>
<td></td>
<td>61.78</td>
<td>79.95</td>
<td>58.36</td>
<td>69.02</td>
</tr>
<tr>
<td></td>
<td>100.26</td>
<td>113.04</td>
<td>74.65</td>
<td>79.66</td>
</tr>
<tr>
<td></td>
<td>129.04</td>
<td>140.33</td>
<td>116.94</td>
<td>114.99</td>
</tr>
<tr>
<td></td>
<td>145.67</td>
<td>145.95</td>
<td>134.22</td>
<td>151.43</td>
</tr>
<tr>
<td></td>
<td>175.87</td>
<td>180.62</td>
<td>175.45</td>
<td>184.42</td>
</tr>
<tr>
<td></td>
<td>234.35</td>
<td>229.20</td>
<td>218.39</td>
<td>221.92</td>
</tr>
</tbody>
</table>
Figure 35: R2PI and HB spectra of conformers A and B of HNBPA (from Prof. T. Zwier)
Figure 36: HB spectra of conformers A and B of HNBPA and the progressions of 28 ($\alpha_0^1$) and 45 cm$^{-1}$ ($\beta_0^1$) for the conformer A (a), and those of 16 ($\beta_0^1$) and 18 cm$^{-1}$ ($\gamma_0^1$) for the conformer B (b).

(a) Assignment of HB spectrum of conformer A of HNBPA

(b) Assignment of HB spectrum of conformer B of HNBPA
(a) Dispersed fluorescence of conformer A of HNBPA, together with the assignment of the vibrational structure.

(b) Dispersed fluorescence of conformer B of HNBPA, together with the assignment of the vibrational structure.

Figure 37: Dispersed fluorescence spectra of conformer A and B of HNBPA (from Prof. T. Zwier) and the progressions of 19 ($\alpha_1^0$) and 27 cm$^{-1}$ ($\beta_1^0$) for the conformer A (a), and those of 26 ($\beta_1^0$) and 48 cm$^{-1}$ ($\gamma_1^0$) for the conformer B (b).
APPENDIX B

MODELING CHARGE PENETRATION EFFECTS IN WATER-WATER INTERACTIONS

B.1 INTRODUCTION

Over the last few years, a large number of new water model potentials have been introduced. A correct treatment of the electrostatic interactions has emerged as a central point in the development of these potentials. Although several popular water models such as TIP4P, DC, TTM, and AMOEBA have described successfully the relative energies of water clusters, none of them consider charge penetration effects that are important for short-range electrostatic interactions. Most of these models use a classical point-charge representation of electrostatics. The AMOEBA model also includes the multipolar expansions to improve the electrostatic description. Unfortunately, the inclusion of higher order moments does not describe the charge penetration effects observed when continuous charge distributions interact.

To illustrate the idea of charge penetration, Figure 38 shows the overlap of charge densities that occurs when two water molecules are in close proximity. The electrostatic interaction between these two species is no longer well represented by methods such as Stone’s distributed multipolar analysis (DMA) as the nuclei on one molecule are no longer shielded by its own electron density, thus experience a greater attraction for the electron density associated
Figure 38: Schematic description of charge penetration for two water molecules.
with the other species. The energy resulting from this increased attraction is referred to as charge penetration.

One way of dealing with charge penetration is to introduce a screening function as a pre-factor to the Coulomb potential. [176,177,178,179] However, this method is limited due to the absence of nuclear-electron interactions. An alternative method is to fit \textit{ab initio} properties to Gaussian auxiliary basis sets (ABSs) centered on specific molecular sites. [180, 181, 182, 183] This method can accurately generate the Coulomb interaction energies and explicitly considers nuclear charge and electron densities. The \textit{ab initio} calculated electron density can be fit with a number of basis function of differing angular momentum, but ABSs are usually restricted to \textit{s}-type Gaussian functions due to the computational demand.

In the present study, three Gaussian electrostatic models have been tested: Model1 has one \textit{s}- Gaussian type function (GTF) located at each of five sites, Model2 has one \textit{s}-GTF at each of three sites, and Model3 has two \textit{s}-GTFs at each of three sites. The coefficients and exponents of the Gaussian functions of the auxiliary basis sets are fitted to the MP2/aug-cc-pVTZ electrostatic potential. The validity of the three models has been examined by calculating the intermolecular Coulomb interactions for several stationary points on the water dimer potential energy surface.

B.2 METHODOLOGY

B.2.1 Models

Figure 39 compares the DPP water model and the three different GEMs considered in this work. Model1 employs five sites one on each atom and D sites, located above and below the HOH plane. The geometry of Model1 is taken from the SAPT-5S model [184] which is a rigid model based on the vibrational averaged geometry. The positions of the D sites were optimized to get a better fit to the electrostatic energy. Nuclear point charges of Model1 are
located on Oxygen and each Hydrogen with +6 and +1, respectively. Model2 locates three s-GTFs at the Hydrogens as well as at the M site, which is displaced along the HOH bisector. Darden et al. have already tested a similar three-site model, where the GTFs were located at the Oxygen and two Hydrogen sites [183]. This resulted in a water monomer dipole moment of about 1.9~2.0 Debye, much higher than the experimental result (1.855 Debye). Model3 places two s-GTFs at each of the three sites of Model2. Nuclear point charges of both of Model2 and Model3 are placed on M and each Hydrogen with +6 and +1, respectively. The locations of D and M sites of GEMs are determined as part of the fit to the electrostatic potential.

The electrostatic interaction energy for the DPP water model (classical point-charge representation) is given by

$$E_{\text{elec}}^{\text{DPP}} = \sum_i \sum_j \frac{Q_{Ai}Q_{Bj}}{r_{Ai,Bj}},$$

where $Q_{Ai}$ and $Q_{Bj}$ represent the point charges at $i$ and $j$ sites of two different monomers A and B, respectively. For the GEMs a more detailed description of the intermolecular Coulomb energy is required and nucleus-nucleus (N-N), nucleus-electron (N-e), and electron-electron (e-e) contributions must be considered.

$$E_{\text{intermol}} = E_{N-N} + E_{N-e} + E_{e-e}.$$ (B.2)

The following expression gives the intermolecular Coulomb interactions in the GEM model.

$$E_{\text{elec}}^{\text{GEM}} = \sum_i \sum_j \frac{Z_{Ai}Z_{Bj}}{r_{Ai,Bj}} + \sum_i \int \frac{Z_{Ai}\rho^B(r_2)}{r_{Ai,2}}dr_2$$

$$+ \sum_j \int \frac{Z_{Bj}\rho^A(r_1)}{r_{Bj,1}}dr_1 + \int \int \frac{\rho^A(r_1)\rho^B(r_2)}{r_{12}}dr_1dr_2$$ (B.3)

The first term represents the nucleus-nucleus interaction, the second and third terms are the nucleus-electron contributions, and the last term is the electron-electron interaction. $Z_{Ai}$ and $Z_{Bj}$ represent the nuclear charges of atoms $i$ and $j$ on molecule A and B, respectively. Only valence nucleus charges are considered, +6 and +1 for the Oxygen and Hydrogen,
Figure 39: Gaussian electrostatic models: Model1, Model2, and Model3 have 5, 3, and 6 s-type Gaussian functions, respectively.
respectively. \( \rho^A \) and \( \rho^B \) represent the Gaussian electron densities of molecule A and B, respectively.

### B.2.2 Fitting procedure

I followed the fitting procedure of Darden et al \[183\]. In that work, Gaussian electron densities were found through fits to several molecular properties: density, ESP (Electrostatic potential), and electric field. The least-square method is used to get the optimized coefficients and exponents of the Gaussian functions by minimizing the following fitting function.

\[
\chi^2 = \sum_\alpha w_\alpha \sum_i W(r_i)( y_\alpha(r_i) - y_\alpha(r_i, c_k))^2 
\]  
(B.4)

where \( y_\alpha(r_i) \) corresponds to the \textit{ab initio} molecular property of interest at point \( i \), \( y_\alpha(r_i, c_k) \) is the same property evaluated with the \( k \)th ABS element at the same point on the grid, and \( \alpha \) denotes the molecular properties of interest. \( w_\alpha \) is the relative weight for property \( \alpha \), and \( W(r) \) is the weighting function for the point on the grid, as suggested by Bayly et al. \[185\] and defined as:

\[
W(r) = \exp[-\sigma(\log \rho(r) - \log \rho_{ref})^2] 
\]  
(B.5)

in which \( \rho(r) \) is the predefined electron densities, and \( \rho_{ref} \) is a reference electron density whose values are chosen in combination with \( \sigma \) to ensure the weighting function behaves as expected. Equation B.4 is minimized by using LBFGS optimization methods using analytical gradients with respect to the coefficients and exponents of the Gaussian functions.

### B.3 RESULTS

In this work, the Gaussian coefficients and exponents were fit to the MP2/aug-cc-pVTZ ESP. Figure 40 shows the points at which the ESP was fitted. Due to the symmetry of the
Figure 40: The data points (157412 points) used for fitting the MP2 ESP of the water monomer.
water monomer, the points span 1/4 of the space. As suggested by Darden [183], minimum
cutoff values of 1.5 and 1.7 bohr were used for Hydrogen and Oxygen, respectively, and
maximum cutoff values of 10 bohr with the grid point 0.1 Å were used. This brings the total
number of data points to 157412.

The D sites of Model1, which are located out of the HOH plane, are optimized along
with fitting the auxiliary basis set (ABS), so that the positions of D sites are different from
original locations of the SAPT-5S model. Figure 41 shows the geometry of the SAPT-5S
model and the positions of the D sites for Model1 as well as the M sites for Model2 and
Model3. The M sites of Model2 and Model3 were placed to 0.1 Å from Oxygen, along the
HOH bisector after a trial and error method.

The optimized coefficients and exponents of the Gaussian type functions (GTFs) as well
as the dipole moments of Model1, Model2, and Model3 are shown in Table 8. The dipole
moment of Model1 is very close to the experimental value, 1.855 Debye, [186] while those of
Model2 and Model3 are under-estimated and over-estimated, respectively.

B.3.1 Electrostatic potential

In order to assess the fitting performance of the three different models for representing
the electrostatic potential of each water monomer, I report the difference between the electrostatic potential associated with each model and that calculated at the MP2/aug-cc-pVTZ
level of theory as a function of distance. Figure 42 shows the difference contours at the ± 0.5
cal/mol level at points in the plane of the water monomer. The ± 0.5 kcal/mol contours
were chosen for display because they represent a sizable (10%) portion of the net binding
energy of the water dimer.

A 0.5 kcal/mol difference in ESP occurs at around ± 3.5 Å distance from the center of
mass when using the DPP model. While 0.5 kcal/mol contour lines of the ESP differences
in Model1 are located near ± 3.0 Å, those in Model2 and Model3 are presented near ± 4.5
Å. Compared to the DPP water model, only Model1 shows better performance. Model2
Figure 41: Original SAPT-5S model and optimal geometry of the Model1, and the geometries of Model2 and Model3.
and Model3 perform worse than the DPP water model in the analysis of the electrostatic potential difference of the water monomer.

### B.3.2 Water dimer

Figure 43 displays the electrostatic interaction energy of the water dimer as a function of the Oxygen-Oxygen separation between these two water monomers ($R_{OO}$) for each model considered. In generating this plot, the monomers were kept rigid with OH bond lengths and HOH angles fixed at the values found experimentally for the gas-phase monomer. The flap angles that determine the orientation of these two monomers with respect to the O-O axis were frozen at the values they have for the MP2/aug-cc-pVTZ optimized structure.

I compare the electrostatic interaction energy of the water dimer with the values obtained from symmetry adapted perturbation theory (SAPT) [187, 188, 189] with the aug-cc-pVTZ basis set as a reference. The energy of the DPP water model is under-estimated at short O-O distances. Most classical water models such as TTM2-R, DC, and AMOEBA give nearly the same electrostatic interaction energies as the DPP water model. [66] While this is a limitation of the classical model for expressing the electrostatic energies at short distances since these models do not account for charge penetration effects, the Gaussian electrostatic models are able to account for these effects.

The electrostatic energy of Model2 is over-estimated in the region, $R_{OO} \leq 2.8$ Å, but under-estimated in the region, $R_{OO} > 2.8$ Å. Model1 and Model3 show a better electrostatic energy of the dimer than Model2 because these models used five and six Gaussian type functions to describe the electron density, respectively. In the region, $R_{OO} > 2.7$ Å, the electrostatic energies of Model1 are almost the same as those of the SAPT calculation. On the other hand, the electrostatic energy of Model3 is in good agreement with that from the SAPT calculation at short OO distances.
B.3.3 The ten Smith water dimers

As a more general test for the water dimer, ten stationary points of the water dimer potential energy surface (PES) were considered. Figure 44 shows the geometries of the ten stationary points found originally by Smith et al. [190] In this work, they have been characterized by employing second-order Moller-Pleset perturbation theory (MP2), and I changed the OH bond lengths and HOH angles to conform to the rigid geometries of Model1-3.

The electrostatic energies of the ten stationary points of dimer are determined to constrained space orbital variations (CSOV) [191,192] decomposition results. Figure 45 shows the errors in intermolecular Coulomb energy for the ten water dimers using the three different models and the DPP water model. The DPP water model has smaller electrostatics energies than the CSOV models because of the lack of charge penetration. The electrostatic energies of Model1-3 of dimers 1-3 are almost the same as the CSOV results. However, for the stationary points of dimers 4 through 10, the electrostatic energies are not in good agreement with the CSOV results. Model3 over-estimates the electrostatic energy and gives values that are worse than those obtained with the DPP water model. Model2 shows better results than DPP water model, but the errors of the stationary point 7 and 9 are more than 1 kcal/mol. Model3 reproduces the electrostatic energies for the ten stationary points quite well. With this model, the errors for all ten stationary points are less than 1 kcal/mol.

B.4 CONCLUSION

I designed three different GEM models and implemented a fitting procedure to reproduce ESP using ABSs located at different sites. I limited the ABS sites to three, five, and six sites with \( s \)-type Gaussian functions. Also, I did preliminary calculations with the ten Smith dimers to see how well these models reproduce charge penetration.

Model1 shows the best electrostatic potential among the three models about the contour
diagram of the water monomer (Figure 42), but in the analysis with ten Smith water dimers, the electrostatic energies are over-estimated for seven out of the ten dimers. In contrast with Model2, Model3 does poorer at describing electrostatic potential of the water monomer than does the DPP water in the contour diagram of the water monomer (Figure 42). However, the electrostatic energies of the ten dimers calculated with Model3 are in very good agreement with the CSOV results.

For further research, I can focus on two directions. One is applying Model1 or Model3 to the DPP water model by adjusting the repulsive potential, and checking the relative energies of several water clusters. The second direction is designing other models to get better performance for the electrostatic potential of the water monomer and electrostatic energies of the ten Smith water dimers. By employing seven or eight sites or using $p$-type Gaussian functions instead of $s$-type Gaussian functions, I can generate more accurate fits to the high level $ab\ initio$ results.
Table 8: Optimized coefficients (a.u.) and exponents of GTFs for the electron density and the dipole moments (debye) of Model1, Model2, and Model3, respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>Coefficient</th>
<th>Exponent</th>
<th>Dipole</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>O site 2H sites 2D sites</td>
<td>O site 2H sites 2D sites</td>
<td></td>
</tr>
<tr>
<td>Model 1</td>
<td>GTF1  6.300  0.463  0.387</td>
<td>0.787  4.695  0.193</td>
<td>1.849</td>
</tr>
<tr>
<td>Model 2</td>
<td>M site 2H sites</td>
<td>M site 2H sites</td>
<td>0.604  0.472</td>
</tr>
<tr>
<td>Model 3</td>
<td>M site 2H sites</td>
<td>M site 2H sites</td>
<td>6.209  1.993</td>
</tr>
<tr>
<td></td>
<td>GTF1  6.776  0.612</td>
<td>4.229  0.167</td>
<td>2.583  0.427</td>
</tr>
</tbody>
</table>
Figure 42: Electrostatic potential difference plots for the water dimer. In each case the plot gives the difference of the electrostatic potentials calculated using the model and the MP2/aug-cc-pVTZ method.
Figure 43: Electrostatic interaction energy for the water dimer, as a function of O-O distance, assuming rigid monomers and fixed flap angles.
Figure 44: Ten different smith’s water dimers.
Figure 45: Errors in the electrostatic interaction energies for ten different Smith water dimers.
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