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Disorazole C₁ (DZ) is a synthesized polyene macrodiolide, originally identified as a minor metabolite from the myxobacterium fermentation broth. I examined the cellular responses to DZ in noncancer and cancer cells, and compared the results to vinblastine and taxol. In noncancer cells, DZ induced a prolonged mitotic arrest, followed by mitotic slippage, which was associated with cyclin B degradation, but did not require p53. Four apoptosis detection assays, including examination of poly(ADP-ribose) polymerase cleavage, cytochrome C release, mitochondrial depolarization, and annexin V staining, were conducted and demonstrated little induction of apoptosis in noncancer cells treated with DZ. However, I observed an activated apoptotic pathway in cancer cells, suggesting that normal and malignant cells respond differently to DZ, and indicating a potential therapeutic application for this compound.

GpIbα is a transmembrane subunit of the von Willebrand factor receptor on platelet surfaces, functioning in platelet adhesion and activation. Recent research has revealed that GpIbα also plays roles in transformation and genomic instability as an oncoprotein. In my studies, GpIbα colocalized with F-actin and filamin A, an actin-binding protein, at the cleavage furrow in anaphase cells, suggesting a novel role for GpIbα in cytokinesis. However, when GpIbα was
overexpressed in noncancer cells with p53 knockdown, GpIbα, F-actin, and filamin A became mislocalized. RhoA, a cytokinesis regulator, was localized asymmetrically, although Aurora B, an important cytokinesis kinase, retained its correct localization. Additionally, anaphase bridges were observed in these GpIbα-overexpressing cells, along with elevated percentages of cytokinesis failure and binucleation, indicating that GpIbα overexpression led to cytokinesis defects/failure and tetraploidization. Conversely, in cancer cells that endogenously overexpress GpIbα, I observed decreases in the percentages of binucleation and mitotic defects upon GpIbα knockdown. Furthermore, down-regulation of Aurora B was demonstrated to mediate the mechanism through which GpIbα overexpression led to cytokinesis failure, and the filamin A-binding domain and the signal peptide of GpIbα were shown to be indispensable for this mechanism. These results add a new component of the existing cancer cell genetic instability pathways, by suggesting that overexpression of GpIbα in cancer cells disrupts normal cytokinesis and causes tetraploidization through down-regulation of Aurora B.
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1.0 CHAPTER I. INTRODUCTION

1.1 MICROTBULES

Microtubules (MTs), actin filaments, and intermediate filaments are the three major types of the cytoskeletal filaments in mammalian cells. MTs originate from the microtubule organizing center (MTOC) in the cytoplasm of cells (Vorobjev and Nadezhdina, 1987), and participate in a variety of essential cellular activities, such as providing roadways for the intracellular transportation and the localization of mRNAs (Hirokawa, 2006) and membrane-bound organelles (Apodaca, 2001), and function in mitosis (Inoue and Ritter, 1975).

Actin filaments, on the other hand, are the bases for structures associated with cellular morphology and motility, such as stress fibers, filopodia, microvilli, and lamellipodia, just to name a few (DeRosier and Tilney, 2000; Hotulainen and Lappalainen, 2006; Medalia et al., 2007; Small, 1994). Moreover, actin filaments also play important roles in completion of cytokinesis, which will be discussed in the “CYTOKINESIS” section of this chapter. Intermediate filaments are beyond the scope of my research, and therefore will not be discussed.
1.1.1 Structural components and general assembly of MTs

MTs are composed of α and β-tubulins, which are both globular proteins with molecular weights of approximately 55 kilodaltons. The α and β-tubulins form heterodimers through noncovalent bonds, and assemble together in an alternating order to form linear protofilaments; 13 parallel protofilaments then associate with one another to form a MT, which is a long and hollow cylinder with an outer diameter of 25 nm (Evans et al., 1985). Generally speaking, MTs are more rigid than actin filaments, but not as strong as intermediate filaments.

Both α and β-tubulins contain nucleotide binding sites; however, only β-tubulin can hydrolyze guanosine 5’-triphosphate (GTP) into guanosine diphosphate (GDP), which is known to influence polymer stability (Spiegelman et al., 1977; Weisenberg et al., 1976). When a MT is polymerizing, the GTP-bound α/β tubulin heterodimers are added to one end of this MT, while the tubulin dimers internal to this MT polymer hydrolyze GTP to GDP (David-Pfeuty et al., 1977; MacNeal and Purich, 1978). Hence, there are usually GTP molecules bound to the polymerizing end of a MT, referred to as the “GTP cap” (Carlier, 1982; Mitchison and Kirschner, 1984). MTs can also depolymerize, characterized by the disassociation of tubulin subunits from the end of a shrinking MT (Figure 1). It is thought that the loss of the GTP cap results in rapid depolymerization, while the regaining of the GTP cap results in rescue by favoring polymerization (Carlier and Pantaloni, 1978; Carlier and Pantaloni, 1981).
MTs are built with protofilaments, which are composed of α/β tubulin dimers. Polymerization and depolymerization at the ends of MTs are the basis of their dynamic features, allowing them to grow and shrink for rapidly reorganization.

### 1.1.2 Structures of the MTs in mammalian cells

MTs are polymer structures with polarities, and the plus-end is defined as the end of MTs where β-tubulins are exposed (Allen and Borisy, 1974). In mammalian cells, the plus-ends of MTs are oriented towards the cell boundary, where the growth and shrinkage primarily occur, while their minus-ends are anchored at the MTOC, also known as the centrosome, where MTs nucleate (Dammermann et al., 2003). These MTs form an astral network in interphase cells, but this organization is changed during mitosis.

The centrosome is localized next to the nucleus in mammalian cells, and is composed of a pair of orthogonally positioned centrioles, which are surrounded by the pericentriolar material (PCM). Centrioles, the cylindrical structures with a diameter of 100-200 nm and a length of 100-400 nm, consist of nine short MT triplets (Lange and Gull, 1996; Marshall, 2001), while PCMs...
contain γ-tubulin ring complexes, which are thought to serve as the templates to nucleate MTs (Moritz et al., 2000).

During mitosis, MTs are completely re-organized. In an early phase of mitosis, the original and newly-duplicated centrosomes move towards the opposing sides of cells to form two poles; the MTs nucleate from these two poles and spread out in an astral array accordingly. Over time, these MTs orient into highly organized mitotic spindles, and facilitate mitotic and cytokinesis progression.

1.1.3 The dynamic features of MTs

MT polymers are usually very dynamic, due to the fact that polymerization and depolymerization can occur at the same time, but at the different ends of a MT polymer, which is termed “treadmilling”. Alternatively, polymerization and depolymerization can occur at the same end of a MT polymer, but at different times, which is referred to as “dynamic instability” (Hotani and Miyamoto, 1990).

1.1.3.1 Dynamic instability

The most important feature for MTs is their dynamic instability, which describes the phenotype when the end of a filament grows for a certain period of time, then undergoes a sudden shrinkage; some time later after a “pause”, this end can begin to grow again (Shelden and Wadsworth, 1993; Walker et al., 1988). In mammalian cells, this switch between the growing and shrinking states of MTs can occur several times per minute.

Dynamic instability is essential for cells because it allows for the rapid re-organization of MTs, ensuring that their functions are achieved efficiently and effectively. Some examples that
require MT dynamic instability are mitotic cells, which will be discussed in the section of “CELL CYCLE” of this chapter, as well as neurons that grow towards their targets in response to their environmental clues (Sabry et al., 1991).

The dynamics of MTs can be influenced by MT-associating proteins (MAPs), most of which bind to tubulin subunits and stabilize MTs against disassembly (Maccioni and Cambiazo, 1995; Wu et al., 2008). In addition, MT motors, proteins that ‘walk’ along MTs by hydrolyzing ATP, can also affect the dynamics of MTs. One such example is during cell division, wherein a family of MT motors depolymerizes MTs to control the length of mitotic spindles, therefore contributing to the regulation of mitotic progression (Varga et al., 2009). Besides the MAPs and motors, certain small molecule inhibitors can also interfere with MT dynamics by depolymerizing MTs or hyper-stabilizing MTs, as discussed below.

### 1.1.4 Small molecule inhibitors of MTs

#### 1.1.4.1 MT disruptors

There are many types of MT disruptors, including vinca alkaloids, nocodazole, and colchicine. An example of the vinca alkaloids is vinblastine, which was originally identified from the *Vinca rosea* plants, and it has now been synthetically produced and widely used in clinics. Vinblastine binds to β-tubulin at the vinca-binding site near the exchangeable GTP binding site (Chaudhuri et al., 1998; Himes et al., 1976). The major effect of vinblastine and other vinca alkaloids is to cause MT depolymerization and suppress MT dynamics.

A second example of MT disruptors is colchicine, originally identified from the *Colchicum* plants. It has been shown that colchicine binds to β-tubulin at the intradimer interface with α-tubulin, which is different from the vinca-binding site. Colchicine weakens the
lateral interactions between tubulins, and therefore inhibits the polymerization at low concentrations and promotes the depolymerization at high concentrations (Ravelli et al., 2004).

Nocodazole is another classical MT disruptor that is widely used in research. It has been reported that the binding site for nocodazole overlaps with the colchicine-binding site on β-tubulins (Lin and Hamel, 1981). The cellular responses to nocodazole have also been extensively studied, some of which will be mentioned in Chapter II.

### 1.1.4.2 MT stabilizers

Taxol or paclitaxel, a natural product identified from the *Taxus brevifolia* plant, is a classical example of a MT stabilizer. Taxol has been reported to bind to β-tubulin with a 1:1 stoichiometry in a deep hydrophobic cleft near the surface, which is distinct from the colchicine- and vinca-binding sites. Taxol can modify the structures of MTs to hyper-stabilize them, therefore inhibiting MT dynamics. At high concentrations, taxol can increase the polymer mass by favoring the addition of the tubulin subunits and inhibiting their disassociation from MTs (Arnal and Wade, 1995; Lowe et al., 2001; Parness and Horwitz, 1981; Snyder et al., 2001).

Another type of MT stabilizer is epothilone B, originally found in metabolites from *Sorangium cellulosum* myxobacterium. Epothilone B also binds to the tubulin dimer with a 1:1 ratio and hyper-stabilizes MTs. Although there is no obvious homology between the structures of epothilone B and taxol, epothilone B competes for the taxol binding site, with kinetics similar to taxol itself, indicating that epothilone B possibly has a similar binding site and/or utilizes a similar mechanism of action as taxol to hyper-stabilize MTs (Bollag et al., 1995).
1.2 CELL CYCLE.

A typical growth-division cycle of eukaryotic cells contains four phases: 1) the first gap phase (G1 phase), 2) the DNA synthesis phase (S phase), 3) the second gap phase (G2 phase) and 4) mitosis (M phase), among which the first three phases are part of interphase (Figure 2). There is another optional phase, called G0, of which terminally-differentiated or quiescent cells are found that are considered to have dropped out from the regular cell cycle and need specific stimuli to re-enter it. In mammals, the active cycles of growth and division are most common during development and tissue regeneration, while the majority of cells in the developed adult mammals are differentiated and no longer dividing.

1.2.1 General regulation of cell cycle

Cell cycle progression is controlled by cyclin-dependent kinases (cdks) that are in turn regulated by cyclin association, phosphorylation/dephosphorylation, and association of inhibitor proteins (CKIs). Levels of cyclins vary at different phases in the cell cycle (Figure 2), and cdks are serine/threonine kinases that can be activated by their specific cyclins, and phosphorylate various protein substrates either to activate or inactive them for cell cycle progression. One such example is cyclin D. Cyclin D can activate cdk4 and cdk6 by forming complexes with them, which hyperphosphorylate Rb proteins to inhibit Rb’s interaction with the E2F transcription factor, thereby allowing E2F to transcribe proteins needed for cell proliferation during G1 phase (Johnson, 1995; Khleif et al., 1996).
Figure 2 Cell cycle and cyclins.

The cell cycle is typically divided into G1, S, G2 and M phases, and cyclin levels fluctuate during the cell cycle.

Besides cyclins, phosphatases can also activate cdks by dephosphorylating inhibitory sites, therefore promoting the cell cycle. For example, in the G1 phase, cdc25A facilitates the activation of cdk2 through dephosphorylating Tyr15 and Thr14 residues on cdk2, which contributes to the hyperphosphorylation of Rb proteins and results in cell cycle progression into S phase (Gu et al., 1992).

The cdks’ activities can be negatively regulated by cyclin kinase inhibitors (CKIs). One such example is p21, a critical downstream target of the well-known tumor suppressor protein p53 (Dulic et al., 1994; el-Deiry et al., 1994). p21 can be up-regulated in response to cell-cell contact, serum starvation or senescence (Dotto, 2000). It causes cell cycle arrest through several mechanisms, one of which is to bind to cdk2 and inhibit its function in promoting cellular proliferation (Morisaki et al., 1999). Other examples of CKIs also include p15, p16, p18, p19, p27, p57, just to name a few (Donjerkovic and Scott, 2000).

My research has been focused on the regulation and execution of mitosis and cytokinesis in cancer and noncancer cells. Therefore, the details of mitosis progression will be discussed...
below. Cytokinesis will be introduced in a separate section following this “CELL CYCLE” section.

1.2.2 G2/M transition

The G2/M transition requires the activation of a maturation promoting factor (MPF), consisting of cyclin B and cdk1 (Nurse, 1990). Thr14 and Tyr15 residues on cdk1 are phosphorylated, which keeps the MPF inactive, at approximately the same time when cyclin B expression begins during G2 phase (Atherton-Fessler et al., 1993; Mueller et al., 1995; Norbury et al., 1991). As the cell cycle progresses, cyclin B continues to accumulate, and cdc25 phosphatases dephosphorylate cdk1 at these Thr14 and Tyr15 residues to activate cdk1, which will promote the G2/M transition (Berry and Gould, 1996; Nilsson and Hoffmann, 2000).

1.2.3 Mitosis

Once cells enter mitosis, a series of events occur, including mitotic spindle assembly, chromosome alignment, chromosome segregation, and final partitioning of the cytoplasm including all cytoplasmic organelles by cytokinesis. All of these events are tightly regulated and monitored by checkpoints to ensure the high fidelity of cell division. There are multiple major steps in mitosis: prophase, prometaphase, metaphase, anaphase, and telophase (cytokinesis), which will be introduced separately below.
1.2.3.1 Prophase/prometaphase

During prophase or prometaphase, chromatin is condensed by the condensin complexes to prepare for the stable attachment to mitotic spindles in a later stage of mitosis (Losada, 2007). The two sister chromatids join together at special regions called centromeres and are held by the ring-like structures known as cohesins (Nasmyth, 2005; Uhlmann, 2004). Each of the sister chromatids assemble a kinetochore, a disc-shaped protein structure, at the centromere region of the chromosomes (Brinkley and Stubblefield, 1966; Rieder, 1982; Ris and Witt, 1981).

Centrosomes, which begin to duplicate at the G1/S transition and complete a single round of duplication prior to the onset of mitosis (Tsou and Stearns, 2006), begin to separate towards opposing sides of the cell during prophase, utilizing forces generated and modulated by MT motor proteins (Roof et al., 1992; Sawin et al., 1992; Tanenbaum et al., 2008). This organization of centrosomes in dividing cells allows chromosomes to be retained between the two centrosomes after nuclear envelope breakdown (NEB).

1.2.3.2 Prometaphase/metaphase

In prophase, the nuclear envelope begins to be broken into fragments, and by prometaphase the fragments become totally disassembled, allowing the kinetochores on each sister chromatid to be accessible (Georgatos et al., 1997; Salina et al., 2002). Meanwhile, the highly dynamic MTs that emanate from the two separated centrosomes begin “search and capture”, which describes when the plus-ends of the MTs dynamically grow and shrink, until they are in contact with the kinetochores on chromosomes and become more stable (Kirschner and Mitchison, 1986).

The purpose of MT “search and capture” during prometaphase/metaphase is to establish the bi-oriented attachment for each chromosome, which is the most stable form of the MT-
kinetochore attachments. During this process, inaccurate attachments may also occur, including 1) monotelic attachment, where one sister chromatid is attached to MTs from one pole while the other sister chromatid is not attached (Figure 3A), 2) syntelic attachment, where both sister chromatids are attached to MTs from the same pole (Figure 3B), or 3) merotelic attachments, where one sister chromatid is attached to MTs from both poles (Figure 3C). These mismatches are not stable, and most of them are corrected before the onset of anaphase. The monotelic and syntelic attachments can be monitored by spindle assembly checkpoint (SAC), which will be discussed later in this section, while the merotelic attachment is detected in an Aurora B-dependent manner.

It has been demonstrated that Aurora B and its partners play critical roles in monitoring and correcting merotelic attachments by phosphorylating their substrates at the kinetochores and promoting turnover of incorrectly-attached kinetochore MTs. The chromosomes with the merotelic attachment appear to be tilted to the metaphase plate at a certain angle, suggesting that MTs from the erroneous spindle pole may be pulled closer to the inner centromere where Aurora B is highly accumulated (Cimini et al., 2003; Cimini et al., 2006). With the help of sensor proteins at the inner centromere, Aurora B phosphorylates the kinetochore protein Hec1, thus promoting the detachment of the incorrectly-attached MTs from the kinetochore (DeLuca et al., 2006). Furthermore, the MT motor protein MCAK, another substrate of Aurora B, is also found at the centromere of the merotelic chromosomes. MCAK increases the depolymerization rate of the detached MTs from the incorrect spindle pole, therefore opening more binding sites on the kinetochore for MTs from the correct pole (Knowlton et al., 2006; Ohi et al., 2003).
Figure 3 Abnormal MT-kinetochore attachments.

(A) Monotelic attachment. Only one of the two kinetochores in a pair of sister chromatids is attached to MTs from one spindle pole. (B) Syntelic attachment. Both kinetochores in a pair of sister chromatids are attached to MTs from the same spindle pole. (C) Merotelic attachment. One kinetochore is attached to MTs from two spindle poles.

At the end of prometaphase or during metaphase, the bi-oriented chromosomes congress and align on the metaphase plate, a center plate with equivalent distances from both spindle poles in the cell. This is mediated by MTs and their motor proteins (Foley and Kapoor, 2009).

1.2.3.3 Metaphase/anaphase

Prior to segregation in anaphase, all chromosomes need to be correctly attached to MTs from both spindle poles; even when there is only one chromosome that is not properly attached
to MTs, the cell will not execute anaphase. This is regulated by the SAC, which was first observed as a checkpoint in response to impaired spindle assembly during mitosis, but later found to monitor interactions between kinetochores and MT spindles rather than the spindle assembly itself (Hardwick et al., 1999; Hoyt et al., 1991; Musacchio and Hardwick, 2002; Taylor et al., 2004).

The most critical regulator for the onset of anaphase is the anaphase-promoting complex/cyclosome (APC/C), a large multiprotein E3 ubiquitin ligase that requires association with cdc20 to exert its mitotic function (Hwang et al., 1998; Morgan, 1999). When there are unattached kinetochores in metaphase, however, three SAC proteins, MAD2, BUBR1/MAD3, and BUB3, form a mitotic checkpoint complex (MCC) that concentrates at the free kinetochores in a MT motor-dependent manner and bind to cdc20. This binding prevents the cdc20-dependent APC/C activation, therefore inhibiting the onset of anaphase (Fang et al., 1998; Hardwick et al., 2000; Shannon et al., 2002; Sudakin et al., 2001; Wu et al., 2000).

As mitosis progresses, SAC proteins including MAD1 and MAD2 begin to disassociate from the kinetochores after MT attachment, freeing cdc20 and allowing APC/C activation (Hoffman et al., 2001; Howell et al., 2001; King et al., 2000; Maiato et al., 2004). These activated APC/C complexes can in turn ubiquitinate several protein substrates, leading to their degradation (Glotzer et al., 1991; Pfleger and Kirschner, 2000; Sudakin et al., 1995). Among all such substrates, securin and cyclin B are the most important ones for mitotic progression, due to the reason below.

The key event in anaphase is sister chromatid segregation; however, prior to anaphase onset, sister chromatid pairs are held tightly together by cohesions (Darwiche et al., 1999; Uhlmann et al., 1999). An enzyme called separase is responsible for cohesin cleavage. When it
is bound to cyclin B or securin (before satisfying the SAC), however, separase cannot exert its catalytic activities (Holland and Taylor, 2006; Holloway et al., 1993; Wirth et al., 2006; Zou et al., 1999). Therefore, not until the APC/C-dependent degradation of cyclin B and securin occurs is separase able to cleave cohesin and free the chromatids for their poleward movements needed for mitotic progression.

In summary, the SAC is constantly active in metaphase when there are unattached kinetochores present. When all kinetochores are attached to MTs from the proper spindle poles, the SAC is satisfied and anaphase is initiated by the activation of APC/C complexes. Chromosomes then segregate towards opposite poles, followed by spindle elongation and the movement of centrosomes away from each other.

MTs during metaphase are very dynamic in order to meet the need of the “search and capture” model; however, in anaphase, the MTs need to be stable, in order to provide the structural bases for chromosome segregation (Mallavarapu et al., 1999). Phosphatase cdc14, which is activated by separase, has been demonstrated to reduce MT dynamics by promoting the localization of MT-stabilizing proteins, therefore facilitating the poleward movements of sister chromatids (Higuchi and Uhlmann, 2005; Khmelinskii et al., 2007; Stegmeier et al., 2002).

1.2.3.4 Telophase

Telophase is the last step in mitosis, which is when chromosomes begin to decondense at the two poles and the nuclear envelopes begin to form around them utilizing the nuclear envelope fragments from the mother cell (Hernandez-Verdun and Gautier, 1994). Simultaneously, cytokinesis occurs to partition the mother cell cytoplasm into two daughter cells, which will be discussed in the next section of this chapter. The entire cell cycle is now
completed, and these daughter cells may start another round of the cell cycle in response to proper intrinsic or extrinsic cues.

1.3 CYTOKINESIS.

Cytokinesis is the final step of cell division, when one mother cell is split into two daughter cells by equal partition of cytoplasmic materials. This process is mediated by multiple cellular events, including formation of the cleavage furrow (CF) at the center of the dividing cell, formation of the contractile ring that produces forces needed for the CF ingression, and membrane trafficking events that deposit the new membrane materials at the interface between the two daughter cells.

The central spindles, comprising bundles of anti-parallel and overlapping MTs, have been reported to play vital roles in regulation of CF formation and ingression. As cytokinesis progresses, the central spindles become thinner and thinner, later developing into a compact structure termed the “midbody” near which the final abscission occurs, physically separating the mother cell into two daughter cells (Glotzer, 2004; Mastronarde et al., 1993).

1.3.1 CF formation

There are three models that have been proposed to explain how the CF forms during cytokinesis (Figure 4). The first model is the astral stimulation model (Figure 4A). In this model, astral MTs, which are non-central-spindle MTs that radiate from spindle poles, are thought to contain stimuli that trigger the CF formation during cytokinesis (Rappaport, 1961). The equatorial cortex that is in the center of a dividing cell is influenced by the astral MTs from both of the
spindle poles; therefore, the equatorial cortex contains the most signals to stimulate the formation of the CF. This model is supported by the classical torus experiment, where two spindles in one cytoplasm are sufficient to induce the formation of an additional CF in the absence of chromosomes (Rappaport, 1961; Rappaport, 1985).

The second model is the astral relaxation model (Figure 4B), in which the astral MTs are hypothesized to cause a reduction in cortical contractility (White, 2005). In this model, the cell cortex around the pole regions is thought to have a higher astral MT density than the equatorial cortex, thus containing more relaxation signals, and is less contractile than the equatorial area (Wolpert, 1960). This leads to the CF formation at the equatorial area. This astral relaxation model is opposite to the astral stimuli model, because the underlying assumptions for the distributions and densities of astral MTs in the dividing cells are different.

More recently, the third model: the central spindle model, seems to be more likely (Figure 4C). It is possible that the central spindles, which position at the center of the dividing cell, send certain signals to trigger the formation of the CF (Giansanti et al., 2001). This model is consistent with the report where the CF fails to form in cells that lack central spindles but maintain normal appearances of astral MTs (Adams et al., 1998; Somma et al., 2002). This central spindle model is challenged by other experiments, however, where cells depleted of key components of the central spindle regulators can still form CFs in *C. elegans* embryos, although these cells cannot complete cytokinesis (Jantsch-Plunger et al., 2000; Powers et al., 1998; Raich et al., 1998). Therefore, it is plausible that dividing cells utilize both the astral MT-dependent and the central spindle-dependent mechanisms to form the CF.
Figure 4 Models for CF formation.

(A) Astral stimulation model. MTs are hypothesized to positive signals ("+") that can trigger CF formation. The center part of the cell membrane is hypothesized to contain the highest density of MTs, as MTs from both spindle poles meet there, and CF formation can be initiated at the center part of cell membrane. (B) Astral relaxation model. MTs are hypothesized to contain negative signals ("-") that can reduce cortical contractility. The cell cortex around the pole regions is hypothesized to contain higher MT densities than the center part of the cell membrane, thus holding more relaxation signals allowing CF formation to initiate at the center part of the cell membrane. (C) Central spindle model. The central spindles in the center of the cell are hypothesized to signals to trigger CF formation ("+"), therefore the center part of the membrane receives the most signals to initiate the formation of CF.
Interestingly, Aurora B and its regulators, such as INCENP and survivin, have been reported to influence or induce the CF formation, although their exact roles remain unclear. Aurora B and its partners may function through regulating central spindle MTs to control the CF formation (Adams et al., 2000; Bolton et al., 2002; Cheeseman et al., 2002; Honda et al., 2003; Kaitna et al., 2000; Romano et al., 2003). Additionally, Aurora B has been recently reported to generate a “spatial phosphorylation gradient” at the center of the central spindles, through targeting to a subset of the MTs that activate Aurora B (Fuller et al., 2008). This creates a positive feedback loop to organize the MTs and to provide the spatial information needed for positioning the cleavage site in mammalian cells.

1.3.2 Contractile ring formation and contraction

The contractile ring is composed of F-actin and its motor protein myosin II, which generates the contractile forces for CF ingression. It has been suggested that central spindle formation may be required for contractile ring assembly, as the contractile ring does not form in *Drosophila* cells containing defective central spindles, consistent with its role in CF formation (Giansanti et al., 1998; Williams et al., 1995). Below I will introduce some general information on F-actin and myosin II first, followed by the possible mechanisms of contractile ring contraction during cytokinesis.

1.3.2.1 F-actin

As introduced in the first section, actin filaments (F-actin) are one type of the cytoskeletal structures that play critical roles in various cellular activities. These activities include cell
motility, cell migration, muscle contraction and cytokinesis (Pollard and Berro, 2009; Pollard and Cooper, 2009).

**The structures of F-actin**

G-actin (global actin) and F-actin (filamentous actin) are the two major forms of actins in the cell. F-actin is the polymer structure consisting of the G-actin subunits, which can polymerize or depolymerize at different ends to rapidly change its configuration and location (Wanger et al., 1985; Wanger and Wegner, 1985).

**Small molecule inhibitors of F-actin**

There are several groups of small molecules that can alter F-actin polymer structures. One such example is the phalloidins, which bind along the sides of the F-actin and stabilize the F-actin structure. Cytochalasins, on the other hand, bind to the plus-ends of the F-actin, and prevent the new subunits from adding to the existing F-actin (Cooper, 1987). These two molecules are frequently used in research. For example, the fluoro-labeled phalloidins can be used to visualize F-actin in fixed cells (Wulf et al., 1979), and the cytochalasins are used to depolymerize F-actin networks in cells.

**The actin nucleation proteins**

The key molecule to nucleate unbranched actin filaments is formin, which is associated with the fast-growing ends of the F-actin, the plus-ends (Goode and Eck, 2007). Formins are suggested to remain bound to the plus-end when new actin monomers are added to the same end, thereby preventing the binding of the other plus end-associated proteins which can potentially destabilize F-actin (Kovar and Pollard, 2004; Watanabe and Higashida, 2004). It has been demonstrated that formin can be activated by the GTPase RhoA, which turns off the auto-
inhibition mechanism of formin, therefore allowing polymerization of F-actin (Li and Higgs, 2005; Otomo et al., 2005; Wallar et al., 2006).

**The actin cross-linking proteins**

Besides nucleating proteins like formin, there are other molecules that affect the organizations and structures of F-actin. These include the proteins that organize actin filaments into the parallel bundles, such as α-actinin and villin (George et al., 2007; Pelletier et al., 2003), and the proteins that crosslink actin filaments into a gel-like network, such as filamin (Weihing, 1985).

There are three types of filamins identified in human cells, including the most abundant and widely distributed filamin A, the less broadly expressed filamin B, and the filamin C that is predominantly expressed in the muscle tissues (Stossel et al., 2001). Filamin A has been shown to cross-link actin filaments most potently; for example, even one filamin A dimer per actin is sufficient to induce actin gelation by facilitating the pointed ends of the actin filaments to intersect with the sides of other actin filaments (Brotschi et al., 1978). It has been demonstrated that in vivo filamin A is a dimer with two large polypeptides joined together at their C-terminus, and interacts with the F-actin through its actin-binding-domain located on its N-terminus (Weihing, 1985). In addition, at least 20 other binding partners of filamin A have been identified, most of which bind to the C-terminus of filamin A.

It is therefore not surprising that filamin A may be involved in various cellular events because of the diversity of its binding partners. For example, filamin A directly associates with β-integrin, which mediates the interactions between an adhesion cell and its extracellular matrix (ECM), and functions in related signaling and adhesion pathways (Calderwood et al., 2000; MacPherson and Fagerholm; Pfaff et al., 1998). In addition, filamin A can also bind to some
Rho family GTPases and their regulators and effectors, including RhoA, Rac, cdc42, a Rho kinase ROCK, and a guanine nucleotide exchange factor (GEF) Trio, suggesting possible roles for filamin A in the GTPase-related signaling pathways (Bellanger et al., 2000; Ohta et al., 1999; Pi et al., 2002; Ueda et al., 2003).

1.3.2.2 Myosin II, a major actin motor protein

Myosins are a superfamily of the F-actin motors that utilize ATP to generate power for movements of cargoes. More than 15 classes of myosins have been identified (Sellers, 2000), but I will only focus on the most relevant one to my research, myosin II, which was initially investigated to elucidate the muscle contraction mechanism, and was later found to also function in non-muscle cells.

The structure of myosin II

Before assembly of the contractile structure, myosin II is a dimer, consisting of two heavy chains and four associated light chains. The heavy chain is further divided into three domains: the globular head domain that associates with the F-actin and contains an ATPase as the motor domain, the neck domain that allows the interaction with the myosin light chain and provides a level arm to transduce the force generated by the motor domain, and lastly the tail domain that homodimerizes to form an α-helix coiled tail and interacts with cargoes (Hodge et al., 1992; Kelley et al., 1992; Maeda et al., 1991). There are two types of myosin light chains per heavy chain, one is the myosin essential light chain (MELC) and the other is the myosin regulatory light chain (MRLC), which wrap around the neck domain of the myosin heavy chain (Harrington and Rodgers, 1984).
The activities of myosin II rely largely on the phosphorylation status of the MRLC. For example, the monophosphorylation of the MRLC at Ser19 is reported to increase the stability of myosin II and to allow the interaction with F-actin, while the diphosphorylation of MRLC at both Ser19 and Thr18 can further stabilize myosin II, promoting its activities more efficiently than monophosphorylation (Ikebe and Hartshorne, 1985a; Ikebe and Hartshorne, 1985b; Ikebe et al., 1986).

**The regulation of myosin II**

As the activities of myosin II predominantly depend on the phosphorylation of the MRLC, the kinases and phosphatases for MRLC are therefore the most important regulators for myosin II. Many proteins are known to phosphorylate the MRLC in vitro and some in vivo, including the myosin light chain kinase (MLCK), the Rho kinase (ROCK), citron kinase, Aurora B, p21-activated kinase (PAK) and integrin-linked kinase (ILK) (Amano et al., 1996; Goeckeler et al., 2000; Matsumura et al., 2001; Muranyi et al., 2002; Yamashiro et al., 2003; Yokoyama et al., 2005), although only the first four kinases have been reported to be the relevant candidates for myosin II regulation during cytokinesis in cells, as described below (Chew et al., 2002; Eda et al., 2001; Kosako et al., 1999; Madaule et al., 1998; Poperechnaya et al., 2000; Yokoyama et al., 2005).

MLCK is found to localize at the CF and becomes activated before the ingression of the CF during cytokinesis (Poperechnaya et al., 2000). It is thought that Aurora B may phosphorylate MLCK in cells to inhibit the activity of MLCK, as it does in vitro (Dulyaninova and Bresnick, 2004). It is also suggested that Aurora B can directly influence the activities of myosin II by phosphorylating the Ser19 residue (Murata-Hori et al. 2002), therefore suggesting a possible crosstalk between central spindles and the contractile ring. ROCK, another MRLC
kinase, is also believed to play important roles in CF formation and ingression by the contractile ring, as inhibition of ROCK delays furrow ingression (Kosako et al., 2000). Citron kinase, another Rho effector, is localized at the CF in the mammalian cells (Eda et al., 2001). Overexpression of a constitutively active citron mutant is reported to result in abnormal contraction of the cortex, leading to cytokinesis failure (Madaule et al., 1998).

1.3.3 Models of contractile ring contraction

As introduced earlier, the contractile ring assembles at the CF during cytokinesis, which is primarily composed of actin filaments, myosin II and their regulators. The contractile ring is responsible for generating the forces needed for the CF ingression.

It is reported that the actin proteins found in the contractile ring during cytokinesis are predominately from the reorganization of the existing actin network, rather than the newly synthesized actin molecules (Cao and Wang, 1990), although the detailed mechanism of how the contractile ring contracts remains unknown. There are three models that try to explain the mechanism, which are summarized below (Figure 5).
Figure 5 Models for actin arrangement in the contractile ring and contractile force generation during CF ingression.

(A) Sliding filament model (sarcomere-like). Actin and myosin in contractile rings are hypothesized to organize and generate forces in a manner similar to sarcomeres of muscle cells. Actin filaments arrange into bundles while myosin are attached to the actin bundles. When myosin move towards the plus-ends of
actin filaments, the two sets of actin bundles are brought closer together, resulting in contraction. (B) Contraction of random oriented actin model. Actin filaments in contractile rings are hypothesized to display an irregular orientation. Myosin exerts forces using these randomly-oriented actin filaments, resulting in contraction. (C) Contractile unit model. Similar to the sliding filament model in that actin filament and myosin motors arrange into individual “contractile units” along the contractile ring, however within each unit, the organization of actin does not have to be anti-parallel. Depolymerization of actin is hypothesized to be the major cause of the ‘shrinkage’ of each contractile unit, therefore leading to the contraction of the whole ring.

The first model, which is the most classical model, is based on the specific organization of actin-myosin in the muscles, termed the sarcomeres (Figure 5A). It is thought that in the contractile ring during cytokinesis the F-actin and myosin II organize into sarcomere-like arrays and generate forces similar to the “sliding filament” theory, which describes how the myosin II molecules slide along the actin filaments in the sarcomeres during the muscle contraction (Schroeder, 1975). This model is reasonable, as the electron microscopy (EM) examinations of dividing cells have directly shown thin layers of the actin filaments and myosin in the contractile rings (Arnold, 1969; Kamasaki et al., 2007; Maupin and Pollard, 1986; Sanger and Sanger, 1980; Schroeder, 1968; Schroeder, 1970; Schroeder, 1972; Takiguchi, 1991; Tucker, 1971).

Besides the first model, there are two alternative models that propose the non-sarcomere-like organizations of the actin filaments in contractile rings during cytokinesis. In the second model, the actin proteins are thought to form irregularly-oriented homogenous bundles, and myosin II generates the forces utilizing these actin filaments (Figure 5B) (Kruse et al., 2001; Kruse and Julicher, 2000; Kruse and Julicher, 2003; Tanaka-Takiguchi et al., 2004). In the third model, the contractile forces are hypothesized to come from the depolymerization dynamics of the actin filaments in the contractile ring (Zumdieck et al., 2007). This model is furthered by the
concept of “contractile units”, which was proposed to explain the proportionality observed between the initial ring size and the constant constriction rate. These contractile units are shortened at a steady rate by actin depolymerization during the CF ingression (Figure 5C) (Carvalho et al., 2009).

### 1.3.4 Abscission

During the progression of cytokinesis, the CF continues to ingress while the contractile ring keeps contracting, until only a thin canal is left connecting the two daughter cells. This canal structure contains the midbody, providing a platform for binding of many abscission-related proteins, as more than 100 proteins have been identified at the midbody by proteomic studies, including the regulators for the MTs, the actin filaments and membrane trafficking proteins (Eggert et al., 2006; Skop et al., 2004), which all may contribute to the final abscission of the cell.

In order to execute abscission, F-actin in the contractile ring needs to disassemble. This is thought to be controlled by the inactivation of its upstream regulator RhoA, as the RhoA activating nucleotide exchange factor ECT2 was observed to gradually decrease, at the same time as cellular progression through cytokinesis (Chalamalasetty et al., 2006; Saito et al., 2004; Simon et al., 2008).

#### 1.3.4.1 Three models of abscission

Although the exact mechanism of abscission is not fully understood, there are three models for the possible mechanisms of abscission (Figure 6). The first model is the mechanic rupture model, which describes an abrupt rupturing of the canal when the two daughter cells
migrate away from each other, exerting enough traction forces on the canal that it breaks (Figure 6A). This rupture event results in membrane holes that are hypothesized to be closed using mechanism similar to the cellular wound healing process, as is supported by the observation that the similar molecules are required for both abscission and healing of single-cell/multicellular wounds (Bement et al., 1999; Benink and Bement, 2005; Darenfed and Mandato, 2005).

The second model is based on plasma membrane constriction (Figure 6B). In this model, a spiral filament plays a key role in mediating the membrane curvature, and eventually leading to abscission (Hanson et al., 2008; Wollert et al., 2009).

The third model is a membrane deposit/fusion model where membrane-containing vesicles derived from the endocytosis and/or secretory pathways involving Golgi/ER systems, are deposited near the midbody and vesicles are fused together to separate the two daughter cells (Figure 6C), which is discussed below.

1.3.4.2 The membrane trafficking and deposit/fusion in cytokinesis

Membranes and vesicle trafficking have recently been demonstrated to be essential for completion of cytokinesis, especially in the third model proposed above, as secretory vesicles and the endocytosis vesicles are observed at abscission regions. For example, a yeast protein complex, the exocyst, that is responsible for the delivery of secretory vesicles to the plasma membrane, is observed to localize at the divisional site. Furthermore, knockdown of the exocyst is reported to cause abscission defects (Fielding et al., 2005; Gromley et al., 2005), indicating a possible role for the secretory pathways in cytokinesis.
Figure 6 Models for abscission.

(A) Mechanic rupture model. At the end of cytokinesis, two daughter cells migrate away from each other, exerting forces on the “canal” between them, therefore resulting in an abrupt rupture of the canal to physically separate daughter cells. This leaves ‘holes’ on the membrane at the broken parts, which will be closed using mechanisms similar to the wound-healing process. (B) Plasma membrane ingression model. Both sides of the cortical membrane near the midbody bend until they meet each other, followed by membrane fusion to generate two separated daughter cells. (C) Membrane deposit and fusion model. Membrane-containing vesicles, derived from the endocytosis and/or secretory pathways involving Golgi/ER systems, are deposited near the midbody. These vesicles fuse together and separate daughter cells.

In addition to the secretory pathways, endosome recycling appears to also be involved in cytokinesis. For example, inhibition of dynamin, a protein that functions in the clathrin-coat-
dependent endocytosis, results in defects in the CF ingression during cytokinesis (Konopka et al., 2006; Thompson et al., 2002). Additionally, in Drosophila embryos, the F-actin and the membranes are reported to form a unit, which is recruited to the ingressing CF during cytokinesis, via the endosome-derived vesicles along the central spindles (Albertson et al., 2008), confirming a possible relationship between the membrane trafficking and the completion of cytokinesis.

1.3.5 The checkpoint during cytokinesis

Similar to the mitotic checkpoint SAC, there is a cytokinesis checkpoint used to ensure the accurate segregation of chromosomes at the last step of cell division, known as the abscission checkpoint. This checkpoint was first identified in yeast in 2006, and was named as “NoCut” pathway (Norden et al., 2006). Recently in 2009, further research has indicated an Aurora B-dependent pathway as the abscission checkpoint in mammalian cells, similar to the yeast NoCut pathway, with some minor differences (Steigemann et al., 2009).

Both of the yeast NoCut and the mammalian abscission checkpoint pathways seem to respond to the presence of the DNA that are present in the middle of the divisional site during cytokinesis, most of time in the form of anaphase DNA bridges. There are several defective events in the earlier stages of mitosis that can contribute to the anaphase DNA bridge formation, including the incomplete chromosome decatenation (Chan et al., 2007), dysfunctional telomeres (Maser and DePinho, 2002; Stewenius et al., 2005) and the dicentric chromosomes (Acilan et al., 2007), indicating the necessity and importance of this abscission checkpoint.

In the NoCut pathway, the yeast homolog of Aurora kinase Ipl1 is activated by the unsegregated chromosomes, which delays the abscission by targeting the two anillin-like
proteins to the bud neck (Norden et al., 2006). Final completion of cytokinesis is postponed, therefore allowing more time for this yeast to resolve the lagging DNA bridges at the divisional site. The physiological significance of this checkpoint is thought to be to prevent the premature cutting through the chromosomes, which may lead to the DNA damage and harm the cell (Norden et al., 2006). Further investigation revealed the key trigger for the NoCut pathway is the interaction between chromatins and Ipl1, involving Ahc1, a histone acetyltransferase component, therefore suggesting that the lagging chromatin may need to be acetylated to trigger the NoCut response by interacting with Ipl1 (Kelly et al., 2007; Mendoza et al., 2009).

The abscission checkpoint, which is conserved with the yeast NoCut pathway, has been recently identified in the mammalian cells, with Aurora B kinase being the key regulator. It is demonstrated that the lagging chromosomes during cytokinesis sustain the activities of Aurora B, therefore delaying the abscission and also preventing the CF regression by phosphorylating a MT kinesin, MKLP1, to stabilize the contractile ring structure (Steigemann et al., 2009). It is interesting to note that in yeasts, the NoCut pathway prevents the premature abscission, whereas in mammalian cells, the NoCut-like abscission checkpoint prevents the CF regression and tetraploidization. More details of these pathways need to be elucidated, which will contribute to our current knowledge of the cytokinesis checkpoints.

1.4 CYTOKINESIS FAILURE, TETRAPLOIDIZATION AND TUMORIGENESIS.

As mentioned previously, each step of the cell cycle is strictly regulated; in addition, there are checkpoints present to monitor and/or cope with potential damages or mistakes. However, sometimes cells may still exhibit defects (DNA damage, missegregation of chromosomes, etc.)
that they fail to overcome, therefore generating abnormal or problematic outcomes. One such example is when a cell fails in cytokinesis, resulting in a binucleated cell, meaning one cell that contains two nuclei. This cell contain double amount of the genetic materials, therefore it is also a tetraploid cell.

1.4.1 Tetraploidization formation

Cytokinesis failure is the most common pathway that can generate tetraploid cells, but it is not the only one, as tetraploidization may also arise from other defects, including the defective DNA replication or damage repair pathways, and other physiological-relevant mechanisms, as discussed below.

1.4.1.1 Tetraploidization from divisional defects and cytokinesis failure

Cytokinesis failure can occur due to defective cytokinesis machinery, such as disassembly of the contractile ring components, or in response to errors during chromosome segregation. One such example of the latter is the chromosome nondisjunction, when chromatid pairs fail to separate properly, triggering CF regression and cytokinesis failure, and resulting in tetraploid progeny (Shi and King, 2005).

Other examples of chromosome segregation defects that can potentially lead to cytokinesis failure include lagging chromosomes, which may be a result of chromosomes with merotelic kinetochore attachments in an earlier stage of mitosis, and anaphase bridges, which arise from chromosomes containing two centromeres (Acilan et al., 2007; Shi and King, 2005).
1.4.1.2 Tetraploidization from DNA replication defects

It has been suggested that defects in DNA replication or damage repair pathways may also hinder cytokinesis, thus generating tetraploid cells. One piece of supporting evidence comes from the fact that a DNA replication initiation complex component Orc6 and a DNA damage repair factor BRCA2 are both localized to the CF in mammalian cells, and the elimination of these proteins results in abnormal cytokinesis and tetraploid daughter cells (Daniels et al., 2004; Prasanth et al., 2002).

1.4.1.3 Tetraploidization from other mechanisms

Some other pathways to generate tetraploid cells are found in physiological conditions, such as endoreplication and cell-cell fusion. Endoreplication, or endomitosis, describes a cell undergoing more than one round of DNA replication without cell division (Zimmet and Ravid, 2000). This process is an essential step for megakaryocyte maturation, which will be discussed in Chapter III. Cell-cell fusion is observed during the development of liver tissues, in order to generate terminally differentiated polyploid cells (Duelli et al., 2005; Ogle et al., 2005).

1.4.2 Tetraploidy and tumorigenesis

Having extra nuclei might not interfere with the interphase functions of cells, however, it becomes intrinsically hard for these cells to accurately separate their chromosomes during mitosis, as they contain not only doubled amounts of chromosomes, but sometimes also doubled number of centrosomes, which may cause multipolar spindle (MPS) formation and erroneous cell division.
Tetraploidy is conventionally believed to associate with tumorigenesis for many reasons. The first evidence is that tetraploid cells have been observed in a variety of human solid tumors by flow cytometry and cytogenetic studies, (Dutrillaux et al., 1991; Ewers et al., 1984; Kallioniemi et al., 1988; Wijkstrom et al., 1984). In addition, tetraploidy is considered to be one of the early events during tumor formation, and may lead to chromosomal instability and aneuploidy (Galipeau et al., 1996; Olaharski et al., 2006). Furthermore, *in vitro* experiments and computer modeling have confirmed that tetraploidy can serve as an intermediate towards aneuploidy through the loss and gains of chromosomes (Andreassen et al., 1996; Shackney et al., 1989). Therefore, this information allows researchers to hypothesize that tetraploidy can lead to tumorigenesis, possibly through generating aneuploid progenies.

This hypothesis is supported by an *in vitro* experiment, where tetraploid cells generated by cell-cell fusion can undergo transformation (Duelli and Lazebnik, 2007; Duelli et al., 2007). More convincingly, recent effort has been devoted to directly testing this hypothesis by using xenograft models. A strong support comes from a direct observation that malignant mammary epithelial tumors develop when tetraploid cells generated by blocking cytokinesis in p53/- mammary epithelial cells are subcutaneously transplanted into nude mice (Fujiwara et al., 2005). Furthermore, another group of researchers have also demonstrated that the tetraploid Rat1a cells generated by overexpressing a c-Myc downstream target, after inoculation into immune-compromised mice result in rapid and large tumor formation (Li et al., 2008). Similarly, a recent study also demonstrates aggressive mammary tumor growth in nude mice, after they were injected with sorted tetraploid cells that were obtained from Aurora B-overexpressing murine epithelial cells (Nguyen et al., 2009). These data all agree with the hypothesis that tetraploidy leads to tumorigenesis.
1.4.3 How does tetraploidy lead to tumorigenesis

As tetraploidy has been demonstrated to cause tumorigenesis, one must be wondering how exactly tetraploid cells induce and/or facilitate tumor formation, which will be discussed in the remaining part of this section.

1.4.3.1 Tetraploidy and DNA damage

Tetraploid cells have been reported to exhibit DNA damage such as DNA breakages on the chromosomes. For example, when compared with the diploid controls, a higher frequency of γ-H2AX foci, a DNA double strand break (DSB) marker, has been observed in human tetraploid fibroblasts, indicating more DNA damage in these tetraploid cells (Fujiwara et al., 2005; Hau et al., 2006).

Why tetraploidy leads to DNA damage is not known, but some hypotheses have been proposed to explain these observation. The first is the possibility that having a doubled number of the nuclei (2 versus 1) can cause twice the amount of the spontaneous DNA damage in cells, which may then overwhelm the DNA damage repair system (Storchova et al., 2006), thus resulting in more DNA breaks if left unrepaired; although this hypothesis is challenged by the possibility that the DNA damage repair proteins may also be expressed twice as much. Therefore, there is another potential explanation for the DNA damage in tetraploid cells. Due to chromosomal instability, proteins that are essential for the DNA damage repair pathways can be suppressed or even missing, by the heterozygosity of the chromosomes containing their respective gene locus, leaving unfixed DNA damage accumulate overtime. As DNA damage, especially DSB, is relevant to my studies, I will briefly discuss the cellular responses to DNA damage.
DNA damage response

DNA damage in cells can arise from intracellular or extracellular cues. The intracellular cues include inaccurately replicated DNA, and reactive oxygen/nitrogen species, which are byproducts from the natural metabolic pathways (Wiseman and Halliwell, 1996). The extracellular cues include ionizing radiation (IR), ultraviolet (UV) light and reactive chemicals (Iliakis et al., 2003; Orren et al., 1995; Sorenson and Eastman, 1988a; Sorenson and Eastman, 1988b). If unfixed, these DNA changes may alter the genetic materials and interfere with normal cell division, therefore there are multiple DNA damage monitoring and repair systems in cells, which can sense and fix the problems, and hinder or resume cell cycle progression accordingly.

There are three major components of the DNA damage monitoring system, including sensors, transducer, and effectors. The sensors detect DNA damage, sending signals through the transducers, and finally triggering the effectors to take action, arresting the cell cycle, and allowing more time to repair the damaged DNA.

Two important effector proteins in DSB monitoring pathways include p53 and the cdc25 family of phosphatases. p53 is the most classical tumor suppressor protein, which also plays a central role in the DNA damage monitoring system, and decides the fate of the cell: either arrest in the cell cycle, or cell death (Giaccia and Kastan, 1998; Prives and Hall, 1999; Vousden, 2000). The protein expression levels and activities of p53 are regulated by post-transcriptional modifications, such as phosphorylation and acetylation (Appella, 2001; Appella and Anderson, 2001). In normal conditions, the level of p53 is kept low due to an Mdm2-dependent ubiquitylation and degradation pathway (Liang and Clarke, 2001; Marine and Lozano). Upon DNA damage, p53 is phosphorylated at Ser15, which results in inhibition of p53’s interaction with Mdm2, therefore stabilizing p53 (Banin et al., 1998; Canman et al., 1998; Shieh et al.,
One key transcriptional target of p53 is p21, which can inhibit cyclin D/cdk4, cyclin A/cdk2 and cyclin E/cdk2 complexes, and arrest cells prior to entering S phase (el-Deiry et al., 1994), as introduced previously in the “CELL CYCLE” section of this chapter. This cell cycle arrest is critical to allow enough time for the DNA damage repair system to function, hence preventing cells from replicating the damaged DNA, and ensuring the high fidelity of the inheritance of the genetic materials in cells.

Cdc25 phosphatases are the other family of the effector proteins. Upon DNA damage, cdc25 proteins are phosphorylated at inhibitory sites by chk1 and chk2, which are activated in an ATM-dependent manner (Chaturvedi et al., 1999; Matsuoka et al., 1998; Peng et al., 1997; Sanchez et al., 1997). This leads to an inhibition of cdc25 phosphatase activities, therefore suppressing the activities of the cyclin B complexes, by maintaining the inhibitory phosphorylation at the Tyr15 residue on cyclin B, therefore arresting cells at G2/M transition (Furnari et al., 1997).

While cell cycle is arrested by the above-mentioned effectors, DNA damage repair pathways are activated, however those pathways are beyond the scope of my research, thus will not be discussed.

1.4.4 Tetraploidy, aneuploidy and chromosomal instability

Although the exact mechanism through which tetraploid cells cause tumor formation remains unknown, it is suggested that aneuploidy and/or chromosomal instability that arises from tetraploid cell division might mediate this mechanism (Lengauer et al., 1997; Thompson and Compton, 2008). Chromosomal instability is defined as the accelerated rate of chromosome gains or losses, leading to aneuploidy, a state that describes cells having an abnormal
chromosome number. Aneuploidy is often found in cancer cells and is believed to facilitate tumor formation (Weaver and Cleveland, 2006). Intuitively, gaining more copies of oncogenes, whose protein products favor cell proliferation, or losing gene copies of tumor suppressor genes, whose protein products block cell division, can contribute to the hyper-proliferation of cells, by altering the expression of the relevant proteins. Examples of these two categories of proteins are discussed below.

1.4.4.1 Oncoproteins

There are different types of oncoproteins that have been identified to promote cell proliferation and transformation, including various mitogens, kinases, GTPases and transcription factors. It has been conventionally accepted that cancer results from a series of gene mutations, some of which convert proto-oncogenes to actively expressed oncogenes, which can be transcribed and translated into oncoproteins. c-Myc is one of the most classical and relevant oncoprotein for my studies, which functions as a transcription factor.

The c-Myc gene has been reported to be amplified in various human cancers, including breast carcinomas, lung carcinomas, and colon carcinomas, in addition, c-Myc protein has been found to be overexpressed in almost 1/3 of colon and breast carcinomas, as well as other cancers including cervical carcinomas, osteosarcomas, glioblastomas, and myeloid leukemias (Augenlicht et al., 1997; Erisman et al., 1985; Escot et al., 1986; Little et al., 1983; Mariani-Costantini et al., 1988; Melhem et al., 1992; Munzel et al., 1991). A well-known example is the Burkitt’s lymphoma (BL), in which the activated c-Myc functions as a key factor. It has been found that chromosome 8, which contains the c-Myc locus, can undergo translocation with chromosome 14, 2, and 22, which contain the immunoglobulin (Ig) heavy chain locus, resulting in
the juxtaposition of c-Myc to the Ig locus, which is responsible for BL (Casares et al., 1993; Crews et al., 1982; Dalla-Favera et al., 1982; Shen-Ong et al., 1982; Taub et al., 1982).

As it is largely associated with various tumors, c-Myc has gained a lot of attention from cancer researchers in the past 28 years. Although how exactly c-Myc causes and/or facilitates tumor formation still remains a mystery, there are some hypotheses trying to elucidate the role(s) for c-Myc in tumorigenesis.

One hypothesis is that, c-Myc may increase the general protein expression rates, by up-regulating the expression of proteins that are involved in the transcription or translation machineries, such as RNA polymerases, ribonucleases, and rRNA-modifying enzymes, just to name a few (Gomez-Roman et al., 2006; Schlosser et al., 2003). In addition, as more and more downstream targets of c-Myc have been identified, some of the c-Myc targets have shown the capability to recapitulate multiple genomic instability phenotypes similar to c-Myc, indicating other possible mechanisms mediating the tumorigenesis process caused by c-Myc (Li et al., 2008). One such mechanism is through up-regulating a c-Myc downstream target protein GpIbα and causing cytokinesis failure and tetraploidization, which I will discuss in the Chapter III.

1.4.4.2 Tumor suppressor proteins

In contrast to oncoproteins, tumor suppressor proteins function as negative regulators of cell proliferation, among them the most classical one is p53, which is a multi-functional protein that is known as “guardian of the genome”. Diverse roles of p53 in cells include directly functioning in DNA damage monitor pathways, as discussed earlier in this section, and more generally, acting as a transcription factor. Numerous targets regulated by p53 have been identified, ranging from proteins involved in cell cycle control, immune response, motility, migration, cell death, senescence, to factors functioning in DNA metabolism and energy
metabolism (Olovnikov et al., 2009; Polager and Ginsberg, 2009; Roger et al., 2006). For example, p53 can either transcriptionally suppress the synthesis of proteins that can promote cell proliferation, such as c-Myc and survivin (Hoffman et al., 2002; Sachdeva et al., 2009), or transcriptionally up-regulate the synthesis of proteins that can inhibit cell cycle progression, such as p21, a classical cyclin kinase inhibitor (CKI) discussed in the “CELL CYCLE” section of this chapter, therefore p53 tend to inhibit cell proliferation (Dulic et al., 1994; el-Deiry et al., 1994).
2.0 CHAPTE R II. MITOTIC SLIPPAGE IN NONCANCER CELLS INDUCED BY A
MICROTUBULE DISRUPTOR, DISORAZOLE C1.

Figures 7, 8B, 11A, 12, 13A, C, D, 14, 15, 16, 17A, B, C, 18 have been published in (Xu et al.)

2.1 INTRODUCTION

As discussed in Chapter I, various compounds can inhibit the dynamics of MTs by depolymerizing or hyper-stabilizing MTs, therefore interfering with the normal processes of cell division. Hence these compounds can be used to hinder the uncontrolled proliferation of tumor cells in cancer patients; in fact, many of these compounds are either in clinical trials or on the market already as anticancer drugs. For example, taxol is commercially available to treat breast, lung, bladder and head and neck cancers (Rowinsky et al., 1990), while vinblastine and other vinca alkaloids are used in the treatment of leukemia, lymphoma, small cell lung, breast cancer, and other malignancies (Rowinsky and Donehower, 1991). Although these drugs are effective in certain cancer patients, more anticancer drug candidates are still in great demand, due to intrinsic and acquired resistance to existing drugs, and cytotoxic effects of current therapies.

Disorazoles are a family of 29 macrodiolides identified from the fermentation broth of myxobacteria Sorangium cellulosum (Jansen, et al. 1994), a strain of the gram-negative “slime bacteria” that glide or walk on their hosts in the soil, rotting plants and animal dung
(Reichenbach, 2001). Besides the disorazoles, Sorangium cellulosum also produce other metabolites, such as epothilones (Altaha et al., 2002; Trivedi et al., 2008), tubulysins (Sasse et al., 2000), chondramides (Rachid et al., 2006), just to name a few. It is interesting to note that among these metabolites, disorazoles and tubulysins are newly-identified MT inhibitors (Hopkins and Wipf, 2009; Sasse et al., 2000), while epothilones are one type of MT stabilizers that are currently in the clinical trials (Kuppens, 2006). It remains unknown why the myxobacteria Sorangium cellulosum generate these different compounds during fermentation, which can interfere with the structure and dynamics of MTs; and while beyond the scope of the current study, it may be intriguing to study the reason behind this biological phenotype and its impact on the evolutionary adaption of Sorangium cellulosum.

Among the 29 disorazoles, disorazole A1 is the major component which contributes to approximately 70% of the relative mass of all disorazoles isolated from Sorangium cellulosum (Jansen, et al. 1994). Disorazole A1 has been demonstrated to inhibit MT polymerization, therefore arresting cells at M phase and inducing apoptosis in various cancer cell lines at the picomolar concentrations (Elnakady et al., 2004).

Disorazole C1, which will be referred to as DZ for the rest of my thesis, is a very rare component of the fermentation products of Sorangium cellulosum; however, it receives more attention from researchers, probably due to its higher therapeutic potential, as DZ does not contain the chemically reactive divinyl oxirane and (E,Z)-dienyl oxazole moieties, which disorazole A1 has (Wipf and Graham, 2004; Wipf et al., 2006) (Figure 7). Several research groups have reported different strategies to chemically synthesize DZ (Wipf and Graham, 2004), thus making further biological studies of DZ feasible, despite DZ’s extremely low yield in the natural fermentation products of Sorangium cellulosum.
Figure 7 Chemical structures of disorazole A₁ and disorazole C₁ (DZ).

In a preliminary small-molecule screen, DZ has been shown to depolymerize MTs and to induce mitotic arrest (Wipf et al., 2006). In a follow-up study, Tierno et al. have demonstrated that DZ might bind to tubulin subunits at a unique site, which is distinct from the known vinca-binding site, and blocking the polymerization of the MTs (Tierno et al., 2009). DZ has also been observed to cause apoptosis and premature senescence in certain cancer cell lines (Tierno et al., 2009; Wipf et al., 2006). All of this research has been focused on the responses of cancer cells to DZ, but no results were obtained yet to compare the responses to this compound in noncancer cells with those in cancer cells. Therefore in my studies I investigated noncancer cells’ responses to DZ, and contrasted the different fates of cancer and noncancer cells after the treatment of DZ.
2.2 RESULTS

2.2.1 DZ depolymerizes MTs, causing mitotic arrest and inhibiting cell proliferation

Generally speaking, MT depolymerizers, when applied to cells, can exhibit two classical features: mitotic arrest and proliferation inhibition, which are both associated with their ability to interfere with the structures and dynamics of MTs. Therefore, as a newly synthesized MT disruptor, DZ was examined for these classical effects, by using cultured human cancer and noncancer cells.

2.2.1.1 DZ depolymerizes MTs from their plus-ends in both cancer and noncancer cells

In order to visualize the MTs in cells, immunofluorescence was employed with antibodies against α-tubulin. An oral squamous cell carcinoma cell line UPCI:SCC103 (a gift from Dr. Susanne Gollin, University of Pittsburgh) was used as a representative for cancer cells, and a retinal pigmented epithelial cell line immortalized by human telomerase reverse transcriptase (RPE-hTERT) was used as a representative for noncancer cells. Both of these two cell lines were treated with DZ, at concentrations close to DZ’s IC₅₀S, as determined by different cell lines (Tierno et al., 2009). As demonstrated in Figure 8A, DZ depolymerized the MTs in both cancer and noncancer cells, with a similar effectiveness and severity, suggesting that DZ can interfere with the MTs in both cancer and noncancer cells.
Figure 8 DZ depolymerizes the MTs in both cancer and noncancer cells, in a time- and dose-dependent manner, and this depolymerization is from the plus-ends of the MTs.

(A) The UPCI:SCC103 cells (cancer cells) and the RPE-hTERT cells (noncancer cells) were treated with 10 nM of DZ for 1 hour before fixation. Cells were stained with the antibodies against α-tubulin to visualize the MTs (green). The nuclei were labeled by DAPI (blue). (B) Left: before the DZ treatment, the MTs were intact in the RPE-hTERT cells, where the plus-ends of the MTs reached the vicinity of the boundary of a cell. Right: after the DZ treatment, the plus-ends of the MTs depolymerized, and could no
longer reach the boundary of the cell. (C) Top: The UPCI:SCC103 cells were treated with different doses of DZ for 1 hour before fixation. Bottom: The A549 cells were treated with 2nM of DZ for different times before fixation. Bottom right: The A549 cells were treated with vinblastine for 72 hours. The cells were stained with the antibodies against α-tubulin to visualize the MTs (green). The nuclei were labeled by DAPI (blue).

Next, I examined which ends of the MTs were disrupted by DZ. Immunofluorescence data revealed that in all cell lines tested, including RPE-hTERT, UPCI:SCC103, a human lung adenocarcinoma cell line A549, and a monkey kidney cell line COS-7, the MTs seemed to depolymerize from the plus-ends (Figure 8B). This result is not surprising, because the minus-ends of MTs in cells are normally embedded in the centrosomes, therefore are less dynamic than the plus-ends of MTs, which can be easily influenced by small inhibitory compounds such as DZ.

Lastly, DZ’s ability to depolymerize MTs was demonstrated to be both concentration-dependent and time-dependent. As indicated in Figure 8C, higher concentrations of DZ resulted in fuller depolymerization of MTs; similarly, longer exposures of DZ also led to more complete depolymerization. It is worth noting that after a complete disruption of MTs, some α-tubulin stained structures seemed to accumulate around the nuclei, forming bundles. This phenotype was not DZ-specific, as the vinblastine-treated cells also demonstrated the similar bundle-like MT structures around the nuclei (Figure 8C). Furthermore, this observation was also consistent with data reported in an earlier literature for other tubulin inhibitors (Kruczynski et al., 1998), suggesting that after disruption by small inhibitory molecules, MTs might organize into these perinuclear structures in cells.
2.2.1.2 DZ-caused depolymerization is mostly irreversible

Some MT inhibitors exhibit reversible effects, while some others are irreversible after application. Therefore I tested whether the depolymerizing effects of DZ on MTs could be reversed after wash-out, in both RPE-hTERT and UPCI:SCC103 cells. A known reversible MT inhibitor nocodazole was used as a control.

After drug treatments, cells were washed for three times with the drug-free medium, and released for up to 6 days, immunofluorescence analyses was then performed to determine the integrity of MT structures after the release. As shown in Figure 9A, B, the nocodazole-treated cells restored their MT networks at day 3, which looked almost exactly the same as the astral organization of MTs in the untreated cells, while the DZ-treated cells did not show recover at day 3. Even at day 6, the RPE-hTERT cells released from DZ treatment contained only several short MT filaments that are bundled together near the nuclei, but these MTs were not organized into any meaningful structures that can be close to a normal MT network. Therefore, these data suggest that the depolymerizing effect of DZ on MTs was mostly irreversible in both cancer and noncancer cells, which may be a result of irreversible binding of DZ to MTs in these cells.
Figure 9 The depolymerization effect of DZ on the MTs is mostly irreversible, in both the cancer and noncancer cells.

(A) The UPCI:SCC103 cells were treated with 25 nM of nocodazole or 25 nM of DZ for 1 hour, followed by three washes with the drug-free medium, and released for 1 day or 3 days. The cells were then fixed and stained with the antibodies against α-tubulin to visualize the MTs. (B) The RPE-hTERT cells were subjected to the same treatment as in (A). Bottom right: 6 days after the release from the DZ treatment, longer strings of the MTs appeared around the nuclei of the RPE-hTERT cells, but they were not organized into the normal MT network.
2.2.1.3 DZ’s effect on the in vitro polymerized MTs that are stabilized with taxol

DZ has been demonstrated to depolymerize MTs from their plus-ends in mammalian cells, therefore its effects on MTs polymerized in vitro were also analyzed. As shown in Figure 10A, the in vitro polymerized MTs were typically straight linear elements with no curving, and they were not as long as the MTs in mammalian cells. When DZ was added, these strings appeared almost unaffected, although some of them might be slightly shorter than the controls. To conclude these results, DZ’s effects on the MTs polymerized in vitro were much less than its dramatic effects on the MTs in mammalian cells, in fact the in vitro polymerized MTs were almost unaffected by the addition of DZ.

A possible explanation for this large difference in DZ’s effects on MTs is that in vivo (cell) experiments and in vitro experiments were performed at different temperatures and contained different buffers. Therefore, I conducted another in vitro experiment, which was similar to the previous one, but changed the temperature and buffers to mimic the in vivo (cell) experiments. It seems that this new protocol interfered with the normal in vitro polymerization of MTs, as the number of MT short strings was significantly reduced when compared with the experiment done with the standard protocol. However, my preliminary data still appeared to be similar to the previous findings, which were that the DZ-treated MTs were almost identical but maybe a little shorter than the DMSO-treated controls (Figure 10B), suggesting that the temperatures and buffers may not be the explanation for the different effects of DZ observed in vitro and in vivo (cell).
Figure 10 DZ exerts little effect on the MTs polymerized in vitro when stabilized by taxol.

(A) *in vitro*-polymerized MTs. Left: the MTs were polymerized *in vitro*. Middle: the MTs were polymerized *in vitro*, and then treated with DMSO for 30 minutes. Right: the MTs were polymerized *in vitro*, and then treated with 100 nM of DZ for 30 minutes. (B) Similar experiments as in (A), except for using the UPCI:SCC103 culture medium instead of the general buffer in the standard protocol, and using 37°C instead of the room temperature. (C) Left: The UPCI:SCC103 cells treated with 100 nM of DZ demonstrated almost completely depolymerized MTs. Right: The UPCI:SCC103 cells that were pre-treated with taxol, and then treated with 100 nM of DZ, demonstrated the disrupted, but not completely depolymerized, MTs. Cells were fixed and stained with the antibodies against α-tubulin to visualize the MTs.

These distinct effects on MTs observed in cells and *in vitro* after DZ treatment might actually originate from different stabilization properties of DZ in these two systems. For
example, cells may metabolize DZ, whereas *in vitro*, DZ may become unstable in the environment needed for the *in vitro* MT polymerization reaction.

In addition, it is worth noting that taxol, a MT stabilizer, was required in the *in vitro* MT polymerization protocol, but was not added in the *in vivo* (cell) experiment. Therefore the different effects of DZ between the *in vitro* and *in vivo* (cell) experiments may be explained by a hypothesis that taxol hyper-stabilized the MTs polymerized *in vitro* and canceled the depolymerizing effect of DZ. To test this, UPCI:SCC103 were pre-treated with taxol before the addition of DZ. Interestingly, the taxol-stabilized MTs in UPCI:SCC103 cells seemed to be less affected by DZ, as demonstrated by the residual short MT filaments in these cells, which looked like a shrank structure of the normal star-like MT network, compared with the complete disruption of MTs found in UPCI:SCC103 cells that were only treated with DZ (Figure 10C). These data support the hypothesis that taxol may interfere with the effects of DZ on MTs, hence generating the different results in the *in vitro* and *in vivo* (cell) experiments.

Another possibility to explain the different effects of DZ between the *in vitro* and *in vivo* (cell) experiments is that, although the same concentrations of DZ were added to the cells and to the *in vitro* polymerization reactions, the effective concentrations of DZ on MTs might not be the same. For example, the cells might absorb and keep accumulating this compound in the cytoplasm, therefore ending up with a higher effective concentration of DZ than what was added initially, however the effective concentration in the *in vitro* reactions would be the same as what was added initially, hence the MTs in cells were affected more severely, than the MTs in the *in vitro* experiments.
2.2.1.4 DZ causes mitotic arrest in cancer cells and noncancer cells

DZ has been shown to potently disrupt the MTs in both RPE-hTERT and UPCI:SCC103 cells, therefore DZ would presumably arrest these cells at M phase, because cell division can not proceed without intact MTs. Hence, the mitotic indices were examined by 4,6-diamidino-2-phenylindole (DAPI)-stained nuclei, before and after DZ treatment, using both RPE-hTERT and UPCI:SCC103 cells. The condensed bright nuclei indicate cells in mitosis, while the decondensed oval-shaped nuclei indicate cells in interphase (Figure 11A).

A classical method to determine the mitotic index is to count cells at random areas on a coverslip, and divide the number of the mitotic cells by the total number of the cells counted. As expected, increases in the mitotic indices were observed in both RPE-hTERT and UPCI:SCC103 cells after 16 hours treatment of DZ, indicating that cells are arrested in mitosis after DZ exposure (Figure 11A). It is interesting to note that the fold changes of the mitotic indices in both cell lines are almost identical. This may be related to the previous observation that DZ seemed to disrupt MTs at a similar level in both RPE-hTERT and UPCI:SCC103 cells, therefore might causing a comparable level of damages to the mitotic spindles in both cell lines when they divide.

2.2.1.5 DZ inhibits the cell proliferation

A general consequence of the treatment of MT disruptors is that cell proliferation would be inhibited, therefore I analyzed DZ’s effect on the viabilities of cancer cells and non-cancer cells. the assay chosen utilizes the compound 3-(4,5-dimethylthiazol-2-yl)-5-(3-carboxymethoxyphenyl)-2-(4-sulfophenyl)-2H-tetrazolium (MTS), which can be bioreduced into a color product, mediated by NADPH or NADH generated by the dehydrogenase in the metabolically active cells (Berridge and Tan, 1993; Cory et al., 1991). This MTS assay directly
measures the quantity of electrons transferred during metabolism in living cells by recording the absorbance at 490 nm, which reflects the relative numbers of living cells. MTS assays are hence commonly used to determine the relative viability of cells before and after treatments.

MTS data suggest that DZ treatment caused decreases in the energy flow of all tested cell lines, including cancer cells and noncancer cells, which reflected the decreased viabilities in these cells after their exposure to DZ (Figure 11B). It interesting to note that the viabilities of RPE-hTERT and UPCI:SCC103 were affected to comparable levels after DZ treatment, while a cancer cell A549 and a monkey cell line COS-7 seemed to be more resistant to DZ, as their viabilities were not markedly reduced after exposure to DZ, when compared with RPE-hTERT and UPCI:SCC103. Interestingly, when A549 cells were treated with another MT disruptor, vinblastine, little reduction in viability was observed, similar to the results obtained after DZ treatment (Figure 11B).

These data revealed that DZ is a very potent compound, which can inhibit the proliferation of both cancer and noncancer cells. However, unfortunately some cancer cell lines such as A549 may have demonstrated resistance towards DZ, suggesting that not all cancer cells could respond to DZ effectively. The reason for A549 cells failed to effectively respond to MT disruptors will be discussed in the section of “Speculations and discussions”.

2.2.2 DZ causes centrosome disorganization

My previous data suggest that MTs in cells were severely disrupted by DZ from their plus-ends, therefore I was curious whether the minus-ends of the MTs would also be affected. As centrosomes are where the minus-ends of MTs are embedded, the organization and distribution
of centrosomes were analyzed before and after DZ treatment, by examine a centrosome protein p150 (Askham et al., 2002).

Figure 11 DZ causes the mitotic arrest and the inhibition of the cell proliferation, meanwhile also triggers the split distribution pattern of a centrosome protein p150.

(A) The cells treated with 50 nM of DZ for 16 hours demonstrated increases in their mitotic indexes. Left: the cells were fixed with methanol after the 16 hour treatment of DZ, and nuclei were labeled using DAPI (blue). Right: quantification of the mitotic indices before and after the DZ treatment, in both the UPCI:SCC103 cells and RPE-hTERT cells. (B) Four cell lines (RPE-hTERT, COS-7, UPCI:SCC103 and A549) were treated with different doses of DZ (1 nM, 2 nM, 4 nM and 8 nM) for different time courses (24 hours and 48 hours). Their cell viabilities were evaluated by the MTS assay. Vinblastine treatment was used to be compared with DZ. (C) The localization and distribution of p150 in cells was changed after the DZ
treatment. The UPCI:SCC103 cells treated with DZ or nocodazole were fixed and stained with antibodies 
against p150 (red).

In most of the untreated cells, the staining of p150 represents the centrosome, by one 
bright dot per cell, localized next to the nucleus (Figure 11C). However, in cells treated with 
DZ, p150 exhibited an altered distribution pattern, where there were several p150 positive foci 
scattered in the cytoplasm of one cell, indicating a change in the localization or the organization 
of centrosomes, or their relevant structural components (Figure 11C).

This change in the centrosome localization or distribution by DZ treatment may be 
explained by the possibility that, the depolymerizing effects on the minus-ends of MTs by MT 
disruptors alters the centrosome structures and/or organizations. If this hypothesis is correct, 
other MT disruptors should exert similar effects on the centrosomes. Indeed, when MTs were 
depolymerized by nocodazole, p150 also demonstrated the same split pattern, same as that was 
observed in the DZ-treated cells (Figure 11C), supporting the hypothesis that the disorganized 
centrosome is a result of the MT depolymerization caused by the MT disruptors.

2.2.3 DZ causes nuclear fragmentation in the noncancer cells, which is mitotic slippage

My data so far has demonstrated that DZ depolymerizes MTs from their plus-ends and disturb 
centrosome structure, causing mitotic arrest and inhibiting cell proliferation. Furthermore, these 
effects seemed to be comparable in both UPCI:SCC103 and RPE-hTERT cells. In the following 
studies, I will mainly discuss the cellular responses to a 38-hour treatment using 10nM of DZ of 
RPE-hTERT cells, which were different from cancer cells’ responses to the same treatment.
2.2.3.1 RPE-hTERT cells demonstrate nuclear fragmentation after DZ treatment, which is not associated with apoptosis

As shown previously, RPE-hTERT cells’ viability decreased markedly upon DZ treatment; therefore I asked whether these cells underwent apoptosis, a classical cellular response to many MT inhibitors of various cell lines. Using DAPI staining, abnormally shaped nuclei were observed in the DZ-treated RPE-hTERT cells, which was characterized by several small fragments of nuclei clustering together, instead of one oval-shaped nucleus in untreated cells (Figure 12A).

**RPE-hTERT cells treated with DZ do not demonstrate high percentages of annexin-V staining**

To test whether this nuclear fragmentation was a result from apoptosis, I performed annexin-V staining, which is widely used as an apoptosis detection assay. Annexin-V can bind to the phosphatidylserine, which is normally localized on the inner side of the cell membrane, but can be flipped to the outer side of the membrane when cells are undergoing apoptosis, thus annexin-V signals indicate apoptosis (van Engeland et al., 1998; Vermes et al., 1995). Surprisingly, the RPE-hTERT cells treated with DZ for 38 hours only demonstrated a small percentage of cells with positive annexin-V staining, while majority of these DZ-treated cells demonstrated nuclear fragmentation (Figure 12C), suggesting that the observed nuclear fragmentation is probably not a phenotype associated with apoptosis. Interestingly, RPE-hTERT cells treated with vinblastine or taxol, also demonstrated low percentages of annexin-V positive signals, regardless of the high percentages of nuclear fragmentation (Figure 12C), suggesting that DZ affects RPE-hTERT cells similarly to the other MT inhibitors.
Figure 12 The RPE-hTERT cells treated with DZ demonstrate nuclear fragmentation.

(A) The RPE-hTERT cells were treated with 10 nM of DZ or DMSO for 38 hours. Left two images: the nuclei before and after the DZ treatment, visualized by DAPI. The arrows point to the fragmented nuclei in the DZ-treated RPE-hTERT cells. Right: the residual MTs visualized by antibodies to α-tubulin in the DZ-treated RPE-hTERT cells. (B) EM images of DZ-treated RPE-hTERT cells. Right: a zoom-in picture of the fragmented nuclei, which contained filament-like structures (white arrow). (C) Left: the percentages of the nuclear fragmentation phenotype in the RPE-hTERT cells treated with 10 nM of DZ, or 100 nM of vinblastine or 1 mM of taxol for 38 hours. Right: the percentages of apoptosis in the RPE-hTERT cells treated with 10 nM of DZ, or 100 nM of vinblastine or 1 mM of taxol for 38 hours, examined by annexin-V staining.

**Cytochrome C is not released in RPE-hTERT cells treated with DZ**

In order to further confirm that the nuclear fragmentation observed in the DZ-treated RPE-hTERT cells was not accompanied by apoptosis, three other apoptosis detection assays were employed. Apoptosis is a well-studied multi-step cellular process, during which cytochrome C release from the mitochondria is considered to be one of the most critical events (Cai et al., 1998). Therefore immunofluorescence was utilized to visualize whether cytochrome C was released in the cells treated with DZ.

As shown in Figure 13A, cytochrome C in the untreated RPE-hTERT cells formed long or short filament-like structures, with bright staining signals. H₂O₂-treated cells were used as a positive control to demonstrate apoptosis, where cytochrome C staining became very faint and diffuse, and only some thin filament-like structures were left. However, RPE-hTERT cells treated with 10 nM of DZ for 38 hours, which was the same treatment that induced the nuclear fragmentation, did not demonstrate the dim and diffuse cytochrome C distribution patterns, as observed in the H₂O₂-treated apoptotic cells; instead the cytochrome C staining in these DZ-treated cells was bright, and appeared to be more similar to that of the untreated cells. These data, together with the low percentages of annexin-V positive cells, suggest that DZ does not induce apoptosis in RPE-hTERT cells after the 38 hour-treatment of DZ.

When vinblastine and taxol were used to compare with DZ, I also observed similar phenotypes of the cytochrome C distributions (Figure 13A), suggesting that DZ behaves similarly to vinblastine and taxol. Intriguingly, in the untreated cells, cytochrome C seemed to align along the MTs, indicating a possible relationship between the structures of the MTs and the distribution of cytochrome C in mammalian cells (Figure 13B).
Mitochondria are not depolarized in the DZ-treated RPE-hTERT cells

We also tested mitochondria depolarization, which is another commonly-used marker for apoptosis. As a membrane-enclosed structure, the mitochondria possess membrane potentials under normal conditions, however when cells are undergoing apoptosis, mitochondrial membrane permeability increases, leading to depolarization of the inner membrane of mitochondria and rupture of the outer membrane, consequently resulting in cytochrome C release from these mitochondria (Dussmann et al., 2003; Heiskanen et al., 1999; Scarlett et al., 2000). Therefore, I analyzed the mitochondria potential in the DZ-treated RPE-hTERT cells, and used H$_2$O$_2$ treated cells as a positive control for apoptosis.

MitoTracker is a fluor-conjugated probe to detect the membrane potential of the mitochondria in cells, therefore was used to visualize the mitochondria in untreated and DZ-treated RPE-hTERT cells. In the untreated cells, the morphologies of mitochondria were similar to the cytochrome C staining patterns, both demonstrating filament-like structures (Figure 13A). Most, if not all, of the cytochrome C could be found overlapping with the mitochondria, consistent with the fact that under normal conditions cytochrome C is restricted on the inner membranes of mitochondria. However, when apoptosis occurred in the cells treated with H$_2$O$_2$, an extremely faint staining of the mitochondria was observed, where most of the filament-like mitochondrial structures had vanished (Figure 13A), indicating a dramatic loss of the membrane potential in these mitochondria, a signature for the activated apoptosis pathway. However, in the DZ-treated cells, this signature faint staining was not observed, instead, the mitochondria in the cells treated with DZ looked more like those in the untreated cells (Figure 13A), suggesting little or no apoptosis occurred in the RPE-hTERT cells treated with DZ, consistent with the previous negative annexin-V and cytochrome C results.
Again, when vinblasine and taxol were used, similar results were obtained, indicating that DZ’s effects on RPE-hTERT cells are similar to those caused by other MT inhibitors.

Figure 13 The RPE-hTERT cells treated with DZ do not undergo apoptosis.

(A) The RPE-hTERT cells that were treated with 10 nM of DZ, or 100 nM of vinblastine or 1 mM of taxol for 38 hours were examined by the confocal microscopy analyses. The H$_2$O$_2$-treated cells were used as a positive control for apoptosis. The first row: the cells were fixed and stained with the antibodies against the cytochrome C. The second row: the cells were incubated with MitoTracker before fixation to visualize the polarized mitochondria. (B) The RPE-hTERT cells were fixed and co-stained with the antibodies against α-

tubulin (red) and cytochrome C (green). The nuclei were visualized by DAPI (blue). (C) The RPE-hTERT cells were treated with 10 nM of DZ, or 100 nM of vinblastine or 1 mM of taxol for 38 hours, and subjected to Western blot analyses for PARP1 cleavage. (D) The nuclear fragmentation in the DZ-treated RPE-hTERT cells with or without caspase inhibitors. cas-inh: caspase inhibitors, including caspase-3/7, -8, and -9 inhibitors, which were used in a combination to inhibit all the major caspases responsible for apoptosis. The annexin-V assays were used for the detection of apoptosis in the RPE-hTERT cells treated with 10 nM of DZ for 38 hours.

**poly(ADP-ribose) polymerase 1 are not cleaved after DZ treatment in RPE-hTERT cells**

A central event during apoptosis is the caspase-mediated protease cascade: when a series of caspases, including caspase-3, caspase-8 and caspase-9, are activated by the apoptotic signaling pathways, many protein targets are cleaved, one such target is poly(ADP-ribose) polymerase 1 (PARP1), and the cleavage of PARP1 confirms an irreversible commitment to cell death (Bharti et al., 2005; Duriez and Shah, 1997; Soldani and Scovassi, 2002). Full-length PARP1 is a protein with a molecular weight of 116 kilodaltons; and during apoptosis, PARP1 is cleaved into a product of 89 kilodaltons and a smaller product of 24 kilodaltons. Therefore, Western blotting analysis was utilized to examine whether PARP1 was cleaved in the DZ-treated RPE-hTERT cells, to see whether apoptosis occurred in these cells.

As demonstrated in Figure 13C, there were hardly any cleavage products after DZ or vinblastine treatment in RPE-hTERT cells when compared with untreated cells, while only a insignificant cleavage band was observed in the RPE-hTERT cells treated with taxol, indicating that the 38-hour treatment of MT inhibitors, which could induce the nuclear fragmentation, could not activate the classical apoptosis pathways in RPE-hTERT cells, consistent with previous observations.
**Nuclear fragmentation in cells treated with DZ is caspase-independent**

So far, four different apoptosis detection assays have been employed, and all suggested that, although DZ treatment induced a high frequency of nuclear fragmentation in RPE-hTERT cells, it did not induce a comparable level of apoptosis. These results led to a conclusion that the nuclear fragmentation observed in DZ-treated RPE-hTERT cells is not apoptosis. To further confirm this, caspase inhibitors that can prevent the activities of caspase-3, -8 and -9 were used, and no effect of these caspase inhibitors was observed on the percentages of nuclear fragmentation in the DZ-treated RPE-hTERT cells (Figure 13D). Hence, this nuclear fragmentation phenotype was confirmed not to be caused by apoptosis, or other caspase-dependent activities.

**Nuclear fragmentation induced by DZ is mitotic slippage**

As discussed above, the DZ-caused nuclear fragmentation was not a result of apoptosis, what exactly this phenotype was from therefore remained unknown. Researching through the literature, I found that the nuclear fragmentation observed in DZ-treated cells was similar to the products formed after mitotic slippage, which describes when cells that are originally arrested in M phase escape from this arrest, and generating progenies with abnormally shaped nuclei (Elhajouji et al., 1998).

In order to directly examine whether mitotic slippage was the reason for the nuclear fragmentation observed after DZ treatment, I attempted to transfect RPE-hTERT cells with the GFP-tagged histone protein H2B (H2B-GFP) plasmid to label the nuclei, hence I could utilize live-cell imaging to visualize the changes of the nuclei after DZ treatment in real-time. However, the transfection efficiency using RPE-hTERT cells was very low, despite of the use of
various transfection reagents and protocols. Therefore, UPCI:SCC40-H2B-GFP cells were employed, which is an oral squamous cell carcinoma cell line stably transfected with H2B-GFP.

UPCI:SCC40-H2B-GFP cells were treated with 10nM of DZ for 16 hours, to allow them to arrest at M phase prior to imaging, at which time their chromosomes were highly condensed. During the following 9.5 hours of recording, most of the mitotically-arrested cells exited mitosis, decondensed their chromosomes, and finally formed fragmented nuclei that persisted until the end of recording (Figure 14A). This is consistent with the description of classical mitotic slippage. After quantification, 70% of the recorded samples (16/23) demonstrated this mitotic slippage, resulting in fragmentation of the nuclei, which was very similar to what was observed in DZ-treated RPE-hTERT cells. Meanwhile, an additional 13% of recorded samples underwent a transient mitotic slippage, which was immediately followed by cell death. These cells originally demonstrated condensed chromosomes due to mitotic arrest, which then become decondensed, recondensed again, and quickly fragmented into many small pieces, indicating an abrupt cell death. Another 13% of cells were found to undergo mitotic catastrophe, which is a type of cell death during mitosis, characterized by the observation that the originally condensed chromosomes directly formed many small and highly condensed fragments without an intermediate process of decondensing. Lastly, I also observed one cell that remained arrested in mitosis and never exited, possibly indicating that the cell has entered senescence, as a response to the DZ treatment, which is consistent with the previous report (Tierno et al., 2009).

Therefore, I concluded that the nuclear fragmentation observed in the DZ-treated cells is a phenotype generated after mitotic slippage. It is interesting to note that in the live-cell imaging experiment, the cancer cell line UPCI:SCC40-H2B-GFP also demonstrated some cell death or senescence besides mitotic slippage, within the 25.5 (16+9.5=25.5) hours after addition of DZ.
These data suggest that cancer cells might have more complicated responses to DZ than RPE-hTERT cells did, consistent with the previously-reported senescence phenotype seen in cancer cells after DZ treatment (Tierno et al., 2009), which will be discussed in the section of the “Speculations and discussions”.

**Figure 14** The nuclear fragmentation phenotype observed in the DZ-treated RPE-hTERT cells is actually mitotic slippage, which generates tetraploid cells.
(A) The end products of the mitotic slippage were the fragmented nuclei, visualized by live-cell imaging. The UPCI:SCC40 cells stably-transfected with GFP-H2B were treated with 10 nM of DZ for 16 hours prior to the 7-hour live-cell microscopy videoing. The arrows point to a cell that was first arrested in mitosis due to the DZ treatment, and then underwent mitotic slippage, resulting in the fragmented nuclei. Timestamps: hours:minutes. (B) Mitotic slippage required active cell cycling. Serum-starvation or 4 mM of hydroxyurea (HU) were used to stop the cell cycle prior to the treatment of 10 nM of DZ, or 100 nM of vinblastine, or 1 mM of taxol for 38 hours. (C) Flow cytometry analysis of the RPE-hTERT cells treated with 10 nM of DZ for 38 hours. (D) The cell proliferation was halted after the treatment of 10 nM of DZ, or 100 nM of vinblastine or 1 mM of taxol, demonstrated by the MTS assay.

**Nuclear fragmentation induced by DZ is dependent on active cell cycle progression**

The data so far suggested that the nuclear fragmentation observed in the DZ-treated cells was mitotic slippage, in order to confirm it, a further question was analyzed: was active cell cycling required for the nuclear fragmentation? The hypothesis is that if nuclear fragmentation is truly a phenotype associated with the cell cycle (as mitotic slippage is), stopping cell cycle progression would prevent nuclear fragmentation from occurring.

Two different methods were employed to arrest the cell cycle. One was serum starvation, which stopped cell cycle at G0/G1 phase, due to a lack of the growth stimuli to promote proliferation, while the other method was the treatment of hydroxyurea (HU), a ribonucleotide reductase inhibitor that can block DNA synthesis, therefore arresting cells in S phase (Cooper, 2003; Koc et al., 2004).

These two treatment arrested cells at different phases in the cell cycle, but both yielded the same effect: the nuclear fragmentation that were observed in the cycling cells after DZ treatment was now inhibited (Figure 14B), consistent with the above hypothesis. In fact, the
cells arrested at either G0/G1 phase or S phase seemed to demonstrate the same oval-shaped nuclei after DZ treatment, as those of interphase cells, with little or no condensed nuclei in the population, demonstrating little or no mitosis. Therefore, although DZ depolymerized their MTs, these pre-arrested cells probably did not become arrested at mitosis, as they were not cycling before the DZ treatment, hence mitotic slippage could not occur. These data again confirmed that the nuclear fragmentation observed after DZ treatment is indeed mitotic slippage, not a cell cycle-independent event.

**The cells that slip from mitotic arrest after DZ treatment contain a 4N DNA content**

Cells that slipped from the mitotic arrest caused by DZ theoretically contain doubled amounts of chromosomes, which were duplicated before mitosis. To test it, flow cytometry was employed to analyze the DNA contents in cells before and after the DZ treatment. As demonstrated in Figure 14C, untreated cells were mostly 2N in terms of their DNA contents, while a very small amount of cells demonstrated 4N DNA contents, which were of the mitotic population. However, after 38 hours of treatment with 10 nM of DZ, most cells demonstrated 4N DNA contents, while only a small portion still had 2N DNA content (Figure 14C), indicating that most RPE-hTERT cells after 38 hours of DZ treatment are tetraploid cells. These cells may not be able to proliferate again, due to a post-mitotic checkpoint, which will be discussed later in the model in the “Speculations and discussions” section of this chapter.

Consistently, the proliferation assays also revealed that, instead of the exponential growth of untreated cells, DZ-treated cells stopped proliferation, similar to the vinblastine or taxol-treated cells (Figure 14D). Therefore, my data suggest that the DZ-treated noncancer cells are
first arrested at mitosis, then abnormally escaped from this mitotic arrest, forming fragmented nuclei with 4N DNA contents, and these cells would probably not divide any further.

**2.2.3.2 Mitotic slippage in cells treated with DZ is dependent on cyclin B degradation**

It has been indicated that the nocodazole-treated cells undergo mitotic slippage because their spindle assembly checkpoint (SAC) cannot completely prevent a slow but continuous degradation of cyclin B (Brito and Rieder, 2006). Hence I tested the hypothesis that the mitotic slippage observed in the DZ-treated cells was also dependent on the destruction of cyclin B.

A series of time points were taken every four hours from 0 to 48 hours after the DZ treatment. At each time point, Western blotting was employed to monitor the protein level of cyclin B, and the percentage of nuclear fragmentation was recorded. In order to ensure the cyclin B level and the percentage of nuclear fragmentation were representing the same population, one coverslip was placed in each 60mm petri dish, and cells for this experiment were seeded evenly on this petri dish. After 24 hours of cell culture, DZ was added into the culture medium for the indicated time, and finally the coverslips were fixed and mitotically-arrested and slipped cells were counted, while the rest of the cells on the petri dish were subjected to Western blotting analysis.

As shown in Figure 15A, before DZ was added, the unsynchronized cell population demonstrated low levels of cyclin B, because most of the cells were not in mitosis. After DZ was added, cyclin B quickly accumulated within 4 hours of treatment; meanwhile mitotic index increased gradually, as a result from the fact that more and more cells entered M phase but none of them could finish mitosis due to the disrupted MTs by DZ. At 16 hours after treatment, about half of the cells were arrested in mitosis and cyclin B remained at a high level. Afterward, the fragmented nuclei started to appear, while the mitotic population was slowly replaced by this
percentage of nuclear fragmentation. At 36 hours, the percentage of nuclear fragmentation peaked and persisted through the end of this experiment. Interestingly the level of cyclin B was sharply reduced after 36 hours, indicating that the SAC failed to prevent cyclin B degradation in the DZ-treated cells, therefore giving these cells a chance to escape from the mitotic arrest.

Figure 15 Cyclin B degradation is required for mitotic slippage. The RPE-hTERT cells were treated with 10 nM of DZ in the following experiments.
(A) Top: immunoblot analyses of cyclin B during a time course from 4 to 48 hours after the DZ treatment. Actin was used as a loading control. Bottom: the percentages of the mitotic slippage and the mitotic indexes analyzed at the same time points as in the top panel. (B) Top: a schematic experimental design. The cells were treated with DZ for 47 hours in total. 5 mM MG132 was added 23 hours after DZ was added, to avoid a toxicity effect on the cells. Bottom: the cyclin B protein levels and the percentages of mitotic slippage were analyzed as indicated in the above experimental design.

These results suggested that the mitotic slippage in the DZ-treated cells was accompanied by cyclin B destruction, consistent with my hypothesis. However, a more direct test would be to see whether mitotic slippage could still occur, when the degradation of cyclin B was blocked. Therefore MG132, a cell-permeable potent proteasome inhibitor, was used. As MG132 has been reported to cause G1 arrest and apoptosis in some cell lines (Zhang et al., 2008), and as the RPE-hTERT cells treated with MG132 for 48 hours in my experiment were mostly detached from the petri dish, I decided to add MG132 in the middle of the DZ treatment. At the 24-hour time point post addition of DZ, the cells were already arrested in mitosis and about to begin mitotic slippage, therefore adding MG132 at this time could prevent the cyclin B degradation for the purpose of my studies, without causing as much toxicity as the prolonged treatment (48 hours).

As we expected, 24 hours after DZ was added, RPE-hTERT cells demonstrated low levels of mitotic slippage while a great portion of cells were still arrested in mitosis, along with a high level of cyclin B. After MG132 was added, even at 47-hour time point post DZ treatment (23 hours after MG132 addition), cells still demonstrated similar phenotypes as the 24-hour time point post DZ treatment, which was characterized by high percentages of mitotic indices, low percentages of mitotic slippage, and high levels of cyclin B (Figure 15B). In a control experiment where MG132 was not added, mitotic slippage occurred in the majority of the
population at the 47-hour time point post DZ treatment as expected, at the same time the mitotic index was very low and cyclin B was almost completely eliminated (Figure 15B). These data clearly indicated that the protease activity, plausibly for cyclin B destruction, was required for mitotic slippage to occur in the DZ-treated cells.

Collectively, my data demonstrated that mitotic slippage in the DZ-treated RPE-hTERT cells is dependent on cyclin B degradation, which could be a result from a weak or a gradual leaking SAC. As discussed in the “CELL CYCLE” section of Chapter I, the APC/C complex is responsible for the ubiquitination of cyclin B and securin, for their sequential proteolysis; but the activities of APC/C is normally repressed, by the binding of cdc20 to MCC proteins, when unattached or weakly attached kinetochores are present. Therefore, a question remains whether APC is slowly attenuated to mediate this mitotic slippage observed in the DZ-treated cells and if so, how, which will be discussed in the model in the section of “Speculations and discussions”.

2.2.3.3 The role for p53 in mitotic slippage in the cells treated with DZ

p53 has been conventionally believed to play essential roles in the cell cycle regulation, for example, p53 is shown to control the G1 and G2/M cell cycle checkpoints (Agarwal et al., 1995). Therefore, I analyzed whether p53 played a role in the mitotic slippage observed in the DZ-treated cells.

Western blotting analysis was used to test whether p53 was stabilized upon DZ treatment in the RPE-hTERT cells, by taking a series of time points. The results demonstrated that, within 4 hours after DZ’s addition, p53 level was dramatically increased, indicating the stabilization of p53, which persisted through the 48-hour time point, the end of this experiment (Figure 16A). Comparable results were observed in the cells treated with vinblastine or taxol, suggesting that p53 is up-regulated in the noncancer cells in response to the MT inhibition.
Next, in order to test whether the mitotic slippage could still occur in the absence of p53, small interfering RNA (siRNA)-mediated knockdown of p53 was performed. Western blotting was employed to verify the efficiency of knockdown; ionizing radiation (IR), which is known to cause DNA damage and stabilize p53, was used to confirm the knockdown of p53 (Figure 16B). These RPE-hTERT cells with p53 knockdown were treated with DZ, and the percentages of nuclear fragmentation were quantified to demonstrate the levels of mitotic slippage. Surprisingly, after DZ treatment, RPE-hTERT cells with p53 knockdown continued to undergo mitotic slippage, similar to the control cells containing the intact p53. What’s more interesting is that, these p53-knockdown cells showed even a higher percentage of mitotic slippage after the DZ treatment, than their respective control cells (Figure 16B). These results indicate that p53 is not required for the mitotic slippage observed in the DZ-treated cells, rather it might interfere with the process of mitotic slippage.

To further confirm this result, HFF-hTERT-shp53, an immortalized noncancer cell line that was stably depleted of p53 via shRNA, and its respective control cell line HFF-hTERT, were employed (a gift from Dr. Edward Prochownik, Children’s Hospital, University of Pittsburgh). Western blotting analyses revealed an almost complete depletion of p53 in HFF-hTERT-shp53 cells, even after the IR treatment. Consistently, the DZ-treated HFF-hTERT-shp53 cells also demonstrated mitotic slippage, although these stable cell lines did not show an increase in mitotic slippage after the DZ treatment, when compared with their control cells (Figure 16C), which was slightly different from the results obtained in the RPE-hTERT cells with transient knockdown. Furthermore, vinblastine and taxol treatments also demonstrated similar results, supporting the conclusion that p53 was dispensable for mitotic slippage.
Collectively, the mitotic slippage does not require p53, interestingly p53 might play an inhibitory role during the process of mitotic slippage. The reason why the stable-knockdown cell lines showed slightly different results than the transient-knockdown cells may be due to the possibility that, in the stable-knockdown cells, certain proteins that are involved in the p53-dependent pathways to regulate mitotic slippage might have been compromised during the selection procedure to generate stable cell lines, therefore an increase in mitotic slippage after DZ treatment would not be observed in these stable cell lines. The exact role for p53 to block mitotic slippage is not yet understood, but will be discussed in the model in the section of “Speculations and discussions”.

Figure 16: p53 is stabilized in the RPE-hTERT cells after DZ treatment, but is not required for mitotic slippage.

(A) Left: immunoblot analyses of p53 in the RPE-hTERT cells treated with 10 nM of DZ, for different time courses ranging from 4 to 48 hours. Right: immunoblot analyses of p53 in the RPE-hTERT cells treated with 10 nM of DZ, or 100 nM of vinblastine or 1 mM of taxol for 38 hours. (B) Left: immunoblot analyses of p53 in RPE-hTERT cells containing wild type p53 or p53 knockdown. Right: the percentages of mitotic slippage in the RPE-hTERT p53-wild type and p53-knockdown cells treated with 10 nM of DZ, or 100
nM of vinblastine or 1 mM of taxol for 38 hours. (C) Left: immunoblot analyses of p53 in the HFF-hTERT vector only and the HFF-hTERT shp53 (stable-knockdown) cells to confirm the successful knockdown of p53. Right: the percentages of the mitotic slippage in the HFF-hTERT vector only and the HFF-hTERT shp53 cells treated with 10 nM of DZ, or 100 nM of vinblastine or 1 mM of taxol for 38 hours.

2.2.4 DZ-treated cancer cells activate the apoptosis pathways, unlike the noncancer cells

As demonstrated above, RPE-hTERT cells were arrested in M phase after DZ treatment, then underwent mitotic slippage in a cyclin B degradation-dependent and p53-independent manner. The end products of this mitotic slippage were cells with 4N DNA contents, which probably would not proliferate any further due to their intact p53. Meanwhile, apoptosis pathways were not activated in these RPE-hTERT cells treated with DZ.

Similarly, when I examined another noncancer cell line HFF-hTERT after the treatment of DZ, no cleavage of PARP1 protein was observed, indicating that no apoptosis was executed in these HFF-hTERT cells treated with DZ. I also used primary cells UP3 (gift from Dr. Susan Gollin) to confirm that apoptosis pathways were not activated in the DZ-treated noncancer cells (Figure 17A).

However, cancer cells apparently responded to DZ differently from the noncancer cells. As shown in Figure 17B and C, all tested cancer cells, including four oral squamous cell carcinoma cells UPCI:SCC40, UPCI:SCC70, UPCI:SCC78, UPCI:SCC103, as well as U-2 OS and HeLa cells, demonstrated PARP1 cleavage after a 38-hour treatment with 10 nM of DZ, indicating that apoptosis was executed in these DZ-treated cancer cell lines. Similar PARP1 cleavage was observed when these cancer cells were treated with vinblastine and taxol, confirming that cancer cells tend to undergo apoptosis in response to MT inhibitors.
Figure 17 Unlike the DZ-treated noncancer cells that do not undergo apoptosis, cancer cells activate the apoptosis pathways in response to DZ.

PARP1 cleavage was used to indicate apoptosis, examined by the immunoblot analyses in the following experiments. un: untreated. (A) immunoblot analyses of PARP1 cleavage after 10 nM of DZ treatment for 38 hours in noncancer cells (UP3, HFF-hTERT). (B) and (C) immunoblot analyses of PARP1 cleavage in different cancer cell lines after 10 nM of DZ treatment for 38 hours. (D) p53 in RPE-hTERT (after IR treatment), HeLa, UPCI:SCC103 cells. (E) immunoblot analyses of PARP1 cleavage after the treatment of 10 nM of DZ, or 100 nM of vinblastine or 1 mM of taxol for 38 hours, in the cycling or non-cycling (serum-starved) cancer cells.
2.2.4.1 The apoptosis pathways activated in DZ-treated cancer cells does not require p53

It is known that p53 is either mutated or missing in many cancer cells. My Western blotting data also revealed that UPCI:SCC103 cells contain a truncated p53, whose molecular weight is less than the full-length p53 (Figure 17D). In addition, HeLa cells do not possess a stable p53, as Western blotting could not detect p53 in HeLa cells (Figure 17D), also consistent with previous reports (Liang et al., 1995). Therefore, the apoptosis pathways activated by DZ do not require p53, at least in some cancer cell lines.

2.2.4.2 The apoptosis pathways activated in some DZ-treated cancer cells seem to require active cell cycling

Lastly, I was curious to find out whether the apoptosis pathways induced by DZ in cancer cells were also dependent on active cell cycling, as was the mitotic slippage. Therefore, UPCI:SCC40 cells were serum-starved to stop the normal progression of their cell cycle, prior to the DZ treatment. Interestingly, little or no PARP1 cleavage was observed in these non-cycling UPCI:SCC40 cells treated with DZ, or vinblastine and taxol (Figure 17E), indicating that the apoptosis induced by the MT inhibitors in UPCI:SCC40 cells depended on active cell cycling.

Similarly, the non-cycling UPCI:SCC103 cells exposed to the MT inhibitors demonstrated less PARP1 cleavage, when compared with the cycling UPCI:SCC103 cells receiving the same treatment (Figure 17E). These results suggest that the activated apoptosis pathways in some DZ-treated cancer cells require active cell cycle progression, although their detailed mechanism needs further examination.
2.3 SUMMARY

In this chapter, I explored and contrasted the cellular responses of cancer and noncancer cells to a newly-synthesized MT disruptor, DZ. Common effects caused by typical MT disruptors including MT depolymerization, mitotic arrest and proliferation inhibition, were all observed in both cancer and noncancer cells after the DZ treatment. In addition, DZ could induce apoptosis in cancer cells, but not in noncancer cells. Instead, mitotic slippage was observed in the DZ-treated noncancer cells, which was highly dependent on the destruction of cyclin B, but did not require p53. DZ was also demonstrated to have similar effects as other MT inhibitors, such as vinblastine and taxol, suggesting a therapeutic potential for this compound.

2.4 SPECULATIONS AND DISCUSSIONS

Besides my results as summarized above, there are also a few interesting observations that will be further analyzed below and may be worth further investigation in the future.

2.4.1 p53’s potential role in mitotic slippage

As demonstrated previously, the mitotic slippage observed in the DZ-treated RPE-hTERT cells seemed not to depend on p53; moreover, when p53 was transiently knockdown in the RPE-hTERT cells, a slight increase in the percentage of cells undergoing mitotic slippage was observed after DZ treatment, suggesting that p53 might negatively regulate the process of mitotic slippage.
Therefore, I speculate that p53 could play an inhibitory role in the mitotic slippage, through down-regulation of cdc20, a key molecule to activate the APC/C complex for cyclin B degradation. It has been demonstrated that the ectopically expressed p53 can repress the expression of cdc20 by directly binding to the promoter of the cdc20 DNA sequence, thus causing chromatin remodeling to inhibit its transcription (Banerjee et al., 2009); therefore, it is plausible that the p53 proteins that were stabilized by DZ treatment could also interfere with cdc20 expression, thus holding back the activities of APC/C and hindering the proteolysis of cyclin B, the key event for mitotic slippage.

If p53 indeed plays an inhibitory role in mitotic slippage; I could therefore propose a model where p53 is involved in the two sequential “checkpoints” in response to DZ or other MT inhibitors (Figure 18). The first checkpoint is the classical SAC, which arrests cells at mitosis when MTs are disrupted. p53 may facilitate this SAC by down-regulating cdc20 and inhibiting the activation of APC/C, as described above. However, SAC sometimes may be “leaky” or attenuated by unknown mechanism (even with the assistance of stabilized p53); hence cells may abnormally exit from the mitotic arrest, becoming arrested at the post-mitotic G1 phase, due to a post-mitotic checkpoint, which is very likely to involve p53 as a central regulator based on previous publications (Blagosklonny et al., 2004; Lanni and Jacks, 1998), and which will be discussed further in a later part of this section.

On the other hand, it is also possible that the increased percentages of mitotic slippage observed in the DZ-treated cells after p53 knockdown, may be simply due to the fact that cells proliferate faster in the absence of p53, which is demonstrated in the previous reports (Jones et al., 1997), as well as observed during my culturing of the HFF-hTERT-shp53 and control HFF-hTERT cells. Intuitively, when the overall cell cycle is accelerated by the p53 knockdown, the
time needed for cells to exit from mitotic arrest may be shortened accordingly, hence generating a higher percentage of mitotic slippage in these cells with p53 knockdown.

Figure 18 Model: the response of noncancer cells to the microtubule inhibitors.

DZ is proposed to activate two sequential cell cycle checkpoints. The first is the APC-dependent arrest at mitosis; when that fails, a second arrest at G1 is observed. p53 stabilization may mediate both events, but is not required for the mitotic slippage that acts independent of the conventional p53-dependent apoptosis pathways. APC/C: anaphase-promoting complex/cyclosome.

2.4.2 How does nuclear fragmentation take place? Are MTs involved?

One of the key phenotypes observed in the noncancer cells treated with DZ was that they underwent mitotic slippage and formed fragmented nuclei. It remains unknown why these cells failed to generate the interphase nuclei, as normal cell would do when they exit mitosis. The biggest difference between these mitotic-slipped cells and the normal cells is that these mitosis-slipped cells lost the integrity of MTs after the treatment of DZ. Therefore it could be likely that the nuclear fragmentation is a result from the disturbed MT or centrosomal structures.
Indeed, the immunofluorescence images of these RPE-hTERT cells that were treated with DZ and underwent mitotic slippage demonstrated some bundle-like structures that were stained positively by α-tubulin antibodies and seemed to wrap around the fragmented nuclei (Figure 12A). Furthermore, with the help with our collaborator Rbaibi Youssef, electron microscopy (EM) was employed and revealed filaments around these fragmented nuclei in DZ-treated cells (Figure 12B). It would be informative if immuno EM could be employed to identify whether these filaments were MTs, and knowing the exact organization of the residual MTs around the fragmented nuclei would be useful to confirm the possible functions of MTs in the process of nuclear fragmentation.

It could be possible that the residual MT filaments actively accumulate around the different groups of decondensed chromosomes in a mitotic-slipped cell, therefore actively causing the fragmented nuclei. Alternatively, it could also be possible that when the chromosomes become decondensed as the cell abnormally exits from the mitotic arrest, the nuclear envelop tries to reassemble around the chromosomes, but in an irregular manner (maybe utilizing some MT-independent mechanism), causing the fragmented nuclei, which is then followed by the residual MTs passively accumulating around these newly-formed fragmented nuclei. A third possibility could be that the MTs might play a role in guiding the nuclear envelop reassembly, therefore disrupting MTs could interfere with the nuclear envelop re-formation around the decondensed chromosomes, therefore leading to several fragmented small nuclei.

2.4.3 Final fate of the noncancer cells exited from the mitotic arrest

The RPE-hTERT cells that were arrested at mitosis by DZ presumably have already duplicated their chromosomes; therefore, they become tetraploid cells with fragmented nuclei after mitotic
slippage. As introduced previously, tetraploid cells might generate problematic products that are associated with polyploidy, aneuploidy or genomic instability, if they undergo more rounds of cell division. Interestingly, there is a specific checkpoint called the “post-mitotic checkpoint”, which has been reported to cause G1 arrest in the cells that have abnormally exited from the mitotic arrest (Blagosklonny et al., 2004), therefore preventing further proliferation of these cells. It is plausible that the DZ-treated RPE-hTERT cells that demonstrated 4N DNA contents and fragmented nuclei were also arrested at G1 phase by this post-mitotic checkpoint.

This post-mitotic checkpoint is thought to depend on the p53 activation, which in turn up-regulates p21 (Blagosklonny et al., 2004), thus arresting cells at G1 phase as introduced in the “CELL CYCLE” section of Chapter I. As the stabilization of p53 in the DZ-treated RPE-hTERT cells was observed (Figure 16), my data is therefore consistent with the prediction that these cells may be arrested by the post-mitotic checkpoint.

The final fate of these RPE-hTERT cells after the DZ treatment might be an interesting question. Presumably they are arrested at G1 phase after the 38 hours of DZ treatment, but the long-term effect of DZ on cells has not been tested. At the day 3 after the addition of DZ, RPE-hTERT cells still did not demonstrate apoptosis (data not shown), hence these cells may eventually end up in senescence, similar to what was reported in some DZ-treated cancer cells (Tierno et al., 2009). Alternatively, these RPE-hTERT cells may ultimately execute some cell death pathways long after the DZ treatment, which is beyond the scope of this analysis but might still be appealing to investigate in the future.
2.4.4 Cancer cells versus noncancer cells or apoptosis-prone cells versus apoptosis-reluctant cells?

It is interesting to note the different responses to DZ between certain cancer and noncancer cells: the cancer cells executed apoptosis while the noncancer cells did not. These data suggest a therapeutic potential of DZ, however, what cellular event determines these completely different cellular fates is not clear. In addition, it is possible that not all cancer cells would execute apoptosis in response to DZ (or vinblastine and taxol), for example the human lung adenocarcinoma A549 cells, whose viability was only marginally affected by the DZ treatment, could be one of these exceptions in cancer cells. It is worth noting that A549 have been previously categorized into the apoptosis-reluctant cells (Blagosklonny et al., 2006; Demidenko and Blagosklonny, 2004), therefore these cells might be intrinsically hard to activate the apoptosis pathways due to a possible defect in their apoptosis pathways.

One plausible explanation for the little effect of DZ on A549 cells may be that, A549 cells express ABCB1 transporters on their plasma membranes, which are ATP-driven pumps mediating the export of many drugs from the cytoplasm (Becker et al., 1992; Mercier et al., 2004; Oguri et al., 2008). Hence, the real concentration of drugs in A549 cells can be much lower than what was added, resulting in little effect of the drugs on A549 cells. Indeed, other researchers have reported the docetaxel-resistance and vincristine-resistance A549 cells with the ABCB1-dependent or ABCB1-independent mechanisms (Chiu et al.), supporting the hypothesis that the low effect of DZ on A549 cells could be due to the overexpressed ABCB1 transporters on the membrane of A549 cells.

Therefore, it is possible that noncancer cells and some cancer cells belong to the group of apoptosis-reluctant cells, which do not execute the apoptosis pathways upon MT inhibitor
treatments. Meanwhile, other cancer cell lines, especially the oral squamous cell carcinoma cells, HeLa, and U2-OS, may belong to the group of the apoptosis-prone cells (Blagosklonny, 2007). The cellular-level reasons behind the differences between the apoptosis-reluctant and apoptosis-prone cells are still not understood. It might be explained by the different expression levels of ABCB1 transporter, or similar transporter, as described above.

2.4.5 Apoptosis in the DZ-treated cancer cells

Apoptosis induced in the cancer cells after the DZ treatment may be more complicated than it appears. There are many different apoptosis pathways (Janz et al., 2007; Peled et al., 1996), some cancer cells may utilize p53-dependent pathways while others can use p53-independent pathways. Therefore, although all of the tested cancer cell lines demonstrated PARP1 cleavage after DZ treatment, the mechanisms may be different. For example, U-2 OS cells have been reported to contain wild-type p53 (Kastan et al., 1992), which may be involved in the apoptosis pathways activated after the DZ treatment; however, HeLa and UPCI:SCC103 cells do not have full-length p53 (Figure 17), hence the apoptosis pathways activated in these two cell lines after the treatment of DZ must be p53-independent.

In addition, although the phenotype of nuclear fragmentation was mainly observed in the DZ-treated RPE-hTERT cells, this cannot exclude the possibility that the cancer cells might also undergo mitotic slippage. It is possible that some of the cancer cells first exit from the mitotic arrest, and then activate their cell death responses. Hence it might be likely that in the same time frame, the noncancer cells treated with DZ only start to abnormally exit from the mitotic arrest, while the cancer cells treated with DZ have already finished mitotic slippage and have decided to commit to apoptosis. For example, the UPCI:SCC40-H2B-GFP cells used for live-cell imaging
indeed demonstrated mitotic slippage, as early as the 16-25 hours post DZ treatment; and by the
38 hour after the DZ treatment, these cells have already exhibited a almost complete cleavage of
PARP1, indicating that apoptosis dominantly took place at the 38 hour after addition of DZ.
Therefore, the conclusion is that after 38 hours treatment of 10 nM of DZ, the cancer cells
activated apoptosis, whereas the noncancer cells only exited the mitosis arrest (mitotic slippage)
and probably were arrested again by the post-mitotic checkpoint.
3.0 CHAPTER III. THE NOVEL ROLE FOR GPIBA IN CYTOKINESIS AND TETRAPLOIDIZATION IN CANCER CELLS.

Figures 39 are 40 have been published in (Li et al.).

3.1 INTRODUCTION

GpIbα is the key subunit of the von Willebrand factor (vWF) receptor, which is a complex composed of multiple glycoproteins identified on the surfaces of platelets and megakaryocytes. Each vWF receptor complex consists of 2 molecules of GpIbα and 4 molecules of GpIbβ that are disulfide-linked, in addition to 2 molecules of GPIX and 1 molecule of GPV that are non-convalently associated with GpIbα/β, therefore the vWF receptor is also referred to as the Gplb/IX/V complex (Luo et al., 2007; Rivera et al., 2000).

The interaction between vWFs and GpIb/IX/V complexes has been reported to be essential for the initiation of platelet adhesion to the ECM, or to the already adherent platelets (Beumer et al., 1995; Kulkarni et al., 2000), therefore it is critical for blood clotting. Patients lacking GpIb/IX/V complexes or possessing dysfunctional GpIb/IX/V complexes, suffer from the Bernard Soulier syndrome (BSS), a strong bleeding diathesis (Clemetson and Clemetson, 1995). More specifically, GpIbα is shown to play a central role in mediating the interaction
between vWFs and GpIb/IX/V complexes during hemostasis, and mice with deficient GpIbα also demonstrate the bleeding diathesis phenotypes, similar to the BSS patients (Denis et al., 1998; Ware et al., 2000).

In platelets and differentiated megakaryocytes, GpIbα is found to be expressed and localized at the cell cortex (Debili et al., 1992; Moran et al., 2000; Ulsemer et al., 2001). It is a large protein composed of 610 amino acids, with a molecular weight of 140 kilodaltons, due to the extensive glycosylation after protein translation. There are four domains in GpIbα, including an amino-terminal domain, a heavily glycosylated mucin-like stalk, a single transmembrane domain and a cytoplasmic tail domain.

The N-terminus of GpIbα contains several leucine-rich repeats, and is the major ligand binding domain, where the vWF and the thrombin bind (Takamatsu et al., 1986; Yamamoto et al., 1991). In addition, other molecules such as TSP-1, high-molecular-weight kininogen, coagulation factors XI and XII have also been shown to bind to the N-terminus of GpIbα (Baglia et al., 2002; Bradford et al., 1997; Bradford et al., 2000; Jurk et al., 2003).

The mucin-like stalk of GpIbα contains many glycosylation sites, for example, it is estimated that there are five O-linked sites for every 13 amino acids (Andrews et al., 2003; Lopez et al., 1998). It is suggested that these posttranslational modifications may potentially be important for the GpIbα–mediated functions, as glycosylation is generally related to protein folding, stability and receptor binding (Delos et al., 2002; Garcia-Campayo et al., 2002; Konrad and Kudlow, 2002).

The cytoplasmic domain of GpIbα is vital for its localization and functions. For instance, filamin A has been demonstrated to interact with the C-terminal tail of GpIbα, which anchors the entire GpIb/IX/V complex to the cell cortex of platelets (Feng et al., 2003; Xu et al., 1998).
Furthermore, although the mechanism through which GpIbα initiates platelet aggregation is not completely clarified, it is suggested that the proteins associated with the cytoplasmic domain of GpIbα mediate this mechanism. Just to name a few examples, calmodulin and 14-3-3ζ are found to interact with GpIbα through its C-terminal tail, therefore suggesting that certain signaling pathways involving phosphatidylinositol 3-kinase (PI-3K), focal adhesion kinase (FAK), GTPase-activating proteins, Src-related tyrosine kinases, and/or tyrosine phosphatases, might be responsible for the aggregation and activation of platelets (Du, 2007; Ozaki et al., 2005).

In addition to its well-known importance in platelet activation and adhesion, GpIbα has recently been suggested by the laboratory of Dr. Edward V. Prochownik at Children’s Hospital of Pittsburgh, to be involved in the tumorigenesis pathways downstream of the classic oncoprotein c-Myc. Firstly, GpIbα was identified as one of the most up-regulated proteins by c-Myc (Rogulski et al., 2005a; Rogulski et al., 2005b), and secondly, the overexpression of GpIbα has been related to the induction of tetraploid cells (Li et al., 2007). A later paper from the Prochownik lab further demonstrated that when the Rat1a cells overexpressing GpIbα are subcutaneously inoculated into nude mice large tumors develop, suggesting a tumorigenic consequence to GpIbα overexpression (Li et al., 2008).

In addition, GpIbα is widely overexpressed in various human cancer cells, but not in noncancer cells (Li et al., 2008), implying a link between GpIbα overexpression and tumor formation in human cells. Interestingly, deletion mutants of GpIbα that block the induction of tetraploidization demonstrate less transformation properties (Li et al., 2009), emphasizing the importance of tetraploidization in the tumorigenesis process. I therefore investigated the mechanism through which GpIbα overexpression leads to tetraploidization.
3.2 RESULTS

3.2.1 GpIbα in interphase

As demonstrated by the Prochownik lab, GpIbα is expressed in non-platelet cells without expression of the other subunits of the vWF receptor (Li et al., 2009), suggesting that GpIbα might play certain roles unrelated to the platelet/megakaryocyte system, which leads to the following investigation.

Immunofluorescence was first employed to analyze the localization of GpIbα in interphase non-platelet cells, such as RPE-hTERT, HFF-hTERT, HeLa and UPCI:SCC103 cells. However, the antibodies against GpIbα did not recognize specific structures containing GpIbα in these cells during interphase, except for a slight accumulation of signals near the nuclei, where endoplasmic reticulum (ER) presumably localizes (Figure 19A). This may be due to the fact that GpIbα is a highly glycosylated membrane protein that needs to go through ER for the posttranslational modifications. Meanwhile, a different approach was adopted, by ectopically expressing the GFP-tagged GpIbα in HeLa cells, which demonstrated a specific localization of GpIbα on the cortex of interphase non-platelet cells that will be analyzed below (Figure 19B).

3.2.1.1 GpIbα is colocalized with F-actin and filamin A on the cell cortex

As demonstrated in Figure 19B, some of the GpIbα protein has been found to localize on the cell cortex and form filament-like structures. Interestingly, when rhodamine-labeled phalloidin was used to stain the F-actin in these cells, a partial overlap between GpIbα and F-actin was observed, suggesting that at least a portion of GpIbα proteins were co-localized with
F-actin in non-platelet cells. Similar co-localization was also observed in another cell line, UPCI:SCC103, that was transfected with the GFP-tagged GpIbα (data not shown), therefore ruling out the possibility that the cortical localization of GpIbα was cell type-specific.

Figure 19 GpIbα in interphase non-platelet cells.

(A) RPE-hTERT cells, or (B) HeLa cells with GFP-GpIbα, were fixed and stained with antibodies against GpIbα. The actin filaments were visualized by rhodamine-phalloidin, and the nuclei were labeled by DAPI.

These results are not surprising, as GpIbα in platelets has been reported to anchor the entire GpIb/IX/V complex to the F-actin network underneath the plasma membrane, by interacting with filamin A, the major cross-linker for F-actin (Feng et al., 2003). Therefore, it seems that in non-platelet cells, GpIbα could also link to the F-actin network through filamin A.

To better visualize the colocalization between GpIbα and F-actin, confocal microscopy analysis was employed. A series of sections (about 10-12) were conducted for each single HeLa cell transfected with GFP-GpIbα, and stained with rhodamine-phalloidin. Indeed, the confocal
microscopy results also revealed that GpIbα formed filaments, and some of these GpIbα filaments were partially co-localized with the F-actin bundles (Figure 20A).
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Figure 20 GpIbα, filamin A, and F-actin colocalization on the cell cortex, examined by confocal microscopy.

(A) HeLa cells transfected with GFP-GpIbα were fixed and stained with rhodamine-phalloidin. The samples were subjected to 12 optical sections with confocal microscope. Green: GFP-GpIbα. Red: F-actin.

(B) The HeLa cells transfected with GFP-GpIbα were fixed and stained with antibodies against filamin A before the confocal microscopy analyses. Green: GFP-GpIbα. Red: filamin A. Pictures are representatives of at least 20 samples that were examined in each experiment.
Next, I examined filamin A in these HeLa cells transfected with GFP-GpIbα by immunofluorescence. Similarly, a partial co-localization between filamin A and GpIbα was also observed (Figure 20B), suggesting that in non-platelet cells, GpIbα, filamin A and F-actin may form a complex, which can localize to the cell cortex.

It is interesting to note that there are other GpIbα filaments that were not co-localized with F-actin, suggesting that GpIbα may have multiple localizations and functions. It is also interesting to note that GpIbα seemed to form thick bundles at the bottom of a cell, and there appeared to be diffuse GpIbα proteins in the last serial section, which was the plane where the cell made contact with the ECM, suggesting that GpIbα might have additional functions in cell-cell or cell-ECM adhesion or signaling pathways. This is possibly due to the fact that GpIbα binds to filamin A, and filamin A is known to interact with integrins (Sharma et al., 1995), which are key proteins involved in the cell-cell/ECM adhesion and cell signaling pathways, controlling the morphology and motility of the cell (Brown and Hogg, 1996; Faull and Ginsberg, 1996), however this is beyond the scope of my research, and therefore will not be discussed in this chapter.

3.2.1.2 GpIbα’s distributions in cells examined by cellular fractionation

As some of the GpIbα proteins appeared to be diffuse in the cytoplasm of cells, as demonstrated by the confocal microscopy analysis, I took another approach to examine whether these GpIbα proteins were freely soluble molecules in the cytoplasm. HeLa cells transiently transfected with GFP-GpIbα were subjected to cellular fractionation, where whole cells were lysed and separated into three fractions. The first fraction contained cytosolic proteins that were extracted from the cells, after digitonin permeabilized the plasma membrane; the second fraction
contained membrane proteins and their associated proteins, which were extracted by a different detergent, NP-40, from the pellet formed after the first digitonin extraction; while the last fraction was a pellet containing everything left over that was not solubilized by the NP-40 extraction, and was instead solubilized by sodium dodecyl sulfate (SDS).

Theoretically, freely soluble molecules in the cytoplasm should be enriched in the first fraction, while the membrane proteins and their associated structures should be enriched in the second fraction. Indeed, the cytosolic protein marker GAPDH accumulated mostly in the first fraction, whereas the membrane protein marker CD44 was mostly found in the second fraction, indicating the cellular fractionation was successful (Figure 21).

![Cellular fractionation of HeLa cells transfected with GFP-GpIbα.](image)

**Figure 21 Cellular fractionation of HeLa cells transfected with GFP-GpIbα.**

Cellular fractionation was carried out as described in the section of “Materials and Methods”. The first fraction: digitonin-extracted fraction that contained cytosolic proteins. The second fraction: the NP40-extracted fraction that contained membrane proteins and associated proteins. The third fraction: the NP40 insoluble fraction that contained everything that failed to be extracted by NP40, including nuclear proteins and insoluble cytoskeletal components, as well as unlysed cells. GAPDH was used as a control for the soluble proteins in the cytoplasm, and CD44 was used as a control for the membrane proteins.
However, I did not observe any GpIbα in the first fraction, indicating that none of GpIbα proteins were soluble in the cytoplasm. At least half of GpIbα was enriched in the second fraction and some in the third fraction, suggesting that GpIbα were associated with certain membrane structures, for example, the plasma membrane and/or the F-actin networks connected to the plasma membrane. Alternatively, as ER and its associated proteins were also enriched in the second fraction (data not shown), it would not be surprising to find that the membrane protein GpIbα, which needs to go through ER for posttranslational modifications, were also found in this faction.

It is interesting to note that actin was found in all of these three fractions, possibly due to the fact that cells contain both soluble actin proteins as well as polymerized actin filaments. The soluble actin was enriched in the first fraction, while some actin filaments, that are associated with the plasma membrane, could be co-fractionated with the membrane in the second fraction. In addition, some actin proteins have been reported to localize within the nuclei, therefore it was not surprising to observe them in the third faction.

In conclusion, the cellular fractionation data demonstrated that GpIbα was not freely soluble in the cytoplasm, suggesting that the seemingly ‘diffuse’ staining of GpIbα observed during confocal analysis was most likely associated with membrane structures within cells.

So far, these data suggest that GpIbα was partially co-localized with filamin A and the F-actin network on the cell cortex, and may be involved in certain actin-related functions in non-platelet cells. Meanwhile, it was also possible that GpIbα played additional roles, such as functioning in focal adhesion or signal transduction that are related to the adhesive interaction, as some portion of GpIbα seemed to localize at the focal planes of cells close to the ECM, and as the GpIbα binding partner filamin A is known to interact with integrins.
3.2.1.3 The cortical localization of GpIbα depends on the F-actin network, but not on the MTs

In order to investigate whether the GpIbα’s interphase localization was dependent on F-actin, HeLa cells expressing GFP-GpIbα were treated with cytochalasin D to disrupt their F-actin networks, and were then subjected to confocal microscopy analysis. As expected, when F-actin lost its normal organization in cells, GpIbα was also disrupted and mislocalized (Figure 22A), indicating the dependency on F-action for GpIbα’s cortical localization in interphase cells. Interestingly, some of the disrupted GpIbα appeared to still colocalize with the residual F-actin, suggesting that the localization of GpIbα was determined by the localization of F-actin.

![Image of F-actin and GpIbα localization]

Figure 22 The cortical localization of GpIbα in cells is dependent on the actin network, not the MT network.

(A) The HeLa cells transfected with GFP-GpIbα were treated with 8 mM of cytochalasin D for 30 minutes before fixation, which were then stained with antibodies against filamin A or rhodamine-phalloidin. Samples were subjected to confocal microscopy analyses. Red: F-actin or filamin A. Green: GFP-GpIbα.
(B) The HeLa cells transfected with GFP-GpIbα were treated with 33 mM of nocodazole for 30 minutes, then stained with antibodies against α-tubulin or rhodamine-phalloidin. Red: F-actin or α-tubulin. Green: GFP-GpIbα. Pictures are representatives of at least 15 samples that were examined in each experiment.

However, when cells were treated with MT inhibitor nocodazole to disrupt their MTs, the organization of GpIbα was not affected, evidenced by the filament-like structures of GpIbα on the cell cortex after nocodazole treatment (Figure 22B). Therefore, the organization and localization of GpIbα in non-platelet cells seemed to depend on the F-actin network, but not the MT network.

3.2.1.4 GpIbα and the ER

Li et al. have demonstrated by Western blot analysis that GpIbα is predominantly found in the ER fractions of the Rat1a cells ectopically expressing GpIbα (Li et al., 2009). However, to my surprise, there was very little sign of ER localization of GpIbα in the HeLa cells that I examined. A typical ER localization would be enrichment around the nucleus, where the ER is localized. However, in the previous confocal analysis using HeLa cells transfected with GFP-GpIbα cells, most of GpIbα demonstrated filament-like structures on the cell boundary, and some enrichment towards the bottom of the cell, which seemed to be different from the predominant ER localization observed by Li et al by using fractionation. I have also expressed GFP only in HeLa cells as a control and did not observe any particular localization of GFP, which were diffuse throughout the cells (data not shown). This experiment rules out the possibility that the GFP localized on the cell cortex and forced GpIbα to localize to the cell cortex, although it still does not rule out the possibility that the localization of GpIbα is
influenced by the GFP tag. As I will demonstrate later in this chapter, the mitotic localization of GFP-GpIbα was verified by immunofluorescence microscopy analysis, therefore validating this experimental approach.

To further investigate this issue, I compared the localization of GpIbα with an ER marker protein, calnexin (Wada et al., 1991), by performing immunofluorescence staining with antibodies against calnexin using HeLa cells expressing GFP-GpIbα, and subjected these cells to confocal microscopy analysis. As indicated in Figure 23, calnexin formed many concentrated foci in an area around the nuclei in multiple focal planes, representing the localization of the ER in cells. Meanwhile, GpIbα still demonstrated the localization on the cell cortex, and showed very little colocalization with calnexin, suggesting that the GFP-GpIbα that was ectopically expressed in HeLa cells was not predominantly associated with ER.

These different results on ER localization of GpIbα may originate from the different cells that were used: the research of Li et al. utilized Rat1a cells transfected with GpIbα, and my studies relied on HeLa cells transfected with GFP-GpIbα. Rat1a cells are immortalized rat embryo fibroblasts that do not overexpress GpIbα endogenously, whereas HeLa cells have been demonstrated to contain endogenously overexpressed GpIbα (Li et al., 2008). As GpIbα is a large membrane protein that needs to undergo complicated posttranslational modifications, overexpression of it in Rat1a cells may result in an overload of the ER, therefore causing an accumulation of the overexpressed GpIbα in the ER of the Rat1a cells. On the other hand, HeLa cells may be able to tolerate the ectopic expression of GpIbα, due to its endogenous high level of GpIbα proteins, therefore demonstrating little accumulation of GpIbα in the ER of HeLa cells.
Figure 23 GpIbα and ER in the interphase cells, as examined by confocal microscopy.
The HeLa cells transfected with GFP-GpIbα were fixed and stained with antibodies against calnexin, an ER maker protein, and subjected to the confocal microscopy analyses. Green: GpIbα. Red: calnexin. Pictures are representatives of at least 15 samples that were examined in each experiment.

Alternatively, these different results may arise from the possibility that, there might be two subpopulations of GpIbα proteins that could be detected by the different experimental approaches in these two studies. Rat1a cells transfected with GpIbα were subjected to Western blot in Li et al.’s study, using an antibody against GpIbα, while HeLa cells in my study was transfected with GFP-labeled GpIbα and subjected to microscopic analysis. It was interesting to note that the antibody against GpIbα were generated using the highly glycosylated extracellular domain of GpIbα from platelets as the antigen (Berndt et al., 1988). Therefore, the GpIbα proteins localized in ER, which were probably undergoing extensive glycosylation, may be more likely to be detected by this antibody. On the contrary, the GpIbα proteins located on the cell cortex, which might not be as glycosylated, or might have been cleaved and lost certain portions of the extracellular domain as in activated platelets (Bonnefoy et al., 2006), may not be recognized by this antibody.

### 3.2.2 GpIbα in mitotic cells

The above studies have focused on interphase GpIbα, which revealed that in non-platelet cells, GpIbα proteins were localized on the cell cortex in an F-actin dependent manner, and were partially co-localized with F-actin and filamin A, besides its other localizations and/or functions in interphase cells. What is more interesting is that during these analyses, GpIbα was found to
demonstrate a specific localization in mitosis and cytokinesis. Besides, GpIbα has also been suggested to be related to cytokinesis as that the overexpressed GpIbα promotes binucleation, a product of cytokinesis failure (Li et al., 2007), therefore the potential functions of GpIbα in cell division is investigated below.

3.2.2.1 GpIbα is enriched at the dividing site and the CF

HeLa cells transfected with GFP-GpIbα were subjected to live-cell imaging, to follow the localization of GpIbα during mitosis in real-time, which is shown in Figure 24A. Firstly, when the cell started to round up for mitosis, GpIbα was enriched at the cell cortex, as a bright ring localized at the boundary of the cell, which was consistent with its interphase localization at the cell cortex. As the cell continued mitotic progression, GpIbα began to symmetrically concentrate at the dividing site, which was in the middle of the cell. This site later became the CF during cytokinesis, where GpIbα still persisted to be concentrated, until the end of cytokinesis. Afterwards, the two daughter cells were ready to separate and enter G1 phase, that’s when GpIbα began to re-organize into the filament-like structures on the cell cortex, as observed previously in interphase cells. This localization pattern seemed to suggest that GpIbα could play a role in cytokinesis.

Furthermore, when HeLa cells transfected with GFP-GpIbα were fixed, some of the cells did demonstrate the same CF localization of GpIbα as describes above, while others did not. This observation will be discussed later in this section, as a specific phenotype in cancer cells but not in noncancer cells. Immunofluorescence results using fixed noncancer cells, such as RPE-hTERT and HFF-hTERT cells, all demonstrated that GpIbα was concentrated at the CF during normal cytokinesis, as shown in Figure 24B and analyzed below.
Figure 24 GpIbα is enriched at the CF during cytokinesis.

(A) The HeLa cells transfected with GFP-GpIbα were subjected to live-cell imaging analyses, demonstrating that GpIbα was first localized at the boundary of the dividing cell, then enriched at the divisional site, and later the CF until the completion of cell division. Timestamp: minutes. (B) Immunofluorescence analysis confirmed the CF localization of GpIbα during cytokinesis. The HFF-hTERT and the RPE-hTERT cells were fixed and stained with antibodies against GpIbα.

3.2.2.2 GpIbα is co-localized with F-actin, filamin A and myosin II at the CF during cytokinesis

In order to further investigate the CF localization of GpIbα, double-immunofluorescence was employed to stain cells with antibodies against GpIbα and another known cytokinesis
protein, for example actin, the major component of the contractile ring. As expected, GpIbα was found to co-localize with F-actin at the CF during cytokinesis. Similarly, antibodies against myosin II heavy chain (MHC) were used to represent the localization of myosin II, and GpIbα was also found to co-localize with MHC. Lastly, filamin A localization was examined, and not surprisingly, GpIbα co-localized with filamin A at the CF (Figure 25A, B, C). Therefore, during cytokinesis, GpIbα was localized at the CF, where it co-localized with F-actin, myosin II and filamin A, again indicating a possible role for GpIbα during cytokinesis.

![Figure 25 GpIbα co-localized with F-actin, filamin A and myosin II during cytokinesis in noncancer cells.](image)

HFF-hTERT cells were fixed and co-stained with antibodies against GpIbα and F-actin (A), or filamin A (B), or myosin heavy chain (MHC), representing myosin II (C). The nuclei were visualized by DAPI.

Interestingly, although these four proteins, GpIbα, F-actin, myosin II and filamin A, were all found at the CF during cytokinesis, their localizations did not completely overlap, suggesting that all of the four proteins may not form one single complex; rather, there may be hierarchies in
their organizations, where some of them may be integrated into one complex while other(s) may only interact with the complex at some time, which will be further discussed later in this section. It is also important to note again that these above immunofluorescence analyses were performed using the noncancer cell lines HFF-hTERT and/or RPE-hTERT, as the cancer cells demonstrated completely different localization patterns of these proteins, which will also be examined in a later section.

3.2.3 GpIbα overexpression inhibits cytokinesis

A major theme of my studies was to elucidate the possible mechanism(s) through which GpIbα overexpression can cause tumorigenesis, which was provoked by the fact that GpIbα overexpression is commonly observed in cancer cells, and that cells overexpressing GpIbα can cause tumor formation in nude mice (Li et al., 2008). Hence, after the brief investigation of GpIbα in normal conditions, as described above, I began to explore the phenotype caused by GpIbα overexpression.

3.2.3.1 GpIbα overexpression interferes with the localization of the cytokinesis apparatus

It has been demonstrated that cells containing overexpressed GpIbα exhibit high percentages of binucleation (Li et al., 2007), hence it was hypothesized that GpIbα overexpression may cause cytokinesis defects, such as erroneous assembly of cytokinesis machineries, which then led to cytokinesis failure, generating binucleated progenies. Therefore, immunofluorescence analyses were performed to examine the localization of key cytokinesis
proteins in the GpIbα-overexpressing cell line HFF-hTERT-shp53+GpIbα cells, and their control HFF-hTERT-shp53 cells.

Theoretically, using HFF-hTERT-GpIbα cells and comparing them with HFF-hTERT control cells would be the best approach for my study, however these HFF-hTERT-GpIbα cells stopped dividing during culture and demonstrated senescence-like morphologies. This may be a result from the GpIbα overexpression-caused DNA damage (Li et al., 2008), which activated p53 and hindering the normal cell cycle progression. Therefore in order to examine cytokinesis, p53 has to be removed to allow these cells to continue going through mitosis.

**GpIbα, F-actin, myosin II and filamin A are mislocalized in HFF-hTERT-shp53+GpIbα cells**

Contrary to its CF localization in normal conditions, F-actin was found to be missing from the CF in at least half of the dividing HFF-hTERT-shp53+GpIbα cells. Similarly, filamin A and myosin II also demonstrated mislocalization during cytokinesis, even GpIbα itself was observed to disappear from the CF in more than half of the dividing population, suggesting that GpIbα overexpression impaired the localizations of key cytokinesis proteins (Figure 26A, B, C, D).
Figure 26 GpIbα overexpression in noncancer cells causes the mislocalization of cytokinesis-related proteins: F-actin, myosin II, filamin A and GpIbα itself.

The localizations of F-actin (A), filamin A (B), myosin II (C), and GpIbα (D) during cytokinesis were examined in HFF-hTERT-shp53+GpIbα cells, and compared to their control HFF-hTERT-shp53 cells by immunofluorescence. Top: a representative image of protein mislocalization during cytokinesis. Nuclei were stained with DAPI. Bottom: quantification of protein mislocalization during cytokinesis in HFF-hTERT-vector, HFF-hTERT-shp53, and HFF-hTERT-shp53+GpIbα cells.
GpIbα, F-actin and filamin A are mislocalized in the same cell, but myosin II is not

It has been suggested earlier in this section that, GpIbα, F-actin, filamin A and myosin II did not demonstrate a complete overlap of their staining patterns at the CF during normal cytokinesis, possibly due to the different hierarchies in their organizations. Indeed, when I closely examined the mislocalization phenotypes of these proteins in the HFF-hTERT-shp53+GpIbα cells using double-immunofluorescence, I noticed that when GpIbα was mislocalized in a cell, F-actin or filamin A was mislocalized in greater than 95% of the cases (Figure 27A, B). However, MHC staining did not follow the same pattern, for example, when GpIbα was mislocalized in a cell, MHC could still be enriched at the CF in about 50% of the cases, indicating that myosin II could have a different localization pattern than GpIbα, F-actin and filamin A (Figure 27C).

These data suggest that GpIbα, F-actin and filamin A may form a hypothetical complex and localize to or mislocalize from the CF, as one entity, which will need further investigation to test this hypothesis. Meanwhile, myosin II may only interact with this complex at some time, but not necessarily be an integrated part of this complex.
Figure 27 In greater than 95% of cells that demonstrated GpIbα mislocalization, filamin A or F-actin was also mislocalized within the same cell, however, mislocalization of myosin II did not correlate with the mislocalization of GpIbα in the same cell.

Double immunofluorescence analyses were performed using antibodies against GpIbα and actin (A), or GpIbα and filamin A (B), or GpIbα and MHC (C), in HFF-hTERT-shp53+GpIbα cells. Note that in (C), the cell demonstrated GpIbα mislocalization, but myosin II seemed to localize correctly at the CF.

**F-actin and filamin A are not affected in interphase GpIbα-overexpressing cells**

As F-actin and filamin A have been found to be mislocalized during cytokinesis when GpIbα was overexpressed, I was curious about whether they may also mislocalize during interphase in GpIbα-overexpressing cells. Interestingly, F-actin and filamin A seemed to form
normal filaments on the cell cortex in the GpIbα-overexpressing cells, which was indistinguishable from that observed in the control cells (Figure 28A). Moreover, Western blot analysis has shown that the actin protein levels stayed the same in cells overexpressing GpIbα (Figure 28B), indicating that the protein level and localization of F-actin during interphase was not controlled by the expression levels of GpIbα.

Figure 28 During interphase, GpIbα overexpression affects neither the localization of F-actin and filamin A, nor the expression of actin in cells.

(A) The HFF-hTERT-shp53+GpIbα cells and their control HFF-hTERT-shp53 cells were fixed and stained with antibodies against filamin A. The actin filaments were visualized by rhodamine-phalloidin. The nuclei were labeled by DAPI. (B) The HFF-hTERT-vector, HFF-hTERT-shp53, HFF-hTERT-shp53+GpIbα
cells were lysed and subjected to immunoblot analyses using antibodies against actin. GAPDH was used as a loading control.

These results suggest that the abnormal organization of F-actin and filamin A upon Gplbα overexpression was only specific to cytokinesis, which may be a result of a deregulated cytokinesis-related pathway that had no impact on the cytoskeleton organization in interphase.

**RhoA demonstrates asymmetrical localization in the HFF-hTERT-shp53+Gplbα cells**

Besides the two contractile ring components actin and myosin II, RhoA was also analyzed in the Gplbα-overexpressing cells, for two reasons. The first is that RhoA is a central cytokinesis regulator, which controls the activities of myosin II through an effector kinase ROCK, and also controls the polymerization of F-actin in the contractile ring by regulating formin (Piekny et al., 2005). The second reason is that filamin A, the Gplbα-interacting partner, has been demonstrated to bind to RhoA and ROCK directly (Pi et al., 2002; Ueda et al., 2003). As Gplbα itself, filamin A and F-actin were absent from the CF during cytokinesis in the HFF-hTERT-shp53+Gplbα cells, one can predict that the localization of RhoA would also be altered in these cells.

As expected, RhoA demonstrated a different localization pattern in the Gplbα-overexpressing cells when compared with controls. In normal conditions, RhoA was found to be symmetrically enriched at both sides of the dividing site, which later became the CF (Figure 29A); however, when Gplbα was overexpressed, RhoA was asymmetrically localized (Figure 29B, C), suggesting a defect in RhoA’s localization during cytokinesis.
Figure 29 GpIbf overexpression in noncancer cells causes asymmetrical localization of RhoA during cytokinesis.

(A) The normal symmetrical localization of RhoA at the divisional site. The HFF-hTERT-shp53 cells at different stages of cytokinesis were fixed with trichloroacetic acid and stained with RhoA. DAPI was used to visualize the nuclei. (B) The asymmetrical localization of RhoA during cytokinesis. HFF-hTERT-
shp53+GpIbα cells were fixed and analyzed as in (A). (C) The quantification of the asymmetrical localization of RhoA during cytokinesis in the HFF-hTERT-vector, HFF-hTERT-shp53 and HFF-hTERT-shp53+GpIbα cells.

This asymmetric localization of RhoA was slightly different from the mislocalization of GpIbα, F-actin and filamin A, which demonstrated complete absence from the CF or even the entire cell, suggesting that the distributions and activities of RhoA may be obstructed by a different pathway and/or different protein regulator than what affected the GpIbα, F-actin and filamin A localizations during cytokinesis.

*Aurora B is not mislocalized in the HFF-hTERT-shp53+GpIbα cells*

Up till now GpIbα, F-actin, filamin A, myosin II and RhoA all demonstrated defective localization in the HFF-hTERT-shp53+GpIbα cells, I next examined another cytokinesis-related protein Aurora B kinase.

As shown in Figure 30A, Aurora B was located at the CF region in HFF-hTERT control cells. Upon a closer look, in normal controls, Aurora B seemed to form many short strings, which were mostly parallel and occupied the majority part of the space constrained by the CF (Figure 30B).

At a later stage of cytokinesis, Aurora B became very concentrated, as the “canal” that connected the two daughter cells became thinner. Interestingly, this localization pattern was not changed in the GpIbα-overexpressing cells (Figure 30C, D), suggesting that Aurora B localization was not affected by GpIbα-overexpression, therefore not all proteins in the cytokinesis machinery were prevented from localizing normally.
Figure 30 GpIbα overexpression does not affect the localization of Aurora B during cytokinesis.

(A) The localization of Aurora B at the divisional site. The HFF-hTERT-shp53 cells at different stages of cytokinesis were fixed and stained with antibodies against Aurora B. (B) A zoomed-in picture of Aurora B at the divisional site demonstrated the filament-like patterns of Aurora B. (C) The localization of Aurora B in the GpIbα-overexpressing cells. (D) The quantification of Aurora B mislocalization in the HFF-hTERT-vector, HFF-hTERT-shp53, HFF-hTERT-shp53+GpIbα cells.

It is interesting to note that the proteins which have demonstrated defective localizations during cytokinesis in the GpIbα-overexpressing cells are mostly proteins that localize at the cell
cortex, cytoskeletons, and their interactants, in other words, proteins closer to the outside surface of the CF. On the contrary, the proteins that did not demonstrate mislocalization (Aurora B) is known to associate with MTs during cytokinesis (Delaval et al., 2004; Maerki et al., 2009), meaning that, it is localized on the central spindles inside of the “canal”, not on the cell surface. Therefore, these differences may suggest that the mechanism by which GpIbα overexpression interferes with cytokinesis, is probably functioning through affecting the cortical cytoskeleton and/or its associated proteins during cytokinesis.

3.2.3.2 GpIbα overexpression directly interferes with completion of cytokinesis

As GpIbα overexpression resulted in the mislocalization of multiple cytokinesis proteins, one may predict that cytokinesis would be also affected. Therefore live-cell imaging was employed to follow the completion of cell division in various cell lines.

As expected, a 4-fold increase in the percentage of cytokinesis failure was observed in HFF-hTERT-shp53+GpIbα cells, when compared with their respective control cells (Figure 31A), confirming that overexpression of GpIbα indeed inhibits the completion of cytokinesis, therefore generating tetraploid progenies. Consistently, binucleation frequency also increased in the GpIbα-overexpressing cells when compared with controls, as shown in Figure 31B.

My data so far have demonstrated that overexpression of GpIbα in noncancer HFF cells caused defective localizations of cytokinesis-related proteins, and failure of cytokinesis. Interestingly, as revealed by Li et al., all the cancer cell lines they tested contained endogenous overexpression of GpIbα (Li et al., 2008), therefore one can predict that cancer cells may demonstrate similar cytokinesis defects as HFF-hTERT-shp53+GpIbα cells, and the endogenous
overexpression of GpIbα in cancer cells may be the cause for their divisional defects, which is discussed below.

3.2.4 GpIbα overexpression is associated with cytokinesis defects in cancer cells

As predicted, cancer cells may demonstrate cytokinesis defects, for example, mislocalization of cytokinesis-related proteins and binucleation. Hence, four cancer cell lines were employed,
including the cervical adenocarcinoma epithelial cell line HeLa, two oral squamous cell carcinoma cell lines UPCI:SCC103, UPCI:SCC40 and the liver adenocarcinoma cell line SK-HEP, which were subjected to a series of immunofluorescence analyses to investigate their divisional defects.

3.2.4.1 Cancer cells demonstrated similar mislocalization of cytokinesis proteins and high percentages of binucleation

As expected, all of the four cancer cell lines demonstrated high percentages of GpIbα mislocalization in the dividing population, similar mislocalization was also observed for F-actin, filamin A and RhoA (Figure 32A, C), indicating that the cytokinesis apparatus in cancer cells were indeed defective. These phenotypes were very close to what was previously observed in HFF-hTERT-shp53+GpIbα cells, suggesting that the HFF-hTERT-shp53+GpIbα cells could serve as a model cell line to study GpIbα effects in cancer cells.

In addition, the percentages of binucleation were also analyzed in these four cancer cell lines, interestingly I found a correlation between the mislocalization of cytokinesis-related proteins and the percentage of binucleation as shown in Figure 32B. Cell lines that demonstrated high percentages of cells with mislocalized cytokinesis proteins also demonstrated relatively high frequencies of binucleation, suggesting that the defective localization of cytokinesis-related proteins might contribute to cytokinesis failure, therefore generating binucleated cells. The HFF-hTERT-shp53+GpIbα cells also appeared to behave similarly to the four cancer cell lines, as these HFF-hTERT-shp53+GpIbα cells have also demonstrated high percentages of both protein mislocalization and binucleation, confirming that HFF-hTERT-shp53+GpIbα cells could be used to study cytokinesis defects-related features of cancer cells.
Figure 32 Cancer cells demonstrate mislocalization of the cytokinesis-related proteins similar to what was observed in the HFF-hTERT-shp53+GpIbα cells, and these mislocalizations seem to be correlated with the binucleation/multinucleation frequencies.

Four cancer cell lines, HeLa, UPCI:SCC40, SK-HEP, and UPCI:SCC103 were fixed and stained with various antibodies to examine the localization of GpIbα, filamin A, F-actin, and RhoA during cytokinesis.
(A) Images demonstrating the mislocalization of GpIbα, filamin A and F-actin. (B) The relationship between the percentages of the cytokinesis-related protein mislocalization and the frequencies of binucleation/multinucleation. (C) The asymmetrical localization of RhoA during cytokinesis.

### 3.2.4.2 GpIbα overexpression is a cause of mitotic/cytokinesis defects in HeLa cells

Now that GpIbα overexpression seemed to be related to binucleation and mislocalization of cytokinesis proteins in cancer cells, the next question to be addressed was: did GpIbα overexpression cause cytokinesis failure in cancer cells?

Besides mislocalization of cytokinesis proteins and binucleation, there are other types of mitotic/cytokinesis defects commonly observed in cancer cell lines, for example multipolar spindles (MPSs), anaphase bridges, lagging chromosomes, and micronuclei (Figure 33A), which may all contribute to cytokinesis failure and/or genomic instability as discussed in the “CYTOKINESIS FAILURE, TETRAPLOIDIZATION AND TUMORIGENESIS” section of Chapter I. In order to answer the above-proposed question, HeLa cells were employed as a representative of cancer cells. The percentages of all these defects were quantified and compared between HeLa-shGpIbα cells, in which GpIbα proteins were knocked-down by shRNA, and their respective control HeLa-shvector cells.

### 3.2.4.3 GpIbα knockdown decreases some mitotic/cytokinesis defects from HeLa cells

As demonstrated in Figure 33B, the frequencies of MPSs, anaphase bridges, lagging chromosomes, micronuclei, and binucleation were all significantly reduced in HeLa cells after GpIbα knockdown, suggesting that the endogenous overexpression of GpIbα was responsible for these mitotic/cytokinesis defects. In order to verify that these results were truly due to GpIbα knockdown, a shRNA resistant GpIbα (murine GpIbα, mGpIbα) was expressed in HeLa-
shGpIbα cells. As expected, the frequencies of these mitotic/cytokinesis defects were all mostly restored in HeLa-shGpIbα-mGpIbα cells (Figure 33B), confirming that GpIbα overexpression was the cause for the MPSs, anaphase bridges, lagging chromosomes, micronuclei and binucleation observed in HeLa cells.

Figure 33 Overexpression of GpIbα was partially responsible for many of the mitosis/cytokinesis defects observed in HeLa cells.

(A) Examples of mitotic/cytokinesis defects in HeLa cells: anaphase bridges, micronuclei (indicated by arrows), multipolar spindles, lagging chromosomes (indicated by arrows), and binucleation. HeLa cells were fixed and staining with antibodies against α-tubulin or rhodamine-phalloidin. DNA was visualized by DAPI.
DAPI. (B) Western blotting analysis to verify successful knockdown of GpIbα via shRNA in HeLa cells and overexpression of a shRNA-resistant mGpIbα in these cells. (C) Quantification of the percentages of each mitotic/cytokinesis defect as shown in (A), using HeLa-shvector cells, HeLa-shGpIbα cells (HeLa cells with stably knockdown of GpIbα), and HeLa-shGpIbα-mGpIbα cells (HeLa cells with stable knockdown of GpIbα, and overexpression of a shRNA-resistant mouse GpIbα).

All of the divisional defects that were significantly reduced after GpIbα knockdown in HeLa cells were not observed in the same cell. This is because most of the cells that exhibited mitotic/cytokinesis defects observed were not in the same stage of cell division, such as MPSs were observed in metaphase, anaphase bridges were observed in anaphase, while binucleation was observed in interphase. However, these mitotic/cytokinesis defects might actually be mechanistically related. For example, the lagging chromosomes during mitosis might become the micronuclei in interphase, if they were not resolved. In addition, binucleation might be a result of anaphase bridges, which could inhibit the normal completion of cell division, leading to failure of cytokinesis and binucleation. Therefore, it is possible that GpIbα overexpression may affect one or several central regulators in cell division, but generating many various phenotypes of mitotic/cytokinesis defects.

3.2.4.4 GpIbα knockdown does not decrease the percentages of cytokinesis-related protein mislocalization in HeLa cells

The percentages of cells with mislocalization of GpIbα, F-actin and filamin A during cytokinesis were analyzed using HeLa-shGpIbα cells, and results were compared with those in their respective controls, HeLa-shvector cells. Surprisingly, there were only marginal decreases in the percentages of cells with mislocalization of these proteins after GpIbα knockdown, even
when blinded analysis was completely employed, to ensure the objectiveness and accuracy of the data (Figure 34A, B, C).

Figure 34 Knockdown of GpIbα does not rescue the mislocalization of cytokinesis-related proteins in HeLa cells.

(A) HeLa cells were fixed and stained with antibodies against GpIbα, filamin A, and F-actin, which demonstrated mislocalization during cytokinesis. (B) The percentages of GpIbα, filamin A, and F-actin mislocalization during cytokinesis in HeLa cells with and without the knockdown of GpIbα. (C) Example images of GpIbα at the CF in HeLa cells with and without the knockdown of GpIbα.
These results suggest that knockdown of GpIbα rescued many mitotic/cytokinesis defects in HeLa cells, but failed to correct the mislocalization of the cytokinesis-related proteins. Therefore it is possible that there are different pathways contributing to these different divisional defects, among which GpIbα overexpression only affected some, but not others, for example, mislocalization of cytokinesis-related proteins may be caused by a GpIbα-independent pathway. Alternatively, the mislocalization phenotypes of cytokinesis-related proteins could be influenced by multiple causes, GpIbα overexpression was only one of them. There may also be other possible explanations, which will be addressed in the section of “Speculations and discussions” later in this chapter.

3.2.4.5 Abnormally localized GpIbα in U-2 OS cells during cytokinesis

As demonstrated earlier, GpIbα was found to be mislocalized from the CF during cytokinesis in the majority of the HeLa, UPCI:SCC103, UPCI:SCC40, and SK-HEP cancer cells, as well as HFF-hTERT-shp53+GpIbα cells that were generated to reproduce the GpIbα overexpression seen in cancer cells. However, when I examined the localization of GpIbα in another cancer cell line U-2 OS, which was derived from human osteosarcoma, an unusual phenotype was observed.

As shown in Figure 35A, instead of being almost completely absent from the mitotic cells, GpIbα in U-2 OS formed dots with various sizes and various numbers per cell during cytokinesis. Although it was consistent with the previous observation that GpIbα was not found to accumulate at the CF, it was not clear why there were aggregates of GpIbα in the mitotic U-2 OS cells.
It may be possible that the aggregates of GpIbα in U-2 OS cells were due to an overloaded ER, therefore antibodies against calnexin, the ER marker protein, were used, and the dividing U-2 OS cells were co-stained with GpIbα and calnexin. Surprisingly, calnexin did not demonstrate a dot-like distribution as GpIbα did during cytokinesis (Figure 35B), which suggest that the aggregated GpIbα was probably not associated with the ER in U-2 OS cells during cytokinesis. Furthermore, interphase cells co-stained with antibodies against GpIbα and calnexin confirmed that calnexin-labeled ER seem to be normal in the interphase U-2 OS cells (Figure 35C), therefore, overexpressed GpIbα may have a different fate in U-2 OS cells during cell division.

**Figure 35 Abnormal localization of GpIbα in U-2 OS cells.**
(A) U-2 OS cells were fixed and stained with antibodies against Gplbα, which demonstrated aggregation-like foci during cytokinesis. (B, C) U-2 OS cells were fixed and co-stained with antibodies against Gplbα and calnexin. DAPI was used to visualize the nuclei. (B) mitotic U-2 OS cells. (C) interphase U-2 OS cells.

Collectively, my data demonstrated that Gplbα overexpression causes many mitotic/cytokinesis flaws in certain cancer cells, which lead to cytokinesis failure and tetraploidization, although there may be additional factors or mechanisms interfering with this completion of cell division. Hence, I sought to investigate how exactly the overexpression of Gplbα could induce cytokinesis defects, by using the HFF cell system that mimicked cancer cells.

3.2.5 Potential mechanism of Gplbα overexpression interferes with cytokinesis

Based on my studies and related work from the Prochownik lab, the mechanism through which Gplbα overexpression impaired cytokinesis, is beginning to be understood. Hence, I will first discuss the important domains of Gplbα that mediated this possible mechanism, then address a key factor, the anaphase bridges, and a key protein mediator of this mechanism, the down-regulated Aurora B, before concluding a model at the end of this section.

3.2.5.1 The capability to bind to filamin A is required for overexpressed Gplbα to inhibit cytokinesis

As mentioned in the “Introduction” section of this chapter, Gplbα contains several important domains, one of which is the signal peptide at the N-terminus of Gplbα that directs the newly-synthesized Gplbα proteins to enter ER, mostly for posttranslational modifications,
glycosylation. The second important domain is the filamin A binding domain, located at the C-terminus of GpIbα, which is responsible for mediating the interaction between GpIbα and filamin A. Both of these domains have been reported to be critically associated with the transforming features of the GpIbα-overexpressing cells, and their genomic instability (Li et al., 2009). Therefore, I examined whether the signal peptide and filamin A binding domains are essential for the overexpressed GpIbα to interfere with cytokinesis.

Mutated GpIbα lacking the signal peptide was overexpressed in HFF-hTERT-shp53 cells, interestingly these cells did not demonstrate an elevated level of binucleation, when compared with their controls (Figure 36A). These data suggest that the signal peptide was indispensible for the overexpressed GpIbα to cause binucleation. Furthermore, the percentages of cytokinesis failure were compared between cells overexpressing full-length GpIbα, GpIbα mutant lacking the signal peptide, and the vehicle control, using live-cell imaging. Consistently, GpIbα mutant lacking the signal peptide did not induce a higher percentage of cytokinesis failure when overexpressed in the HFF-hTERT-shp53 cells (Figure 36A), confirming the importance of the signal peptide. These results suggest that overexpressed GpIbα needs to go through the ER in order to impair cytokinesis, which may be due to the requirement of glycosylation to become a fully functional protein.

I next investigated whether the filamin A binding domain of GpIbα was also needed for the overexpressed GpIbα to interfere with cytokinesis, and analyzed this question using the same approach as mentioned above. The mutated GpIbα lacking the filamin A binding domain was overexpressed in the HFF-hTERT-shp53 cells. Similarly, this GpIbα mutant lost its ability to induce higher percentages of binucleation and cytokinesis failure when overexpressed in noncancer cells, as demonstrated by immunofluorescence and live-cell imaging (Figure 36A).
Therefore, binding to filamin A also seemed to be required for the overexpressed GpIbα to cause cytokinesis failure and binucleation, thus suggesting a mechanism directly involving filamin A, or alternatively, filamin A may regulate the stability of the overexpressed GpIbα, hence indirectly contribute to the mechanism. This will be discussed in the section of “Speculations and discussions”.

Figure 36 The signal peptide and the filamin A-binding domain are indispensible for the overexpressed GpIbα to impair cytokinesis.
(A) Western blotting analysis to verify the overexpression of either full-length GpIbα, or the filamin A-binding domain deleted GpIbα (Δfil-GpIbα), or the peptide domain deleted GpIbα (Δsig-GpIbα) in HFF cells. (B) The percentages of binucleation and cytokinesis failure were analyzed by immunofluorescence and live-cell imaging, respectively. HFF-hTERT-shp53 cells were transfected with either full-length GpIbα, or the filamin A-binding domain deleted GpIbα (Δfil-GpIbα), or the peptide domain deleted GpIbα (Δsig-GpIbα). (C) The percentages of GpIbα, filamin A, and F-actin mislocalization during cytokinesis in the cell lines used in (B). Overexpression of full length GpIbα significantly increased the percentages of binucleation and mislocalization of cytokinesis-related proteins (indicated by *), while overexpression of GpIbα mutant failed to induce a significant increase in binucleation or the percentages of cells with mislocalization of cytokinesis-related proteins, except that the percentage of cells with mislocalization of filamin A during cytokinesis was increased after overexpression of the filamin A-binding domain deleted GpIbα (Δfil-GpIbα).

Furthermore, the localization of cytokinesis-related proteins were also analyzed in HFF-hTERT-shp53 cells overexpressing either the signal peptide-deleted GpIbα or the filamin A binding domain-deleted GpIbα. As demonstrated in Figure 36B, the percentages of cells with GpIbα, F-actin and filamin A mislocalization during cytokinesis were almost unchanged before and after overexpression of either GpIbα mutants, except that the percentage of cells with filamin A mislocalization during cytokinesis was increased after the filamin A binding domain-deleted GpIbα was overexpressed. These data indicate that both the signal peptide and the filamin A binding domain were indispensable for the overexpressed GpIbα to inhibit the localizations of cytokinesis-related proteins.

Taken together, these data demonstrated that the overexpressed GpIbα proteins need to go through the ER, possibly for glycosylation, as well as interaction with filamin A, in order to
inhibit cytokinesis and generating tetraploid cells, and this inhibition of cytokinesis seems to be linked with the mislocalization of cytokinesis-related proteins.

3.2.5.2 DNA damage and anaphase bridges may contribute to the cytokinesis failure induced by GpIbα overexpression

Li et al. have observed higher levels of DSB DNA damage in the GpIbα-overexpressing cells (Li et al., 2008); it was also interesting to note that in my studies, more anaphase bridges seemed to be present in the GpIbα-overexpressing cells than their respective controls. As discussed in the “CYTOKINESIS” section of Chapter I, anaphase bridges can inhibit normal cytokinesis machineries that are required for the CF ingression, therefore, the mechanism of GpIbα overexpression causing cytokinesis failure may be explained by the hypothesis that GpIbα overexpression induces DNA damage, leading to anaphase bridge formation and eventually interfering with cytokinesis.

In order to test this hypothesis, IR treatment was employed to induce more DSB DNA damage and anaphase bridges in the HFF-hTERT-shp53+GpIbα cells. Indeed, the percentages of anaphase bridges were significantly increased after IR; however, surprisingly, the percentages of mislocalization of GpIbα did not show a dramatic increase (Figure 37A), suggesting that the increased anaphase bridges failed to trigger more mislocalization of cytokinesis-related proteins in the IR-treated HFF-hTERT-shp53+GpIbα cells.

Upon a closer look of these HFF-hTERT-shp53+GpIbα cells after IR treatment, I observed that there was a subpopulation of cells with anaphase bridges and mislocalization of cytokinesis-related proteins, as well as a subpopulation of cells demonstrating anaphase bridges and correct localization of cytokinesis-related proteins (Figure 37B), although the latter was rare.
Similarly, among the cells that did not contain anaphase bridges, there was a subpopulation which demonstrated mislocalization and another subpopulation which exhibited correct localization. These data suggest a complicated relationship between anaphase bridges and mislocalization of cytokinesis-related proteins, which will be discussed in the section of “Speculations and discussions”.
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**Figure 37** The IR treatment induces more anaphase bridges in the HFF-hTERT-shp53+GpIbα cells, however it fails to increase the percentage of cytokinesis-related protein mislocalization.

(A) The percentages of anaphase bridges and mislocalization of GpIbα during cytokinesis before and after the IR treatment. HFF-hTERT-shp53+GpIbα cells were treated with 2 Gy of γ-radiation and then released for 24 hours before fixation. (B) Examples of HFF-hTERT-shp53+GpIbα cells containing normal-like localization of GpIbα in the presence of the anaphase bridge. Cells were fixed and stained with antibodies to GpIbα. DAPI was used to visualize DNA.

In contrast to the above results, when HFF-hTERT-shp53 cells were treated with IR, they displayed significant increases in both their frequencies of anaphase bridges and the percentages of mislocalization of GpIbα, F-actin and filamin A during cytokinesis (Figure 38A). Similar
results were observed when I treated HFF-hTERT-vector cells with IR (data not shown), suggesting that anaphase bridges formed from IR-induced DNA DSBs indeed triggered the mislocalization of cytokinesis-related proteins. As overexpression of GpIbα was also observed to induce DSBs, anaphase bridges and cytokinesis protein mislocalization, it is possible to hypothesize that GpIbα overexpression first induced DSB DNA damage, similar to IR treatment, which in turn formed anaphase bridges, leading to cytokinesis defects and failure.
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**Figure 38** The IR treatment in the HFF-hTERT-shp53 cells triggers increases in anaphase bridges, as well as percentage of cytokinesis-related protein mislocalization.

(A) The percentages of anaphase bridges (left) and the mislocalization of GpIbα, filamin A, F-actin and Aurora B during cytokinesis (right) before and after the IR treatment in HFF-hTERT-shp53 cells. (B) Left: the percentage of anaphase bridges before and after the IR treatment in HFF-hTERT-shp53 cells. IR 1 and IR 2 indicate two independent experiments. Right: Western blot analysis of Aurora B’s expression levels
in HFF-hTERT-shp53 cells before and after IR treatment, as well as in HFF-hTERT-shp53+Gplbα cells. Actin was used as a loading control.

The reasons behind why HFF-hTERT-shp53+Gplbα cells demonstrated a different phenotype from HFF-hTERT-shp53 or HFF-hTERT-vector cells after IR treatment are not known. However, one speculation could be that there is a threshold for the percentages of cytokinesis-related protein mislocalizations, which was already reached (or almost reached) in the untreated HFF-hHTERT-shp53+Gplbα cells. This speculation will be further explained in the section of “Speculations and discussions” in this chapter. Alternatively, these results might also be due to the fact that HFF-hTERT-shp53+Gplbα cells were a stable cell line, which had been under selection and cultured for a long time, therefore there might be an acquired adaptation, which prevented further cytokinesis defects in addition to the existing problems.

3.2.5.3 Aurora B down-regulation mediates the inhibition of cytokinesis caused by Gplbα overexpression

DSB DNA damage seems to be a transitional phenotype between Gplbα overexpression and cytokinesis defects, but how the DNA damage was caused by Gplbα overexpression is still under investigation. One promising candidate involved in this mechanism is Aurora B.

Aurora B down-regulation seems to be responsible for the anaphase bridges in the Gplbα overexpressing cells

Li et al. have demonstrated that Gplbα overexpression leads to a marked reduction in the protein level of Aurora B, which I have also verified in Figure 38B; more importantly, when Aurora B is re-expressed in these HFF-hTERT-shp53+Gplbα cells, the percentage of DSB DNA
damage is decreased (Li et al.), suggesting that Aurora B down-regulation is responsible for the elevated levels of DNA damage in the GpIbα-overexpressing cells. Therefore, it could be possible that GpIbα overexpression caused cytokinesis defects and binucleation, through down-regulating Aurora B to generate DNA damage and anaphase bridges.

In order to test this hypothesis, I first examined whether the re-expression of Aurora B could reduce the high percentage of anaphase bridges caused by GpIbα overexpression. As expected, the frequency of anaphase bridges in the HFF-hTERT-shp53+GpIbα+Aurora B cells was significantly reduced when compared with HFF-hTERT-shp53+GpIbα cells, and was almost unchanged when compared with the control HFF-hTERT-shp53 cells (Figure 39A), consistent with the DSB DNA damage levels observed in these three cell lines (Li et al.). Therefore, these results suggest that the reduced expression level of Aurora B was the (or one of the) cause(s) for the anaphase bridges observed in the GpIbα-overexpressing cells.

To rule out the possibility that Aurora B down-regulation was a result from DSB DNA damages, HFF-hTERT-shp53 cells were treated with IR and the protein levels of Aurora B were examined by Western blot analysis. As demonstrated in Figure 38B, although IR treatment induced a marked increase in the percentage of anaphase bridges, presumably by causing DNA DSBs, the protein level of Aurora B remained almost unchanged. This result confirmed that Aurora B down-regulation observed in GpIbα-overexpressing cells was not a result from anaphase bridge formation, rather, it was probably the (or one of the) cause(s) of the anaphase bridges.
Aurora B down-regulation is the reason for cytokinesis failure in GpIbα overexpressing cells

The next question I examined was whether the reduced expression of Aurora B was responsible for the cytokinesis failure and binucleation in the GpIbα-overexpressing cells. Indeed, when Aurora B was re-expressed in the HFF-hTERT-shp53+GpIbα cells, the percentages of cytokinesis failure and binucleation were both reduced to almost the same levels of the control HFF-hTERT-shp53 cells, as examined by live-cell imaging and immunofluorescence, respectively (Figure 39B), indicating that the reduced Aurora B caused by GpIbα overexpression led to cytokinesis failure in these cells.

Figure 39 Aurora B down-regulation seems to mediate the mechanism through which the overexpressed GpIbα causes cytokinesis defects and final failure.

(A) Left: a representative picture of anaphase bridges in the HFF-hTERT-shp53+GpIbα cells. Right: quantifications of anaphase bridges in HFF-hTERT-vector, HFF-hTERT-shp53, HFF-hTERT-shp53+GpIbα, and HFF-hTERT-vector+GpIbα+Aurora B.

*B p<0.05
shp53+GpI\(\alpha\)+vector, HFF-hTERT-shp53+GpI\(\alpha\)+Aurora B (HFF-hTERT-shp53+GpI\(\alpha\) cells stably overexpressing Aurora B) cells. Note that there is a significant increase in the percentage of cells with anaphase bridges after overexpression of GpI\(\alpha\) when compared with control (shp53 cells), however, there is no change in the percentage of anaphase bridges after the overexpression of GpI\(\alpha\) and Aurora B when compared with control (shp53 cells). (B) The percentages of cytokinesis failure and binucleation examined by live cell imaging and immunofluorescence, respectively, in HFF-hTERT-shp53, HFF-hTERT-shp53+GpI\(\alpha\)+vector, HFF-hTERT-shp53+GpI\(\alpha\)+Aurora B cells. Note that there is a significant increase in the percentage of binucleated cells after overexpression of GpI\(\alpha\) when compared with control (shp53 cells), however, there is no change in the percentage of binucleate d cells after the overexpression of GpI\(\alpha\) and Aurora B when compared with control (shp53 cells).

*Aurora B down-regulation is responsible for the mislocalization of cytokinesis-related proteins in GpI\(\alpha\) overexpressing cells*

Lastly, I examined whether GpI\(\alpha\) overexpression caused mislocalization of cytokinesis-related proteins through down-regulation of Aurora B. The localizations of GpI\(\alpha\), F-actin and filamin A during cytokinesis were analyzed by immunofluorescence. Interestingly, the quantification data suggest that after re-expression of Aurora B in these HFF-hTERT-shp53+GpI\(\alpha\) cells, the percentages of cells with mislocalization of GpI\(\alpha\), F-actin and filamin A during cytokinesis were all reduced, when compared with their respective control cells, consistent with previous observation that re-expression of Aurora B rescued cytokinesis failure. Similarly, the asymmetrical distribution of RhoA during cytokinesis in the GpI\(\alpha\)-overexpressing cells was also rescued by the re-expression of Aurora B, while the localization of Aurora B itself was not affected, even at the presence of anaphase bridges (Figure 40A, B, C, D). As demonstrated earlier, GpI\(\alpha\), F-actin and filamin A were found to be correctly localized or mislocalized in the same cell (data now shown), however the fixation protocol for RhoA was
different from the protocol used for the other proteins, therefore co-immunofluorescence could not be conducted to test whether RhoA was mislocalized in the same cell demonstrating GpIbα, F-actin or filamin A mislocalization during cytokinesis.
Figure 40 Aurora B down-regulation seems to be responsible for the cytokinesis-related protein mislocalization in the GpIbα-overexpressing cells, however its own localization is not affected.

(A) The mislocalization of F-actin, GpIbα and filamin A, as well as the asymmetrical localization of RhoA during cytokinesis were examined by immunofluorescence analyses. HFF-hTERT-shp53, HFF-hTERT-shp53+GpIbα+vector, HFF-hTERT-shp53+GpIbα+Aurora B cells were fixed and stained with respective antibodies. The nuclei were labeled by DAPI. (B) Quantifications of F-actin mislocalization and RhoA asymmetrical localization during cytokinesis in HFF-hTERT-vector, HFF-hTERT-shp53, HFF-hTERT-shp53+GpIbα+vector, HFF-hTERT-shp53+GpIbα+Aurora B cells. (C) Aurora B’s cytokinesis localization was examined by immunofluorescence in the same cell lines as in (B). Top panel: representative images of Aurora B’s localization during cytokinesis. Bottom: quantification of Aurora B mislocalization during cytokinesis. (D) Aurora B was enriched at the CF in the presence of anaphase bridges. HFF-hTERT-
shp53+GpIbα-vector cells were fixed and stained with antibodies against Aurora B. The nuclei were labeled with DAPI.

3.2.5.4 Other possible mechanisms to mediate cytokinesis failure in the GpIbα overexpressing cells

Besides the above-mentioned Aurora B pathway that was involved in the mechanism through which GpIbα overexpression led to cytokinesis failure, other factors might also contribute to this mechanism. One such example is cdc25B, which has been found to be overexpressed in GpIbα-overexpressing cells (Li & Prochownik, unpublished data). Hence, HFF-hTERT-shp53+GpIbα cells with cdc25B knockdown via shRNA were analyzed.

![Graph A) % of binucleated cells vs. B) % of cells with apoptotic-like nuclei]

Figure 41 cdc25B may be involved in the mechanism by which GpIbα overexpression leads to binucleation.

(A) The percentages of binucleation in the HFF-hTERT-shp53, HFF-hTERT-shp53+GpIbα+vector, HFF-hTERT-shp53+GpIbα-shcdc25B (two stable clones of HFF-hTERT-shp53+GpIbα cells with cdc25B knockdown via shRNA), HFF-hTERT-shp53+GpIbα+Aurora B cells. (B) The percentages of apoptotic-like nuclei in the same cell lines as in (A).
After cdc25B knockdown, the frequency of binucleation decreased in the GpIbα-overexpressing cells (Figure 41A). However it was also interesting to note that these HFF-hTERT-shp53+GpIbα-shcdc25B cells demonstrated fragmented and apoptotic-like nuclei in the fixed cell population (Figure 41B). This observation suggested that although cdc25B knockdown was observed to reduce the binucleation caused by GpIbα overexpression, it might do so by activating cell death pathways, effectively eliminating the binucleated cells. This is opposite to the re-expression of Aurora B, as Aurora B directly corrected cytokinesis defects. This possibility will require further investigation.

My results so far suggested that the cortically localized GpIbα could interfere with cytokinesis when it was overexpressed, and generating binucleated cells. Aurora B down-regulation caused by GpIbα overexpression was shown to be a transitional step, which triggered anaphase bridges, thus affecting normal assembly of the cytokinesis machineries at the CF, and resulting in failure of cytokinesis. Meanwhile, up-regulation of cdc25B caused by GpIbα overexpression might also contribute to binucleation, through an undefined mechanism, which will be discussed in the section of “Speculations and discussions”.

The above summary provides a plausible explanation for the mechanism of why GpIbα overexpression interferes with cytokinesis. However, there are two major parts missing in this model, the first is to answer how GpIbα overexpression leads to down-regulation of Aurora B, and the second is how Aurora B down-regulation induces DNA damages to form anaphase bridges. Besides, the exact importance for GpIbα interaction with filamin A is not clear. Therefore, the real mechanism for GpIbα overexpression to impair cytokinesis may be more complicated than it appears.
3.3 SUMMARY

GpIbα is the key subunit of the vWF receptors that are located on the cell surface of platelets, and the traditional function of GpIbα is thought to be in mediating platelet activation and aggregation. However, in this chapter, the novel roles for GpIbα, outside of the blood cell system, have begun to be uncovered. Without expression of the other vWF receptor subunits, GpIbα was partially localized to the cell cortex of non-platelet cells during interphase, and partially colocalized with F-actin filaments, suggesting a non-blood-cell-related function of GpIbα. More interestingly, GpIbα was observed to be enriched at the CF during cytokinesis in immortalized epithelial and fibroblast cells, colocalized with F-actin, myosin II and filamin A, therefore demonstrating a possible role for GpIbα in cytokinesis.

The overexpression of GpIbα in these epithelial and fibroblast cells has been demonstrated to cause cytokinesis defects, including anaphase bridges and mislocalization of cytokinesis-related proteins. Consistently, the percentages of cytokinesis failure and binucleation were elevated in these GpIbα-overexpressing cells. Furthermore, the endogenous overexpression of GpIbα was shown to be the cause of many mitotic and cytokinesis defects observed in HeLa cells, including binucleation, indicating a possible role for GpIbα overexpression in the tetraploidization of cancer cells. The mechanism of how GpIbα overexpression caused cytokinesis failure is still under investigation, and my current data supports work from the Prochownik lab showing that down-regulation of Aurora B seemed to be a major transitional step leading to cytokinesis failure after GpIbα overexpression, which might involve the interaction of GpIbα with filamin A.
3.4 SPECULATIONS AND DISCUSSIONS

During the exploration of the novel role(s) for GpIbα outside of the blood cell system, and the functions of overexpressed GpIbα in tumorigenesis, many interesting open-ended questions have arisen, some of which will be discussed below, and may be worth future investigations.

3.4.1 A fundamental question: why is a protein that has a specific function in platelet activation involved in general cellular events such as cytokinesis?

GpIbα is conventionally believed to be predominantly expressed in megakaryocytes and platelets, exerting critical functions in the blood clotting process; however in this chapter, its novel functions during cytokinesis and tetraploidization in non-megakaryocyte/platelet cells was suggested, which lead us to wonder why this GpIbα protein seems to play two completely distinct roles in different systems. Although it is possible that these two roles are not associated with each other, it is also likely that both of GpIbα’s roles in megakaryocytes/platelets and non-megakaryocyte/platelet cells are inter-connected.

Prior to producing platelets, megakaryocytes need to undergo a unique cell division process, called endomitosis, which describes cells going through several rounds of DNA replication without cytokinesis (Jackson, 1990). A recent publication has demonstrated that, the endomitosis of megakaryocytes is a result of cytokinesis failure, which is associated with defective contractile rings and RhoA pathways (Lordier et al., 2008). Furthermore, it actually has been reported that the expression level of Aurora B is deceased in the polyploid megakaryocytes (Katayama et al., 1998; Kawasaki et al., 2001; Zhang et al., 2001). Hence, it is plausible to hypothesize that the endogenously overexpressed GpIbα in megakaryocytes
functions through down-regulating Aurora B to impair cytokinesis, and resulting in endomitosis, similar to it does in the HFF-hTERT-shp53+GpIbα cells. This hypothesis would suggest that the original and/or primary function of GpIbα might be in cytokinesis, and then it evolutionally acquired new functions in platelet activation, hence the two roles for GpIbα are in fact associated with one another, although this speculation requires more in-depth analysis.

3.4.2 The c-Myc-GpIbα-Aurora B/cdc25B model to mediate tumorigenesis

My research in this chapter was initiated when GpIba was identified as a major target of c-Myc. As suggested by Li et al., the transforming and tumorigenic properties of c-Myc can be largely recapitulated by overexpression of GpIbα, and the overexpression of GpIba is observed in all of the cancer cells lines they examined (Li et al., 2008).

Besides cancer cell lines, GpIbα has also been found to be overexpressed in human cancer tissues. For example, significant elevated expression of GpIbα was observed in ovarian mucinous adenocarcinoma when compared with normal ovarian tissues, as identified from the microarray database that was analyzed by Oncomine™ (Compendia Bioscience, Ann Arbor, MI, 2010) (Figure 42). Similarly, higher levels of GpIbα transcripts were found in testicular tumors when compared with their control testicular tissues, in imatinib-resistant chronic myelogenous leukemia when compared with untreated chronic myelogenous leukemia, as well as in c-src-transformed primary human mammary epithelial cells when compared with non-transformed controls (Li et al., 2008). These data indicated that GpIbα is overexpressed in various types of human tumors, which is consistent with our observation of the various cancer cell lines that demonstrated GpIbα overexpression originating from different tumor tissues (Li et al., 2008).
Figure 42 GpIbα overexpression in tumor tissues.

GpIbα expression levels in Hedrix Ovarian Mucinous Adenocarcinoma when compared with normal ovarian tissues. Data were analyzed and visualized by Oncomine and the original microarray data were reported by Hendrix ND, Wu R, Kuick R, Schwartz DR, Fearon ER, Cho KR. (2006) Cancer Res. 66(3): 1354-1362.

The GpIbα gene is localized at the short arm of chromosome 17 (17pter-p12). Although the amplification of whole chromosome 17 has been reported in some tumors, including neuroblastoma, renal metanephric adenoma, hepatocellular carcinoma, and adrenocortical adenomas (Brown et al., 1997; Plantaz et al., 1997; Yano et al., 2004; Zhao et al., 1999), GpIbα “is not significantly focally amplified across the entire dataset of 3131 tumors [examined] and is not located within a focal peak region of amplification”, as demonstrated by a comprehensive database analysis that was completed by Tumorscape (the Broad Institute of MIT and Harvard). This suggests that the overexpression of GpIbα may not be due to a chromosomal amplification, rather, it may occur at a transcriptional or a post-transcriptional level. As GpIbα has been identified to be a down-stream target of c-Myc transcription factor (Li et al., 2007), it is plausible
to hypothesize that GpIbα overexpression in tumors is a result of elevated transcriptional activities by c-Myc.
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Figure 43 Model: how does overexpressed c-myc induce tumorigenesis?

c-Myc triggers GpIbα overexpression, which in turn down-regulates Aurora B (and up-regulates cdc25B). Aurora B down-regulation induces anaphase bridge formation, causing cytokinesis defects (such as mislocalization of cytokinesis-related proteins), and results in cytokinesis failure, therefore generating tetraploid cells, an intermediate towards carcinogenic transformation.

In my studies, GpIbα overexpression caused the cytokinesis defects and failure, which were mediated by the down-regulation of Aurora B, as well as other possible mechanisms such as the cdc25B up-regulation. As discussed in the “CYTOKINESIS FAILURE, TETRAPLOIDY AND TUMORIGENESIS” section of Chapter I, the outcome of cytokinesis failure is
tetraploidization, which is believed to be an intermediate step towards tumorigenesis. Therefore, taken together, all these information can be summarized into a c-Myc-GpIbα-Aurora B/cdc25B model, as demonstrated in Figure 43, which suggests a possibility that the classical oncoprotein c-Myc triggers tumorigenesis through impairing cytokinesis and generating tetraploid cells, mediated by GpIbα overexpression and consequential down-regulation of Aurora B (and/or up-regulation of cdc25B).

3.4.3 Cytokinesis defects and hyper-proliferation/tumorigenesis

It is intriguing to note that, the cells containing overexpressed GpIbα (or c-Myc) exhibit two major properties, one is the cytokinesis defects and/or cytokinesis failure, demonstrated by my studies in this chapter, and the other is the hyper-proliferation, observed by Li & Prochownik [unpublished data]. Interestingly, from a cell’s point of view, cytokinesis defects are probably not favorable, while hyper-proliferation is probably favorable. The reason why a favorable phenotype and an unfavorable phenotype seem to appear hand by hand may be explained by the possibility that both of the two phenotypes, cytokinesis failure and hyper-proliferation, come from the same cause: the overexpression of GpIbα, or its origin c-Myc. In other words, cells containing overexpressed GpIbα/c-Myc gain the growth advantage of hyper-proliferation at the price of cytokinesis defects/failure, as these two phenotypes are ‘bound together’ by the same cause.

My data have already explored how GpIbα overexpression caused cytokinesis failure, but the mechanism through which GpIbα overexpression leads to hyper-proliferation is not known. One possible explanation is that upon GpIbα overexpression, Aurora B, a cytokinesis checkpoint
protein, is repressed, while cdc25B phophatase, a mitosis promoter, is boosted, which may suggest that Gplbα overexpression tends to accelerate the cell cycle, by affecting these cell cycle regulators.

Consequently, the cells containing overexpressed Gplbα can proliferate faster, and at the same time they are more prone to cell divisional defects and/or failure, for example these cells could continue their cell cycle and execute mitosis in the presence of unfixed DNA damage, and ultimately triggering cytokinesis failure. On the other hand, the tetraploid cells generated from the cytokinesis defects/failure caused by Gplbα overexpression may become aneuploid cells after further rounds of cell division, which possibly elicit tumorigenic properties, such as hyper-proliferation, therefore forming a positive loop between cytokinesis failure and hyper-proliferation, the key characteristic of tumorigenesis.

Therefore, the c-Myc-Gplbα-Aurora B/cdc25B model (Figure 43) seem to provide a novel mechanism to explain the divisional defects and the hyper-proliferation associated with c-Myc, both of which are observed in numerous tumors. These results hence open a new window for designing potential anti-cancer treatments, which may aim for eliminating the overexpressed Gplbα and/or its downstream effectors.

It is also important to point out that other than genomic instability and hyperproliferation, roles for Gplbα in other c-Myc-related tumorigenic pathways have not been studied (Figure 44), which may warrant future investigation.
Figure 44 Effects of deregulated c-Myc that are associated with tumorigenesis.

Upregulated c-Myc can play roles in promoting cellular proliferation, differentiation, angiogenesis, apoptosis, genomic instability, as well as upregulation of metabolism and protein synthesis. Our data suggested that genomic instability induced by c-Myc was mediated by GpIbα.

3.4.4 p53 and cytokinesis

Interestingly, my data suggests that the knockdown of shp53 seemed to cause slight increases in some cytokinesis defects when compared with the control cells, for example, formation of anaphase bridges, and mislocalization of cytokinesis-related proteins, just to name a few. Similar to my observation, other reports have also demonstrated that the knockdown of p53 can lead to binucleation or multinucleation. For example, the polyploidization of differentiated megakaryocytes is found to increase upon p53 knockdown (Fuhrken et al., 2008). In addition, p53 is reported to reduce the binucleation frequency in the liver cells that are deficient in the
nucleotide excision repair pathways (Nunez et al., 2000). These reports and my data all suggest that p53 may function to prevent binucleation, hence down-regulation of p53 allows or even promotes binucleation.

The above observation might be explained by the fact that p53 is involved in the DNA damage response pathway, which is responsible for hindering cell cycle progression in the presence of DNA damage, as discussed in the “CELL CYCLE” section of Chapter I. Intuitively, the loss of p53 would attenuate the DNA damage response pathway, therefore allowing cell cycle progression in the presence of unrepaired DNA damage, leading to an accumulation of DNA damage, which may overwhelm the repair system. During mitosis, this unrepaired DNA damage could result in anaphase bridges, and cause mislocalization of the cytokinesis-related proteins, hindering the ingression of the CF, and leading to cytokinesis failure and binucleation.

Alternatively, the observation that the knockdown of p53 promotes cytokinesis defects, may be explained by the possibility that p53 is directly involved in cytokinesis. Recently, some cytokinesis regulators have been identified as targets of p53, including PRC1 and ECT2 (Li et al., 2004; Scoumanne and Chen, 2006). As p53 is a transcription factor that regulates the expression of numerous protein targets, it would not be surprising if more targets of p53 are found to be cytokinesis-related proteins. Deregulation of p53 may affect these protein expression levels, therefore resulting in an aberrant cytokinesis.
3.4.5 The organizations and functions of GpIbα, filamin A, F-actin, and RhoA in normal interphase or mitotic cells

Throughout my studies in this chapter, the localizations of GpIbα, filamin A, F-actin and RhoA were extensively examined, and my data suggests that a hypothetical complex may form, composed of these proteins, as discussed below.

3.4.5.1 The hypothetical complex of GpIbα/filamin A/F-actin

GpIbα has demonstrated colocalization with filamin A and F-actin on the cell cortex during interphase, as well as at the CF during cytokinesis, suggesting an association between these three proteins. It is highly possible that GpIbα, filamin A and F-actin form a complex (GpIbα/filamin A/F-actin complex) in the non-platelet cells, similar to what is reported in platelets (Nakamura et al., 2006), except without the rest of the vWF receptor subunits. This model needs to be tested further.

My results revealed that when the F-actin organization was disrupted by cytochalasin D, the organization of GpIbα was also disrupted, suggesting that GpIbα may be controlled by F-actin in interphase cells. This relationship may be mediated through filamin A, which is associated with both F-actin and GpIbα, and form the hypothetical GpIbα/filamin A/F-actin complex. It would be interesting to examine if when filamin A is disrupted, the localization of GpIbα would still be affected, which could test the dependency of GpIbα on filamin A.

Similarly, the mitotic arrangements and organizations of these three proteins may be similar to what they are in interphase. My data have suggested that the expression level of GpIbα influenced their localizations in cytokinesis, and additionally, filamin A and F-actin
would mislocalize at the same time as GpIbα did, supporting the hypothetical “GpIbα/filamin A/F-actin” complex during cytokinesis. It might be possible that GpIbα is recruited to the CF due to its interaction with F-actin through filamin A, however the exact role for GpIbα at the CF during cytokinesis remains to be examined.

3.4.5.2 The hypothetical complex of GpIbα/filamin A/(F-actin)/RhoA/ROCK during normal cytokinesis

One simple hypothesis for GpIbα’s function at the CF is that it is required to form the “GpIbα/filamin A/F-actin” complexes during cytokinesis, which facilitates and/or maintains the correct conformations of GpIbα, filamin A and F-actin, providing accessible ‘platforms’ for their own binding partners.

RhoA may be one such binding partner of the “GpIbα/filamin A/F-actin” complexes, which is pivotal in regulating normal cytokinesis. RhoA has been demonstrated to control the phosphorylation of MRLC and activation of myosin II by regulating ROCK, as well as to influence F-actin assembly by regulating formin (Piekny et al., 2005). It is interesting that both RhoA and ROCK have been identified to bind to the C-terminal tail of filamin A (Pi et al., 2002; Ueda et al., 2003), suggesting that the hypothetical complex can interact with RhoA and ROCK, and may be indirectly involved in the regulation machinery of cytokinesis.

3.4.5.3 The other possible roles for filamin A in normal cytokinesis

Until now, the exact role for filamin A in cytokinesis has not been clearly identified, although its localization at the CF has been observed in my studies using cultured human cells, as well as in a previous report using chicken embryo cells (Nunnally et al., 1980). During
cytokinesis, filamin A might simply function as a structural mediator for the localizations of other cytokinesis regulators, for example, in the hypothetical complex of GpIbα/filamin A/F-actin as described above. In addition, filamin A might also exert its own function directly on the regulation of the actomyosin rings at the CF.

It is interesting to note that the well-established role for filamin A is to cross-link F-actin into gel-like networks, not anti-parallel bundle structures. As discussed previously in the “CYTOKINESIS” section of Chapter I, randomly oriented actin filaments, with myosin II motor proteins, are able to generate forces that could be used for contraction during cytokinesis (Figure 5B, C). Furthermore, in dividing yeast the F-actin filament were proposed to nucleate in irregular directions and this dynamic organization of F-actin was thought to allow the “advantageous plasticity” during the establishment of myosin node connections, for the contractile ring assembly (Vavylonis et al., 2008). Therefore, filamin A might play important roles in the assembly or the stabilization of these irregularly oriented F-actins during cytokinesis, and GpIbα-filamin A interaction might be involved in facilitating this process.

3.4.6 How does GpIbα overexpression cause cytokinesis failure?

The major theme of this chapter is to elucidate the mechanism of how GpIbα overexpression causes cytokinesis failure. There may be three possible models, as discussed below.

The first model is the anaphase bridge model, which is proposed earlier in Figure 43. In this model, GpIbα overexpression causes anaphase bridges as a primary cytokinesis defect, by down-regulating Aurora B. This in turn triggers mislocalization of cytokinesis proteins as a response to these bridge defects, therefore leading to failure of cytokinesis, and generating
binucleated daughter cells. In addition, up-regulation of cdc25B by GpIbα overexpression may also contribute the generation of binucleated cells. The details of this proposal will be expanded below.

3.4.6.1 How does GpIbα overexpression lead to Aurora B down-regulation?

It is not clear how GpIbα overexpression could result in down-regulation of Aurora B in HFF cells, however there are several possibilities. The first hypothesis involves c-Myc. As the overexpression of GpIbα has been shown to up-regulate c-Myc (Li & Prochownik, unpublished data), and as c-Myc is a well-known transcription factor that can either up-regulate or down-regulate its target proteins, it is plausible to propose that the transcription of Aurora B may be regulated by c-Myc, therefore indirectly influenced by GpIbα.

The second hypothesis involves interactants of GpIbα, such as filamin A and 14-3-3 proteins that have been demonstrated to bind to the C-terminal tail of GpIbα. 14-3-3 proteins are known to interact with various transcriptional regulators and chromatin modifiers, including histone deacetylases, histone acetyltransferases, TATA-binding proteins, p53, as well as histones (Bertos et al., 2001; Chen and Wagner, 1994; Imhof and Wolffè, 1999; Meek et al., 2004; Pan et al., 1999; Waterman et al., 1998). Therefore, affecting 14-3-3 proteins may result in deregulation of some protein transcription, for example Aurora B. It is possible that the overexpressed GpIbα might have titrated 14-3-3 proteins by binding to them, hence interfering with normal activity of 14-3-3 proteins needed for the transcription of Aurora B, and this results in the down-regulation of Aurora B. The other possible mediator of GpIbα overexpression is filamin A, which is known to have more than 20 binding partners, including integrins, RhoA and ROCK. These proteins have been demonstrated to be involved in the signaling pathways that
regulate transcription factors (Carson and Wei, 2000). Therefore, overexpression of GpIbα may affect these signal pathways via filamin A, and interfere with the transcriptional regulation of Aurora B, leading to its down-regulation.

### 3.4.6.2 The role for Aurora B in mediating cytokinesis failure caused by GpIbα overexpression

In this anaphase bridge model, a key question is why Aurora B down-regulation could induce an increase in anaphase bridge formation. One possible explanation is that Aurora B might be directly involved in the DNA damage monitoring and/or repair pathways, so that down-regulation of Aurora B would result in an attenuated or defective DNA damage response and/or repair pathways. This would therefore cause more DNA damage accumulating in the cell, and finally generating more anaphase bridges. A recent report has demonstrated that Aurora B is a substrate of chk1 (Peddibhotla et al., 2009; Zachos et al., 2007), one of the key transducer proteins in the DNA damage response system, hence Aurora B might be involved in the DNA damage response system, consistent with the above explanation.

Besides causing anaphase bridges to impair cytokinesis, there are other aspects of cytokinesis which the down-regulated Aurora B can affect, and leading to failure of the cell division. For example, Aurora B is the central protein for the NoCut-like cytokinesis checkpoint, as discussed in the “CYTOKINESIS” section of Chapter I, therefore, the down-regulation of Aurora B caused by GpIbα overexpression may directly attenuate the cytokinesis checkpoint. This may result in a higher chance of CF regression when anaphase bridges or chromosomes at the divisional site are present, thus contributing to an increase in the binucleated cells.
In addition to my studies in this chapter, down-regulation of Aurora B has already been reported to cause cytokinesis defects, as demonstrated in an experiment, where siRNA mediated knockdown of Aurora B prevents a midbody protein TACC1 from localizing to the midbody, and impairing cytokinesis, thus generating binucleated/multinucleated cells (Delaval et al., 2004). Hence, it would not be surprising if knockdown of Aurora B also interferes with other cytokinesis-related proteins’ localization, therefore inhibiting the completion of cytokinesis.

Although the above-proposed scenarios may seem to be different from each other, they might actually overlap with each other. It is possible that Aurora B down-regulation caused by GpIbα overexpression can negatively affect various aspects of cell division, all leading to failure of cytokinesis.

3.4.6.3 The role for cdc25B in mediating cytokinesis failure caused by GpIbα overexpression

Besides Aurora B, another promising mediator in the mechanism through which GpIbα overexpression leads to cytokinesis failure could be cdc25B, which was found to be overexpressed in the GpIbα-overexpressing cells (Li & Prochownik, unpublished data). It is interesting to note that cdc25B overexpression has also been observed in numerous cancers (Gasparotto et al., 1997; Hu et al., 2001; Kudo et al., 1997; Ngan et al., 2003; Takemasa et al., 2000; Wu et al., 1998), similar to GpIbα, therefore suggesting a correlation between GpIbα, cdc25B and tumorigenesis, possibly through cytokinesis failure and tetraploidization.

It has been reported that cdc25B is up-regulated in cells with DNA damage, and facilitates the cell cycle progression of these cells (Bansal and Lazo, 2007). Similarly, another report demonstrated that overexpression of cdc25B results in premature mitosis (Karlsson et al.,
1999), which suggest that high expression levels of cdc25B tend to accelerate the cell cycle progression, regardless of damaged DNA. Therefore, in the GpIbα-overexpressing cells that already contain DNA damage, up-regulation of cdc25B may prevent normal cell cycle checkpoints, so that these cells continue to resume cell cycle, despite the presence of DNA damage. This would cause more damaged DNA accumulation within the cells, and triggering failure of cell division. Therefore, it is likely that the overexpressed cdc25B contribute to the elevated percentage of cytokinesis failure by allowing more cells with DNA damage to enter mitosis, which would potentially fail in cytokinesis.

Interestingly, when cdc25B was knockdown in the HFF-hTERT-shp53+GpIbα cells, I observed a higher frequency of apoptotic-like nuclei, although the binucleation frequency was indeed decreased (Figure 41). Additionally, abnormal cell morphology, such as flattened and enlarged cells, was sometimes perceived during cell culture (data not shown). These observations suggest that HFF-hTERT-shp53+GpIbα-shcdc25B cells seem to have a higher tendency to activate cell death. This may be due to the fact that in these cells, Aurora B was repressed by GpIbα overexpression, and cdc25B was knockdown by shRNA, in addition to p53 knockdown. Missing Aurora B, cdc25B, and p53 at the same time might be overwhelming to the cells when they proliferate, as their cell cycle regulation system and DNA damage monitoring/repair system are all attenuated. Hence, there may be too many unrepaired errors throughout the cell cycle, which may finally trigger cell death, and eliminate binucleated cells.
3.4.6.4 Alternative mechanisms through which GpIbα overexpression impairs cytokinesis, independent of the deregulation of Aurora B (or cdc25B)

Although this above model (Figure 43) is convincing, there might still be other possible models that may also contribute to the mechanism to some extent.

The first one is a RhoA-containing complex model. In this model, the abnormally high expression level of GpIbα interferes with the formation of the hypothetical “GpIbα/filamin A/(F-actin)/RhoA/ROCK complex”, therefore affecting the localization of RhoA.

An additional model is a mechanical model which involves actin re-organization. In normal conditions, actin proteins need to be re-assembled and/or re-located to the CF, from other areas of the cell during cytokinesis (Cao and Wang, 1990). However when GpIbα was overexpressed, the excess GpIbα may abnormally “anchor” F-actin though filamin A to the original interphase locations, which prevents the re-organization of F-actin required for cytokinesis, hence causing cytokinesis failure.

A third model is that GpIbα overexpression may interfere with the membrane deposit/fusion pathways, which are essential for the completion of cell division. As GpIbα is a membrane protein that could interact with F-actin through filamin A, it would not be surprising if it was involved in the regulation of the actin-containing vesicles deposited at the CF during cytokinesis to separate two daughter cells, as introduced in the section of “CYTOKINESIS” of Chapter I. Therefore, overexpression of GpIbα may impair the normal formation and/or trafficking of these actin-containing vesicles, leading to failure of cytokinesis.

These above hypothetical models are independent of Aurora B (or cdc25B), and therefore might be used to explain the observation that re-expression of Aurora B did not correct
cytokinesis failure to exactly the level of control cells (Figure 39B), possibly due to the involvement of other mechanisms independent of Aurora B.

3.4.6.5 The role for filamin A in mediating cytokinesis failure caused by Gplbα overexpression

My data suggests that Gplbα’s capability of binding to filamin A was essential for the mechanism through which Gplbα overexpression impaired cytokinesis. This could be due to direct involvement of filamin A in this mechanism, which may be similar to its hypothetical role as a structural mediator in normal cytokinesis, as proposed above. Or alternatively, filamin A may play an indirect role, by facilitating the post-ER trafficking of the overexpressed Gplbα.

It has been demonstrated that in platelets, the binding to filamin A is essential for stabilizing Gplbα for its intracellular trafficking towards the cell surface (Feng et al., 2005). Therefore, the overexpressed Gplbα in non-platelet cells may utilize a similar pathway, involving their interaction with filamin A, to localize to the cell cortex. Interestingly, the filamin A binding domain deleted Gplbα have been shown to accumulate in the ER fraction, when they are overexpressed in HFF-hTERT-shp53 cells (data by Li Y., not shown), supporting the hypothesis that the interaction with filamin A is needed for the post-ER trafficking of the overexpressed Gplbα towards the plasma membrane in HFF cells.

If this cortical localization is vital for the overexpressed Gplbα to interfere with cytokinesis, it would be intuitive to imagine that the binding of Gplbα to filamin A is indispensible in the mechanism, hence suggesting an indirect role for filamin A in mediating those cytokinesis defects caused by Gplbα overexpression.
3.4.7 Why does GpIbα knockdown in HeLa cells fail to correct the mislocalization of the cytokinesis-related proteins?

My results have demonstrated that GpIbα overexpression in noncancer (HFF) cells led to three types of cytokinesis defects: mislocalization of cytokinesis-related proteins, formation of anaphase bridges and generation of binucleated cells. On the other hand, GpIbα knockdown in HeLa cells significantly reduced the percentages of two cytokinesis defects: anaphase bridges and binucleation, however the mislocalizations of GpIbα, filamin A and F-actin during cytokinesis in HeLa cells were only marginally corrected by the knockdown of GpIbα.

These data suggest that some other factor(s), independent of the endogenous overexpression of GpIbα, may interfere with the localization of cytokinesis-related proteins in HeLa cells. Therefore, even when GpIbα was corrected to a near-normal level in HeLa cells by the shRNA-mediated knockdown (data by Li Y., not shown), the mislocalization of cytokinesis-related proteins was minimally improved. These factors might be deregulation of proteins involved in the membrane deposit pathways that functions during cytokinesis in HeLa cells, which can be independent of GpIbα.

One interesting fact about HeLa cells is that, unlike the HFF-hTERT-shp53+GpIbα cells which exhibited a reduced expression of Aurora B caused by GpIbα overexpression, HeLa cells demonstrate an elevated level of Aurora B (Giet et al., 2005; Meraldi et al., 2004). In the HFF-hTERT-shp53+GpIbα cells, the down-regulation of Aurora B triggered by GpIbα overexpression has been demonstrated to be the major cause for the anaphase bridge formation and binucleation. However, HeLa cells contain high protein levels of Aurora B, therefore, HeLa cells may possess other GpIbα overexpression-dependent but Aurora B downregulation-
independent defects to induce anaphase bridges and binucleation, which could be rescued by Gplbα knockdown. One such defect might involve deregulation of cdc25B, which was discussed earlier. Similarly, there might be multiple causes for the mislocalization of cytokinesis-related proteins in HeLa cells, and Gplbα knockdown may only be one of them (probably only a minor one), therefore changing one of several causes may not be sufficient to correct the mislocalization phenotype.

3.4.8 Why does the IR treatment fail to induce higher percentages of cytokinesis protein mislocalization in the HFF-hTERT-shp53+GpIbα cells?

My data suggest that IR treatment markedly increased the frequency of anaphase bridges in the HFF-hTERT-shp53+GpIbα cells, but failed to increase the percentages of the mislocalization of cytokinesis-related proteins. On the contrary, when the HFF-hTERT-shp53 cells were treated with IR, percentages of anaphase bridges and cytokinesis protein mislocalization were both significantly increased (Figure 37, 38).

A possible explanation for the different responses of these two cell lines after IR treatment would be that the HFF-hTERT-shp53+GpIbα cells might have already reached a maximum percentage of protein mislocalization, which will be explained below. HFF-hTERT-shp53 cells did not demonstrate high percentages of cytokinesis protein mislocalization before the IR treatment, therefore these percentages may have more of a potential to increase after the IR treatment.

As mentioned previously in the “Results” section, combinations of the presence/absence of anaphase bridges and the presence/absence of the cytokinesis proteins at the CF were
observed in the IR treated HFF-hTERT-shp53+GpIbα cells. Four combinations observed include: A) with bridge, correct localization of cytokinesis proteins; B) with bridge, mislocalization of cytokinesis proteins; C) no bridge, mislocalization of cytokinesis proteins; D) no bridge, correct localization of cytokinesis proteins. These observations suggest that there might be a dynamic process for the localization changes of the cytokinesis-related proteins in response to the anaphase bridges, as proposed in Figure 45.

The combination A describes that a cell containing an anaphase bridge at the divisional site, starts with normal localization of the cytokinesis-related proteins at the CF, which might be due to the possibility that the organizations of cytokinesis-related proteins on the CF have already been established at an earlier stage of cell division.

As the CF ingresses to a certain degree, the anaphase bridge is detected, therefore triggering a cytokinesis checkpoint to hinder the CF ingression. This checkpoint can induce the disassembly of cytokinesis machineries on the CF, therefore leaving the cell with the anaphase bridge at the divisional site and mislocalized cytokinesis proteins, which is the combination B.

As the CF ingression is hindered, the cell has more time to cope with its anaphase bridge. If this DNA bridge is successfully resolved, the combination C would be observed, as a cells containing no bridge but still demonstrating cytokinesis protein mislocalization.

Lastly, if this cell is committed to resume cytokinesis, these cytokinesis-related proteins could reassemble, and cytokinesis continues, which is the combination D.

Alternatively, the combination D could also represent a normal condition, when cells do not have anaphase bridges or other types of cytokinesis defects, therefore demonstrating the correct localization of cytokinesis-related proteins at the CF. Meanwhile, the combination C
could describe that cells demonstrate mislocalized cytokinesis machineries, due to other cytokinesis defects, for example, chromosome nondisjunctions, besides anaphase bridges.

**Figure 45 Model: how does a cell response to the anaphase bridge during cytokinesis?**

There are four hypothetical phases, also described in the text. Phase 1: the cell has already assembled cytokinesis-related proteins at the CF before the detection of the anaphase bridge. Phase 2: as the CF ingresses, the anaphase bridge is detected (possibly due to cytokinesis checkpoints), therefore the cytokinesis-related proteins are disassembled from the CF. This cell may directly fail cytokinesis if the anaphase bridge is not resolved, generating a tetraploid cell. If the anaphase is resolved, the cell proceeds to
phase 3. Phase 3: the cell resolves the anaphase bridge, and may continue cytokinesis procedure to the phase 4; alternatively, this cell may contain other cytokinesis defects besides the anaphase bridge, such as nondisjunctions, which lead to cytokinesis failure, generating a tetraploid cell. Phase 4: the cytokinesis-related proteins are re-assembled at the CF in the cell when the anaphase bridge is resolved, and the normal progression of cytokinesis is executed. The end products are two diploid daughter cells, indicating a successful completion of cytokinesis.

If this dynamic model is what occurs in cells containing anaphase bridges and/or other divisional defects (nondisjunctions), the percentage of cytokinesis protein mislocalization, as examined by immunofluorescence using fixed cell populations, would have a maximum number. This maximum percentage of protein mislocalization will not be 100%, even if 100% of the cells possessed bridges/nondisjunctions, due to the following reason below.

Assuming 100% of cells had bridges/nondisjunctions, at any given time during cytokinesis, there would be mixed populations of cells showing combination A through D of the proposed model (Figure 45), within the same coverslip. Therefore, when this coverslip was fixed and analyzed, the percentage of cells demonstrating protein mislocalization would be calculated by: the time duration for combination B and C divided by the total time duration for the four combinations. This number will be the maximum percentage of protein mislocalization during cytokinesis, which cannot be further increased.

In the HFF-hTERT-shp53+GpIbα cells used in my study, the maximum percentage of protein mislocalization might have already been reached prior to the IR treatment, due to DNA damage, anaphase bridges, and/or other defects, exerted by GpIbα overexpression. Therefore, the observation that IR treatment in HFF-hTERT-shp53+GpIbα cells triggered an increase in the anaphase bridges, but not in the protein mislocalization during cytokinesis is due to the
possibility that the percentage of cytokinesis-related protein mislocalization has already reached to the maximum in these cells, and will not be able to further increase, even with the induction of additional bridges by the IR treatment.
4.0 CHAPTER IV. MATERIALS AND METHODS

4.1.1 Cell lines

HFF-hTERT vector only (human foreskin fibroblast immortalized with human telomerase reverse transcriptase), HFF-hTERT shp53 (stable-knockdown of p53), HFF-hTERT-GpIbα (stable-overexpression of GpIbα), HFF-hTERT-shp53+GpIbα, HFF-hTERT-shp53+Δsig-GpIbα, HFF-shp53+Δfil-GpIbα, HFF-hTERT-shp53+GpIbα+Aurora B, HFF-hTERT-shp53+GpIbα-shcdc25B cells (gifts from Dr. Edward Prochownik, University of Pittsburgh) were maintained in Dulbecco’s Modified Eagle Medium (DMEM, Sigma) supplemented with 10% fetal bovine serum (FBS, Atlanta Biologicals) and 1% L-glutamine (Invitrogen). RPE-hTERT cells (retinal pigmented epithelial cell line stably transfected with human telomerase reverse transcriptase, also referred to as RPE1 cells) were maintained in DMEM/F12 supplemented with 10% FBS. UP3 (uvulopalatopharyngoplasty) cells (gift from Dr. Susanne Gollin) were maintained in KGM2 medium. Liver adenocarcinoma cell line SK-HEP (ATCC), lung adenocarcinoma epithelial cell line A549 (ATCC), and all UPCI:SCC cells (University of Pittsburgh Cancer Institute, oral squamous carcinomas cells, gifts from Dr. Susanne Gollin, University of Pittsburgh) cells were maintained in minimal essential medium (MEM, sigma) supplemented with 10% FBS and 1% non-essential amino acid (Invitrogen). Osteosarcoma cell line U-2 OS (ATCC) was maintained in McCoy’s 5A medium (sigma) supplemented with 10% FBS. Human
cervical adenocarcinoma epithelial cell line HeLa and African green monkey SV40-transfected kidney fibroblast cell line COS-7 (ATCC) were maintained in DMEM supplemented with 10% FBS. All cells were cultured at 37°C with 5% CO2.

4.1.2 Plasmid transfections

10^5 cells were seeded on 22 x 22mm glass coverslips (VWR) in 6-well plates six hours prior to transfection. Each well of cells were transfected with 2μg of plasmid, using 6μl of the FuGENE6 transfection reagent (Roche Diagnostics) following the manufacture’s protocol. Fresh medium was added 12 hours after transfection. Cells were examined 24-48 hours after transfection, unless where indicated. Alternatively, Lipofectamine 2000 (Invitrogen) and Tfx transfection reagents (Promega) were used following the manufacture’s protocol, in the attempts to transfect plasmids into RPE-hTERT and HFF-hTERT cells.

4.1.3 p53 knockdown

Cells were seeded onto 60mm petri dishes five hour prior to siRNA transfection. sip53 (Qiagen) was transfected into cells using HiPerFect Transfection Reagent (Qiagen) following the manufacture’s instruction. Fluorescently labeled scrambled siRNA was used as a control. 24-48 hours after transfection, western blotting was used to check the efficiency of p53 knockdown.
4.1.4 Immunofluorescence

Cells were fixed with 3.7% paraformaldehyde (weight/volume) in phosphate buffered saline buffer (PBS) at room temperature for 15 minutes, followed by a seven minute incubation of 0.1% triton X-100 (volume/volume) in PBS at 4°C. For visualizing RhoA, cells were fixed with 10% trichloroacetic acid (volume/volume) in PBS at 4°C for 15 minutes, followed by the same triton permeabilization. All cells were incubated in blocking buffer (1% bovine serum albumin (BSA, sigma) in PBS), for one hour at room temperature prior to immunostaining.

Primary antibodies include antibodies against α-tubulin (Abcam, Cambridge, MA, 1:500), cytochrome C (Santa Cruz Biotechnology, Santa Cruz, CA, 1:500), p150 (BD Pharmingen, San Diego, CA, 1:500), MHC (Sigma, 1:500), actin (Cytoskeleton, 1:100), filamin A (a gift from Dr. Nakamura, Translational Medicine Division, Brigham and Women’s Hospital, Boston, MA, 1:500), Gp1bα (Emfret Analytics, Würzburg, Germany, 1:100), RhoA (Santa Cruz Biotechnology, 1:100), Aurora B (BD Pharmingen, 1:100). Secondary antibodies are fluorescent labeled goat anti-rabbit or anti-mouse, or anti-rat Alexa Fluor488 or 568 (Molecular Probes, Invitrogen). All primary and secondary antibodies were diluted in blocking buffer and the incubations for primary and secondary antibodies were 30 minutes at room temperature, with three times of PBS washes in between. Rodamine-phalloidin (Cytoskeleton) was used to label F-actin, following the manufacture’s protocol. DNA-specific fluorescent dye 4,6-diamidino-2-phenylindole (DAPI, Sigma, St. Louis) was used to visualize DNA by five minutes application on fixed cells. Samples were mounted with nail polish (VWR) and examined using a 40X or 100X oil immersion objective (UPlanApo) on an Olympus BX60 epifluorescence microscope. Images were taken using a Hamamatsu Argus-20 CCD camera (Hamamatsu Co., Bridgewater,
Confocal microscopy was performed using Nikon Eclipse E800 (Nikon) with BioRad Radiance 2000 system.

4.1.5 Quantification of phenotypes after microscopy analysis

Generally, at least 500 cells were analyzed to determine mitotic indexes, percentages of nuclear fragmentation, micronuclei, and binucleation/multinucleation in each experiment. At least 100 mitotic cells were analyzed to determine localization of cytokinesis-related proteins and anaphase bridges in each experiment. p values were determined by Student’s unpaired two-tailed t-test, and p < 0.05 was considered to be ‘significant’.

In order to objectively quantify the cytokinesis-related protein mislocalization in HeLa-shvector and HeLa-shGpIbα cells, blinded experiments were performed, where the labels of the coverslips that contained immunostained cells were hidden, until the counting was completed.

4.1.6 Live cell imaging

Cells transiently or stably transfected with GFP-related plasmids were cultured on 35-mm glass-bottom culture dish (MatTek Corporation, Ashland, MA). Differential interference contrast (DIC) and epifluorescence microscopy was performed on a Nikon TE2000-U inverted microscope with a CoolSNAP HQ digital camera (Roper Scientific Photometrics), while cells were maintained at 37°C in a moisturized and air-heated microscope chamber (Life Imaging Services, Reinach, Switzerland). Images were taken and analyzed using MetaMorph software (Molecular Devices). Quantification results of cytokinesis failure by live cell imaging were based on 50-120 samples analyzed for each category.
4.1.7 **Cell proliferation and apoptosis assays**

MTS assays were conducted using the CellTiter 96® AQs®eous One Solution Cell Proliferation Assay kit (Promega) following the manufacture’s instruction.

Annexin-V assays were performed following the Alex Fluor-conjugated annexin V detection kit (Molecular Probes, Invitrogen, CA), following the manufacture’s instruction, with minor modifications. Briefly, Tetramethyl Rhodamine Methyl Ester (TMRM) diluted in regular buffer was used to label live cells at 37°C for 10 minutes, before the addition of annexin-V regents, which labeled the apoptotic cells. These samples were subjected to microscopy analysis by placing the coverslip upside-down for cells to face the general buffer in a chamber.

MitoTracker staining was performed by applying the fluorescent dye MitoTracker Red (Invitrogen, CA) to cells at 37°C for 10 minutes prior to fixation and microscopy analysis, following the manufacture’s protocol.

4.1.8 **In vitro MT polymerization**

MTs were polymerized using the fluorescence-based tubulin polymerization assay kit (Cytoskeleton), following the manufacture’s protocol.

4.1.9 **Flow cytometry**

Cells were fixed with cold 70% EtOH and stained with propidium iodide (Fluka: BioChemika, Switzerland) at a final concentration of 50 μg/ml. Analysis of flow cytometry was performed in the Flow Cytometry Facility in University of Pittsburgh Cancer Institute (UPCI).
4.1.10 Cellular fractionation

Cells were trypsinized and harvested by spinning at 2000 rpm for 2 minutes. The cell pellet was resuspended gently in digitonin buffer (10 mM Pipes pH6.8, 300 mM Sucrose, 100 mM NaCl, 3 mM MgCl2, 5 mM EDTA, 0.01% digitonin and 1 mM PMSF), by slowly pipetting the pellet for 20 times through an end-cut pipette tip. Cell suspension was incubated on ice for 15 minutes with gentle inversion every 5 minutes. After spinning at 2,000 rpm for 2 minutes at 4°C, the supernatant and pellets were separated. The supernatant was subjected to spinning at 6,000 rpm for 2 minutes at 4°C and the newly yielded supernatant was then transferred into a new tube and labeled as the cytoplasmic fraction. The pellet was resuspended in PBS and spun at 6,000rpm for 2 minutes at 4°C. The new pellet was resuspended in NP40 buffer (10 mM Pipes pH6.8, 300 mM Sucrose, 100 mM NaCl, 3 mM MgCl2, 3 mM EDTA, 1% NP40 and 1 mM PMSF). The suspension was incubated on ice for 15 minutes with mixing every 5 minutes and subjected to spinning at 10,000rpm for 15 minutes at 4°C. The supernatant was transferred into a new tube as the membrane-associated fraction. The pellet was resuspended in 2% sodium dodecyl sulfate (SDS) buffer as the detergent-insoluble fraction.

4.1.11 Western Blotting

Cell lysis was performed following one of the two protocols. In the RIPA protocol, cells were trypsinized and pelleted after PBS washes, followed by incubation with RIPA buffer (Tris 50mM, NaCl 150 mM, NP40 1%, with freshly added PMSF 1mM) on ice for 15 minutes, which were then subjected to centrifugation at 13,000rpm, 4°C for 15 minutes. The supernatant contained most of the proteins in cells. Alternatively, the cell pellet after trypsinization and PBS
washes were lysed with 2X SDS buffer by boiling at 100 °C for 5 minutes, followed by repeated passage through syringe needle for 15 times to break the cells.

Samples were loaded onto 10% SDS-PAGE gels, and proteins were separated by electrophoresis and transferred onto PVDF membranes (Biorad, Hercules, CA). The membranes were incubated with blocking buffer 5% milk in tris-buffered Saline Tween-20 (TBST) (weight/volume) for one hour at room temperature. Primary antibodies include antibodies against cyclin B (BD, San Jose, CA), actin (Cytoskeleton, Denver, CO), p53 (Santa Cruz Biotechnology, Santa Cruz, CA), PARP1 (Cell Signaling Technology, Danvers, MA), CD44 (BD, San Jose, CA), calnexin (Stressgen, Ann Arbor, MI), GAPDH (Cell signaling, Danvers, MA), GFP (Abcam, Cambridge, MA), GP1Bα (Emfret Analytics, Würzburg, Germany). Membranes were incubated with the primary antibody diluted in blocking buffer overnight at 4°C. After 15 minute of TBST wash, membranes were then incubated with anti-mouse or anti-rabbit IgG-HRP-linked secondary antibodies (Amersham, GE Healthcare, UK) diluted in blocking buffer for one hour at room temperature. Results were visualized using an enhanced chemiluminescent kit (Pierce, Rockford, IL), following the manufacture’s protocol.

4.1.12 Treatments

Cells were treated with 10 nM DZ or 100 nM vinblastine or 1 μM taxol (final concentration in the culture medium) for 38 hours at 37°C before analysis for most of the studies in Chapter II, unless where indicated. Vinblastine concentration was chosen to demonstrate a similar level of microtubule disruption as compared to 10 nM of DZ.
Cells were treated with 8 \( \mu \text{M} \) of cytochalasin D to disrupt the F-actin network, or with 33 \( \mu \text{M} \) of nocodazole to disrupt the MT network, in chapter III. Both treatments were done at 37°C for 30 minutes.

Cell permeable caspase inhibitors (caspase-3/7, -8, -9 inhibitors) (Calbiochem) were used as in reference Jennings JJ et al., 2006 (Jennings et al., 2006).

\( \text{H}_2\text{O}_2 \) treatment was used to induce apoptosis. \( \text{H}_2\text{O}_2 \) was purchased from CVS or Giant Eagle and diluted into the regular cell culture medium. Cells were incubated with 10 mM of \( \text{H}_2\text{O}_2 \) for one hour before further analyses.

IR treatment was used to induce DSB DNA damage and anaphase bridge formation or induction of p53. Cells by subjected to 2 Gy of \( \gamma \)-radiation, followed by a release of 24 hours before further analyses.
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