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The Effect of Guessing on Assessing Dimensionality in Multiple-Choice Tests:
A Monte Carlo Study with Application
Chien-Chi Yeh, PhD

University of Pittsburgh, 2007

The purpose of this study was to investigate the effect of guessing in the assessment of
dimensionality in multiple-choice tests using procedures implemented in Mplus and TESTFACT.
Levels of item discrimination and the size of correlations between dimensions were also
manipulated to explore any interaction between these effects. Four indices based on the
proportion of variance, parallel analysis, RMSR reduction and a chi-square difference test were
used to estimate dimensionality. The research included two parts, a simulation study using a
Monte Carlo approach and an application with TIMSS 2003 data.

The simulation study confirmed the guessing effect. TESTFACT appeared to outperform
Mplus for most conditions with data that assumed guessing. The proportion of variance and the
RMSR reduction indices more accurately estimated dimensionality in Mplus, whereas the chi-
square test and parallel analysis performed best with TESTFACT. A discrimination effect was
observed clearly in data that assumed no guessing using the parallel analysis index and in data
that assumed guessing using the RMSR index for both methods. Less accurate estimation of
dimensionality was observed when using Mplus for tests with either high or low discriminating
items, and with TESTFACT for tests with lower discriminating items. Higher correlations
between dimensions led to more serious estimation problems. When guessing was not modeled,
greater influence from the levels in correlations between dimensions and item discriminations
was found. Further, a more pronounced discrimination effect was observed in the high
correlation condition.

With regard to the application of TIMSS data, 70% of the items exhibited guessing
behaviors and high correlations were observed between scores on the different dimensions (math
and science). Based on the simulation study, guessing and correlation effects should thus be
considered carefully when choosing a method for assessing dimensionality. Inconsistency in the

dimensionality assessment using the four indices with Mplus was observed (1 to 5 dimensions),
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whereas TESTFACT consistently estimated 2 dimensions. However, further investigation of the
internal structure of the TIMSS assessment did not show any connection to content or cognitive

domains.
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1.0 INTRODUCTION

1.1 STATEMENT OF THE PROBLEM

1.1.1 The importance of the assessment of dimensionality

Providing evidence of validity is essential to the use of educational and psychological
tests. This evidence is not only for obtaining a meaningful basis of test scores but also for
knowing social consequences of score use (Messick, 1995). Several researchers have indicated
the importance of providing validity evidence using the assessment of test dimensionality,
especially in the development, evaluation, and maintenance of large-scale tests (e.g., Hattie, 1985;
Nunnally & Bernstein, 1994; Tate, 2002). For example, the assessment of test dimensionality
provides empirical evidence to examine the internal structures of tests underlying the responses
to a set of items. This kind of evidence relates to the substantive aspect of validity indicated by
Messick (1989). A test is developed for a specific purpose with a theoretical structure. This
underlying test structure must be examined and confirmed. Assessing dimensionality helps to
identify the construct defined by the test developer, and to examine how well the test measures
the underlying structure. In other words, the test developer can use the assessment of
dimensionality to identify what domains are measured and the relationships between those
domains.

Furthermore, confirmation of the internal structure provided information that can be used
to make a decision concerning what scores should be reported or what setting cutscores can be
made based on the test structures. This information supplied evidence of the structural aspects of
validity. When the dimensions are distinguishable, reporting subscores is appropriate; when
there is only one dominant dimension, one total score is reported (Haladyna, 2004). For instance,

a mathematics test measures algebra and geometry. If the information of dimensionality is



clearly presented in two dimensions in terms of algebra and geometry, then it is appropriate to
report two subscores for algebra and geometry respectively. If the assessment of dimensionality
shows only one dimension, reporting a total score for mathematics is preferable. Additionally,
any information regarding the internal test structure could be the foundation of either
“homogeneous” items in the classical test theory (CTT), or the “unidimensionality assumption”
in item response theory (IRT; Tate, 2003). Moreover, for accountability and diagnosis purposes
of large-scale assessment programs, the practice of reporting subscores has received more
attention (e.g., Goodman & Hambleton, 2004; Martineau, Mapuranga, & Ward, 2006; Skorupski,
2005). For example, the No Child Left Behind Act of 2001 (NCLB, 2001) requests requiring
statewide testing programs to provide both total scores and subscores of examinee performance
(Goodman & Hambleton, 2004). The assessment of dimensionality can help collect evidence for
correctly interpreting subscores and using subscores for instructional purposes.

In terms of the generalizability aspects of validity, the test developer should carefully
consider the maintenance of score comparability across groups, settings, and tasks (Messick,
1995). Score comparability means that scores have comparable interpretations for different
subgroups or on different occasions (e.g., over time). For example, when scores of large-scale
tests are used to describe trends in schools, districts, and state achievement over time, the
invariance of the tests’ factor structures needs to be examined. When several test forms require
an equating procedure for using at different points in time, the changes in test structures can be
identified by tracking dimensionality of the tests over time (Tate, 2002, 2003). As indicated by
Messick (1995), construct-irrelevant variance is a major bias source for the use and interpretation
of test scores. The construct-irrelevant variance can lead to the differential item functioning
(DIF) issues of fairness across groups. A test with DIF has items that function differently for
different groups. However, a test is supposed to have the same measured function for all
intended subgroups in order to use the test scores. One example of this concept can be found in
the test scores of a reading comprehension exam between groups of native English speakers and
people whose primary language is not English. The ability to speak, read, and write English
becomes a key factor for attaining high scores. Consequently, the test is unfair for some
subgroups or individuals. In other words, the invariance of test scores across groups provides the

foundation for the fairness of test use. This kind of invariance relates to consequential construct



validity. The assessment of test dimensionality can help identify the sources of invalidity related
to bias and fairness, such as DIF items in tests.

In summary, the assessment of the test dimensionality is able to identify the internal test
structure for the following purposes: (1) to confirm the domains are being measured; (2) to
understand the relationship between domains; (3) to examine and maintain the test structure
across groups or over time. Furthermore, the assessment of dimensionality provides supporting
evidence for validity, including the substantive, structural, generalizability and consequential
aspects. In addition, the dimensionality is also useful identifying the major threats of construct

validity, construct underrepresentation and construct-irrelevant variance.

1.1.2 The influence of modeling guessing

The issue of guessing is also important to multiple-choice assessments. First, guessing
increases measured error since it raises the possibility of correct responses (Rogers, 1999). Also,
as indicated by Messick (1995), guessing propensities can be the source of construct-irrelevant
variance, which provides a major threat of construct validity. Second, the use of guessing
strategies introduces error and attenuated the relationships among items. Therefore, it is
reasonable and important to consider guessing in the assessment of dimensionality, especially
with regard to multiple-choice tests. Although the guessing parameter is included in the three-
parameter models in IRT, most of the methods for factor analysis do not include guessing in their
models. In addition, most multidimensional item response theory (MIRT) approaches only allow
fixed values of guessing in models (e.g., models implemented in TESTFACT and NOHARM).

Recently, Tate (2003) focused on the comparison of empirical methods in assessing test
structure as well as the evaluation of guessing effect. He evaluated the estimated number of
dimensions and parameter recovery in unidimensional and multidimensional data using both
parametric and nonparametric approaches. Some conditions might be expected to be problematic
for some of the methods, such as data with extreme difficulty and discrimination parameters, and
one item pair with local dependence. For the evaluation of guessing effect, the results of
exploratory factor analysis using Mplus obtained the correct decisions in only 3 out of 14
simulation cases. Without modeling guessing, Mplus did not perform well in the confirmation of

correct dimensionality and overestimated dimensionality for all of the cases with guessing.



Additionally, the effect of guessing was reflected in the recovery of the true item parameters. By
contrast, TESTFACT and NOHARM, which included guessing parameters in the models,
performed well in identifying the correct dimensionality for most unidimensional or
multidimensional cases. The results in Tate’s study also illustrated the effect of guessing when
different methods were used to identify dimensionality. The results also found some problems in
assessing dimensionality when there was an interaction between item parameters, such as
guessing versus discrimination or guessing versus difficulty. However, due to the large amount
of selected methods used in Tate’s study, only some specific test conditions were examined to
show the differences between the various empirical methods for assessing dimensionality.

Another study about the assessment of dimensionality using real data, the Multistate Bar
Examination (MBE), provided more understanding of the relationship between items and the
internal structure of a test when guessing was modeled (Stone, & Yeh, 2006). The MBE was a
four-option multiple-choice exam with 200 questions. For the 2001 February administration, the
examination of the average proportion correct for low-ability examinees showed that more than
50% of items showed that guessing was operating. The results of three methods, Mplus,
NOHARM and TESTFACT, demonstrated a similar pattern of dimensionality in conditions that
did not model guessing. However, a comparison between NOHARM and TESTFACT showed
more solid evidence for higher dimensionality and more indicators in the factors when guessing
was modeled. The correction of tetrachoric correlations reflected more realistic relationships
between items by considering errors caused by guessing behaviors. In other words, when
guessing was operating on multiple-choice items, modeling guessing in the assessment of
dimensionality became important. The results of the methods with modeling guessing provided
more rich information not only for the assessment of dimensionality or the relationship between
items, but also for assessing the internal test structures. Although the results found the influence
of guessing in the assessment of dimensionality, the true underlying factor structure remained
unknown. Therefore, it was impossible to investigate the effect of assessing dimensionality when
guessing was modeled.

The results of the two studies mentioned above demonstrated the effect of guessing in
determining the dimensionality or examining the internal test structures. However, due to the
limitations of these studies, the effect of guessing has not been investigated in broader or more

general conditions. Also, no examination determined the extent of recovery of a true



dimensionality or parameter measures (either factor loading in a factor analysis sense or item
parameters in a MIRT sense). These two studies did not fully examine the interaction between

guessing and other factors, such as difficulty and discrimination item parameters.

1.1.3 Methods of assessing dimensionality

The most common methods include traditional factor analysis, nonlinear factor analysis
(NLFA), and the MIRT approaches. The equivalent of NLFA and MIRT has been discussed (e.g.,
Knol & Berger, 1991; Takane & Leeuw, 1987). Therefore, three kinds for methods of assessing
dimensionality will be discussed here, including traditional factor analysis, the MIRT approach.

As for factor analysis of dichotomous data in multiple-choice tests, Mplus is the most
commonly used software (Muthén, 1978). Mplus provides a categorical variable model for
either dichotomous or ordered categorical data (Newsom, 2005). In this kind of model, the
relationship between the factors and the items is nonlinear. In Mplus, the data for exploratory
factor analysis (EFA) can be continuous, categorical, or a combination of both. As for
dichotomous data (i.e., categorical data), Mplus provides several options for estimation,
including the default option, unweighted least squares (ULS). Mplus allows users to perform
EFA and confirmatory factor analysis (CFA) to estimate unidimensional or multidimensional
models. Additionally, Mplus provides several statistics to evaluate model fit, such as chi-square
fit statistics, root mean square residual (RMSR), and root mean square error of approximation
(RMSEA). However, Mplus does not allow users to input guessing parameters.

Given the relationship between factor analysis and MIRT, several programs for assessing
dimensionality are based on MIRT. Using different estimation methods, TESTFACT and
NOHARM are the most popular programs. TESTFACT is based on the full-information item
factor analysis proposed by Bock, Gibbons, and Muraki (1988), whereas NOHARM is based on
a polynomial approximation to the normal ogive model developed by McDonald (1967, 1982).
The estimates of TESTFACT are based on all of the item response information (i.e., “full-
information”). The estimation procedure combines the marginal maximum likelihood (MML)
estimation and the expectation-maximum (EM) algorithm (Bock & Aitkin, 1981). TESTFACT
provides both EFA and CFA. Unlike Mplus, the fixed values of guessing parameters can be set



in the program. TESTFACT also provides chi-square statistics and residual matrix, but not a
residual based fit index.

The ULS estimation method implemented into NOHARM provides a more efficient
method than the generalized least square (GLS, used in Mplus) and maximum likelihood (ML,
used in TESTFACT) procedures. Therefore, it can be used with a large number of items and/or
dimensions. NOHARM also allows users to fit both the exploratory and confirmatory models.
The matrix of covariance residuals and RMSR index provides information on the model’s lack of
fit. This approach does not provide the standard errors for parameter estimates nor tests of the
model’s goodness of fit (McDonald, 1997). However, Gessaroli and De Champlain (1996)
developed an approximate chi-square statistic, which may be used to address this limitation.
Several authors found that the performance of NOHARM was similar to that of TESTFACT
(Knol & Berger, 1991; Stone & Yeh, 2006).

1.2 RESEARCH QUESTIONS AND THE DESIGN OF THE STUDY

According to the discussion above, the assessment of dimensionality provides not only
information concerning the internal test structures, but also validity evidences. As discussed,
most empirical methods of dimensionality assessment do not estimate a guessing parameter, and
only a few methods allow incorporation of guessing parameters in the analysis of the factor
structure. However, there has been no full investigation of the effect of guessing under more
general conditions. Thus, the main purpose of this study was to investigate the effect of guessing
in the assessment of dimensionality. Through the comparison of the traditional factor analysis
and MIRT approaches, the influence of modeling guessing in the assessment of dimensionality
can be detected under general conditions. At the same time, manipulation of other item
characteristics and factors provided information about the influence of the interaction between

these factors. The following research questions were addressed in this study.

1) What is the effect of guessing on assessing dimensionality of multiple-choice
tests?
2) How well do different indices perform for estimating the number of

dimensions when assessing dimensionality?



3) Does the discrimination level for items affect the assessment of dimensionality?

4) Does the correlation among dimensions affect the assessment of
dimensionality?
5) What is the interaction between the guessing effect and the level of

discrimination of items and correlations between dimensions?

In order to investigate the effect of guessing, this study used a Monte Carlo approach.
Through the known dimensionality, it was possible to examine the d