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The hydrated proton lies at the heart of several key charge transport processes in chemistry and biology, and yet the molecular level description of proton accommodation remains elusive. Both H$_3$O$^+$ (so called Eigen) and (H$_2$O$\cdots$H$\cdots$OH$_2$)$^+$ (so called Zundel) have long been thought to play essential roles in the proton transfer process. We characterize the hydrated proton with a “bottom up” approach to monitor the spectral evolution of the proton accommodation motif as water molecules are sequentially added to the H$_3$O$^+$ ion. It is found that a highly symmetrical structure is necessary to observe the Eigen ion. Small asymmetries in the hydration structure around the H$_3$O$^+$ core result in preferential localization of the excess charge on one or two of the hydrogen atoms. This extreme response to symmetry breaking readily explains the lack of a crisp spectral signature of the hydrated proton in the bulk. Density functional theory is used to study the relative stability of various isomers of (H$_2$O)$_n$ $\cdot$ H$^+$, $n = 4$-$12$, allowing for the influence of vibrational zero point energy and finite temperature effects. Comparison of experimental spectra with and without Ar tagging shows that the inclusion of Ar atoms has little effect on the frequencies.

Two low-energy minima of (H$_2$O)$_{21}$ with very different H-bonding arrangements have been investigated with the B3LYP density functional and RIMP2 methods, as well as with the TIP4P, Dang–Chang, AMOEBA, and TTM2-F force fields. Insight into the role of many-body
polarization for establishing the relative stability of the two isomers is provided by an $n$-body decomposition of the energies calculated using the various theoretical methods.
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1.0 INTRODUCTION

Proton transfer through hydrogen bonding plays essential roles in many chemical processes such as atmosphere, solution phases and biological systems.\textsuperscript{1-7} The high mobility of protons in liquid water involves the chemical exchange of proton along the charge transfer path.\textsuperscript{8-12} Protonated water clusters can serve as model systems to study proton transport in various environments. For example, the clusters can also act as acidic microsolvation matrices to catalyze reactions in liquids.\textsuperscript{13} The OH groups on the cluster surfaces can heterogeneously catalyze chlorine which is related to the ozone hole over Antarctica.\textsuperscript{14,15} Protonated water clusters are among the most thoroughly studied cluster ions in the gas phase since they were found by mass spectrometry. There has been active research on the structures, energetics, and ion-molecule reactions.\textsuperscript{16-23}

There has been major interest in the nature of the proton in water. Two major models have been proposed, one is the formation of H\textsubscript{3}O\textsubscript{4}\textsuperscript{+} with a H\textsubscript{3}O\textsuperscript{+} core strongly hydrogen-bonded to 3 water molecules,\textsuperscript{8} the other is a H\textsubscript{5}O\textsubscript{2}\textsuperscript{+} complex in which the proton shared between two H\textsubscript{2}O molecules.\textsuperscript{24} Much of the early work attempted to determine the structure of the clusters by X-ray or neutron diffraction.\textsuperscript{25} Evidence of both H\textsubscript{3}O\textsuperscript{+} (so called “Eigen” structure) and H\textsubscript{2}O \cdot H\textsuperscript{+} \cdot H\textsubscript{2}O (so called “Zundel” structure) has been found.

Spectroscopic studies of gas phase hydrated proton clusters will improve our knowledge about the nature of excess protons in liquid water.\textsuperscript{9,26} However, obtaining the experimental
vibrational spectra of protonated water clusters is very challenging. Large density of states dilutes the population in any given state. This problem can be solved by vibrational predissociation or multiphoton dissociation process. For weakly bound ionic clusters, excitation of high frequency vibrational degrees of freedom induces dissociation allowing for the determination of vibrational predissociation spectra. When the binding energy of protonated water cluster exceeds the vibrational quanta, the predissociation process will not occur after vibrational excitation. A weakly bound messenger such as H$_2$ and Ne can be attached to the cluster. The vibrational excitation of the cluster detaches the messenger and makes vibrational predissociation spectra possible. More recently, Ar predissociation spectroscopy has been used to acquire the spectra in the low energy region to characterize the intramolecular bending and bridging proton motions.$^{26,27}$

Gas phase mass spectroscopic studies were carried out on hydrated protons by Searcy and Fenn in 1974 to detect the formation of (H$_2$O)$_n$ · H$^+$ ($n = 1-28$).$^{28}$ In 1970s, Kebarle and coworkers$^{29,30}$ pioneered the hydration energy measurements and obtained the single water binding energies of (H$_2$O)$_n$ · H$^+$ to be 31.6, 19.5 and 17.9 kcal/mol for $n = 2$, 3, and 4, respectively. Newton and Ehrenson$^{31,32}$ carried elaborate calculations, and Schwartz$^{33}$ obtained the first infrared absorption spectra of proton hydrates in a cold static cell with cluster sizes of $n = 3$-5 from 2000-4000 cm$^{-1}$ at 40 cm$^{-1}$ resolution. In 1989, Lee et al. obtained the gas phase vibrational spectra of H$_3$O$^+$ · (H$_2$O)$_n$ ($n=1$-3) in the range of 3550-3800 cm$^{-1}$ with multiphoton dissociation method and characterized the Zundel structure.$^{34}$ Jiang $et$ $al.$ reported the infrared spectra of (H$_2$O)$_n$ · H$^+$ ($n=5$-8) in the 2700-3900 cm$^{-1}$ region.

Also, numerous theoretical studies, such as molecular dynamics and $ab$ $initio$ electronic structure calculations,$^{23,35}$ have been carried out along with experimental studies$^{36}$ to determine
the structure and vibrational spectra of protonated water clusters.\textsuperscript{16,37,38} However, the location of the excess proton and a detailed understanding of the structure observed in the vibrational spectra have remained elusive,\textsuperscript{39} and studies in this area are far from complete.
2.0 SPECTRAL SIGNATURES OF HYDRATED PROTON VIBRATIONS IN WATER CLUSTERS

This work was published as:


2.1 ABSTRACT

The hydrated proton lies at the heart of several key charge transport processes in chemistry and biology,40-44 and yet the molecular level description of proton accommodation remains elusive.8,10,12,24,35,45-48 Although virtually every introductory chemistry text posits that the dominant speciation occurs as “hydronium” (H₃O⁺, also called the Eigen⁸ core), this picture is certainly too simplistic. Indeed, an alternative limiting form proposed by Zundel²⁴ (H₂O···H···OH₂⁺ has long been thought to play an essential role, and the broad infrared absorptions of the aqueous proton at 1250, 1760 and 3020 cm⁻¹ have been assigned in the context of both Eigen and Zundel species over the years.⁴⁹-⁵¹ Recently, a qualitatively different picture has emerged as contemporary theoretical treatments point to a scenario where, at finite temperature, the excess proton is associated with an ensemble of intermediate structures that
continuously evolve according to fluctuations in the surrounding liquid.\cite{35,48} This model does not require persistent structural motifs, like the Eigen and Zundel ions, separated by barriers. In this chapter, we characterize the hydrated proton with a “bottom up” approach, where we capitalize on recent advances in laser generation of infrared light to monitor the spectral evolution of the proton accommodation motif as water molecules are sequentially added to the hydronium ion.

## 2.2 INTRODUCTION

Infrared spectra of bare H\textsuperscript{+} \cdot (H\textsubscript{2}O\textsubscript{n}) clusters in the OH stretching region (2800–3900 cm\textsuperscript{-1}, with inconsistent coverage below 2800 cm\textsuperscript{-1}) have already been reported, and the observed bands are mostly attributed to water molecules remote from the proton.\cite{16,23,36,52,53} Dangling water molecules attached to the exterior of a hydrogen bonding network, for example, produce sharp bands arising from the symmetric ($\nu_s$) and asymmetric ($\nu_a$) stretches of the non-bonded OH groups. Theoretical analysis of these high-energy patterns indicated that the clusters evolve through the series of structures illustrated in Figure 1, where the n = 2 and 6 clusters were found to be based on a Zundel motif, while the n = 3 – 5 clusters contained an embedded Eigen core.

The motions associated with the proton isolated in these various structures occur at much lower spectral energies than available in the early studies, and consequently, recent work has concentrated on extending the spectral range below 2100 cm\textsuperscript{-1}. Spectra in this crucial lower energy region (600 – 1900 cm\textsuperscript{-1}) have been obtained for the H\textsubscript{5}O\textsubscript{2}\textsuperscript{+} ion,\cite{9,54} and although the spectra of the bare complexes were quite complex, a much simpler spectrum was obtained when H\textsubscript{5}O\textsubscript{2}\textsuperscript{+} was cooled by attachment of weakly bound argon atoms.\cite{55} In the present study, we extend
these argon “messenger” measurements to larger clusters, and survey a sufficiently wide spectral range to characterize most of the vibrations associated with the excess positive charge.

The H⁺ · (H₂O)ₙ vibrational spectra were obtained using photoevaporation of a weakly bound “messenger” argon atom in a photofragmentation mass spectrometer. The major experimental advance that enabled this study was the extension of the Yale IR laser source down to 1000 cm⁻¹ using parametric conversion in AgGaSe₂. To aid in the interpretation of the spectra, the geometries of the clusters were optimized and the harmonic frequencies were calculated at the MP2/aug-cc-pVDZ level of theory and using the Gaussian 03 program. In the case of the n = 2 and 3 clusters, anharmonic spectra were calculated using the vibrational SCF (VSCF) method and using the GAMESS program.
Figure 1. Minimum energy structures of H⁺ · (H₂O)ₙ where n = 2 – 6. Geometries were calculated at the MP2/aug-cc-pVDZ level of theory. Blue arrows depict the normal mode displacement vectors associated with the lowest energy stretching motion involving the extra proton.
2.3 DISCUSSION

2.3.1 $\text{H}^+ \cdot (\text{H}_2\text{O})_4$

We begin our discussion with $\text{H}^+ \cdot (\text{H}_2\text{O})_4$ which has a minimum energy structure well described as an $\text{H}_3\text{O}^+$ Eigen core symmetrically solvated by three “dangling” water molecules (Figure 1c). The measured and calculated (scaled harmonic frequencies) spectra of $\text{H}^+ \cdot (\text{H}_2\text{O})_4$ are presented in Figure 2. Most importantly, the spectrum displays a broad, strong band at 2665 cm$^{-1}$, in agreement with the predicted location of the asymmetric OH stretching vibrations of an intact Eigen core. Thus, the first solvent shell acts to red-shift the intrinsic OH stretching motions of the isolated $\text{H}_3\text{O}^+$ ion by over 860 cm$^{-1}$, just below the range scanned in previous studies of this system. Several transitions are also recovered in the lower energy region. The sharp feature at 1620 cm$^{-1}$ can be readily assigned to the HOH intramolecular bends of the dangling water molecules, and the unresolved feature emerging at 1045 cm$^{-1}$ is traced to the symmetric bending motion of the $\text{H}_3\text{O}^+$ ion core along its principle axis. Interestingly, the broader features near 1760 cm$^{-1}$ and 1900 cm$^{-1}$, just above the bends in isolated $\text{H}_3\text{O}^+$, are likely due to this type of motion in the charged center, but are the only major features not qualitatively anticipated at the harmonic level.
Figure 2. Comparison of the OH asymmetric stretch ($\nu_{\text{asym}}$) and asymmetric bending ($\nu_{\text{bend}}$) bands of (A) bare H$_3$O$^+$\textsuperscript{61,62} and (B) H$^+$ · (H$_2$O)$_4$. The calculated harmonic spectrum [MP2/aug-cc-pVDZ level, 0.955 scaling] of H$^+$ · (H$_2$O)$_4$ is displayed by bars, where the Eigen core stretches are highlighted in red.
Figure 3. Argon predissociation spectra of $\text{H}^+ \cdot (\text{H}_2\text{O})_n$, $n = 2 – 11$, with $n$ increasing down the figure. Dangling waters attached to the exterior of the cluster network are identified by sharp features and are assigned to the HOH intramolecular bend ($\nu_{\text{bend}}$), symmetric ($\nu_{\text{s}}$), and asymmetric ($\nu_{\text{a}}$) OH stretches. The bands most closely associated with the motions of hydrogen atoms bearing the excess charge are highlighted in red. Note that this feature first evolves toward higher energy as the excess charge undergoes most delocalization at $n = 4$ (trace C), but then returns to lower energy as more water molecules are added. The persistence of the intact Zundel signature ($\nu_{\text{z}}$) in the $n = 6 – 8$ spectra indicates that the excess charge is primary retained on one strongly shared proton in this size range. Bands derived from the OH stretches bridging the core ions to the first hydration shell are highlighted in blue.
Table 1: Comparison of the calculated and measured OH-stretch vibrational frequencies for the H⁺ · (H₂O)ₙ, n = 2 - 8 clusters¹,²

<table>
<thead>
<tr>
<th>n</th>
<th>Description</th>
<th>v_cal (cm⁻¹)</th>
<th>v_exp (cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Proton oscillation</td>
<td>1085</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H₂O symmetric stretch</td>
<td>3552 (3546), 3558</td>
<td>3520, 3615</td>
</tr>
<tr>
<td></td>
<td>H₂O asymmetric stretch</td>
<td>3660 (3594), 3661</td>
<td>3660, 3695</td>
</tr>
<tr>
<td></td>
<td>H₂O⁺ asymmetric stretch</td>
<td>2381 (1984)</td>
<td>1880</td>
</tr>
<tr>
<td></td>
<td>H₂O⁺ symmetric stretch</td>
<td>2509 (2363)</td>
<td>2420</td>
</tr>
<tr>
<td>3</td>
<td>H₂O symmetric stretch</td>
<td>3604 (3532), 3605</td>
<td>3639</td>
</tr>
<tr>
<td></td>
<td>H₂O⁺ free-OH stretch</td>
<td>3626 (3532)</td>
<td>3580</td>
</tr>
<tr>
<td></td>
<td>H₂O asymmetric stretch</td>
<td>3718 (3668), 3718</td>
<td>3724</td>
</tr>
<tr>
<td></td>
<td>H₂O⁺ symmetric stretch</td>
<td>2804 (2549)</td>
<td>2665</td>
</tr>
<tr>
<td>4</td>
<td>H₂O symmetric stretch</td>
<td>2874 (2830)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H₂O⁺ symmetric stretch (2)</td>
<td>3612-3613 (3576-3612)</td>
<td>3644</td>
</tr>
<tr>
<td></td>
<td>H₂O asymmetric stretch (2)</td>
<td>3725-3725 (3673-3700)</td>
<td>3730</td>
</tr>
<tr>
<td></td>
<td>H₂O⁺ symmetric stretch</td>
<td>2971 (2889)</td>
<td>2860</td>
</tr>
<tr>
<td></td>
<td>H₂O⁺ symmetric stretch (3)</td>
<td>3257 (3012)</td>
<td>3195</td>
</tr>
<tr>
<td></td>
<td>AD-type H₂O H-bond stretch</td>
<td>3615-3623 (3560-3565)</td>
<td>3647</td>
</tr>
<tr>
<td></td>
<td>AD-type H₂O free-OH stretch</td>
<td>3695 (3548)</td>
<td>3712</td>
</tr>
<tr>
<td>5</td>
<td>H₂O asymmetric stretch (3)</td>
<td>3729-3741 (3621-3626)</td>
<td>3740</td>
</tr>
<tr>
<td></td>
<td>Proton oscillation</td>
<td>1209</td>
<td>1055</td>
</tr>
<tr>
<td></td>
<td>H₂O in H₃O⁺ symmetric stretch</td>
<td>3128</td>
<td>3160</td>
</tr>
<tr>
<td></td>
<td>H₂O in H₃O⁺ asymmetric stretch</td>
<td>3143</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>H₂O in H₃O⁺ symmetric stretch</td>
<td>3274</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H₂O in H₃O⁺ asymmetric stretch</td>
<td>3320</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H₂O symmetric stretch (4)</td>
<td>3618-3625</td>
<td>3650</td>
</tr>
<tr>
<td></td>
<td>H₂O asymmetric stretch (4)</td>
<td>3734-3744</td>
<td>3740</td>
</tr>
<tr>
<td></td>
<td>Proton oscillation</td>
<td>1090</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>H₂O in H₃O⁺ stretch</td>
<td>3125</td>
<td>3080</td>
</tr>
<tr>
<td></td>
<td>H₂O in H₃O⁺ symmetric stretch</td>
<td>3221</td>
<td>3160</td>
</tr>
<tr>
<td></td>
<td>H₂O in H₃O⁺ symmetric stretch</td>
<td>3235</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H₂O in H₃O⁺ symmetric stretch</td>
<td>3318</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>AD-type H₂O H-bond stretch</td>
<td>3500</td>
<td>3480</td>
</tr>
<tr>
<td></td>
<td>AD-type H₂O H-bond stretch</td>
<td>3527</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AA-type dangling H₂O asymmetric stretch</td>
<td>3623</td>
<td>3620</td>
</tr>
<tr>
<td></td>
<td>AA symmetric, AD-type H₂O H-bond stretch (2)</td>
<td>3650-3653</td>
<td>3660</td>
</tr>
<tr>
<td></td>
<td>A-type dangling H₂O asymmetric stretch (2)</td>
<td>3720-3724</td>
<td>3720</td>
</tr>
<tr>
<td></td>
<td>Proton oscillation</td>
<td>1102</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>H₂O in H₃O⁺ symmetric stretch</td>
<td>3071</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H₂O in H₃O⁺ symmetric stretch</td>
<td>3140</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H₂O in H₃O⁺ symmetric stretch</td>
<td>3268</td>
<td></td>
</tr>
<tr>
<td></td>
<td>H₂O in H₃O⁺ symmetric stretch</td>
<td>3322</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AAD-type H₂O H-bond stretch</td>
<td>3340</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>AD-type H₂O H-bond stretch</td>
<td>3405</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AD-type H₂O H-bond stretch</td>
<td>3455</td>
<td>3430</td>
</tr>
<tr>
<td></td>
<td>A-type H₂O symmetric stretch (3)</td>
<td>3651-3654</td>
<td>3660</td>
</tr>
<tr>
<td></td>
<td>AAD-type H₂O free-OH stretch</td>
<td>3693</td>
<td>3680</td>
</tr>
<tr>
<td></td>
<td>AD-type H₂O free-OH stretch (2)</td>
<td>3719-3723</td>
<td>3720</td>
</tr>
<tr>
<td></td>
<td>A-type H₂O asymmetric stretch (3)</td>
<td>3758-3762</td>
<td>3740</td>
</tr>
</tbody>
</table>
For the theoretical results, anharmonic frequencies, where available are reported in parentheses. All other values are from harmonic calculations, unscaled in the case of the shared proton in the two Zundel ions and scaled by 0.955 in all other cases.

The observed OH stretch splittings are induced by the argon “messenger” atom. Our results correlate well with those reported in Ref. 19, where the “messenger” was H₂.

A-type H₂O molecules accept a hydrogen-bond. AA-type H₂O molecules accept two hydrogen-bonds. AD-type H₂O molecules accept and donate a hydrogen-bond. AAD-type H₂O molecules accept two and donate one hydrogen-bond.

d. H⁺ (H₂O)₇, n = 7, 8 clusters use harmonic calculations (Becke3LYP with 6-31+g(d) basis set) and scaled by 0.975.
2.3.2 $\text{H}^+ \cdot (\text{H}_2\text{O})_3$

Having established the spectral signature of the symmetrically hydrated Eigen species, we turn our attention to the evolution of the spectra as water molecules are removed from and added to this complete hydration shell, effectively mimicking rudimentary solvent fluctuations. The $n = 2 – 8$ spectra are presented in Figure 3. First, note the persistence of the sharp intramolecular bending band due to the dangling water molecules ($\sim 1620$ cm$^{-1}$), and the presence of two to four non-bonded OH stretches centered near $3700$ cm$^{-1}$. The latter bands were analyzed earlier,$^{23,52,53}$ and here we are primarily interested in the broader bands associated with stretching motions of the proton defect (which can be delocalized over up to three protons), highlighted in red. Most of these occur below $2100$ cm$^{-1}$ and are reported here for the first time. These strong absorptions are scattered throughout the low energy region in a very size dependent fashion.

To unravel the information contained in these spectra, we first consider removing a water molecule from the fully hydrated Eigen core to form $\text{H}^+ \cdot (\text{H}_2\text{O})_3$. Although the resulting cluster was structurally characterized as an Eigen-based species (Figure 1b), the $2665$ cm$^{-1}$ signature band of the Eigen cation is absent from its spectrum (Figure 3b). Instead, three strong bands emerge at $1880$, $2430$, and $3580$ cm$^{-1}$. The calculations trace this pattern to a remarkably strong ($\sim 1700$ cm$^{-1}$) splitting of the closely spaced bands in the partially hydrated Eigen ion. Thus, the lower two of these transitions (highlighted in red) arise from the stretches of hydrated protons while the higher frequency band involves the unsolvated proton stretch on the $\text{H}_5\text{O}^+$ core, which falls close to the OH stretch in bare $\text{H}_3\text{O}^+$. Interestingly, unlike the theoretical situation in $\text{H}^+ \cdot (\text{H}_2\text{O})_4$, anharmonic corrections are required to qualitatively recover the extent
of the red-shift displayed by the lower energy transition in the H⁺ · (H₂O)₃ spectrum. Removal of one water molecule from the complete hydration shell thus leads to concentration of the excess charge onto two shared protons, pulling the two solvating water molecules closer to the Eigen core and thus red-shifting the associated OH stretch bands.

### 2.3.3 H⁺ · (H₂O)₂

Removal of a second water molecule from H⁺ · (H₂O)₄ creates the isolated Zundel ion, [(H₂O···H···OH₂)⁺](Figure 1a), which has recently been reported and discussed in detail. Its infrared spectrum (Figure 3a) is dominated by a strong transition at 1085 cm⁻¹, arising from oscillation of the shared proton, with a higher energy transition at 1770 cm⁻¹, assigned to the out-of-phase bending vibrations of the flanking water molecules. In going to the Zundel structure, the ~ 800 cm⁻¹ incremental red-shift of the bands associated with the excess positive charge is about the same at that displayed upon removal of the first water molecule from the fully hydrated Eigen cation. The important point here is that surprisingly large spectral shifts are driven by changes in the hydration environment.

### 2.3.4 H⁺ · (H₂O)₅

Having explored the evolution of H⁺(H₂O)ₙ starting with the Eigen ion H⁺(H₂O)₄ and progressing to the Zundel ion H₅O₂⁺, we turn to the alternative situation where we systematically add (nominally second shell) water molecules to H⁺(H₂O)₄. The vibrational spectrum of H⁺ · (H₂O)₅ is presented in Figure 3d. Three sharp bands are observed in the high energy non-bonded OH stretch region, consistent with the Eigen-like structure shown in Figure
1d. However, broader features emerge that are unique to this cluster, with an intense band about 200 cm\(^{-1}\) above the 2665 cm\(^{-1}\) signature absorption of the \(\text{H}^+(\text{H}_2\text{O})_4\) Eigen ion. This might, at first glance, suggest an unusual blue-shift upon solvation, but note that two new bands also appear at lower energy (1490 cm\(^{-1}\) and 1885 cm\(^{-1}\)). This pattern again raises the possibility that the nearly degenerate Eigen vibrations are strongly split upon addition of a fourth water molecule, much as they were upon removal of water molecule to form \(\text{H}^+(\text{H}_2\text{O})_3\).

The harmonic calculations for the \(\text{H}^+ \cdot (\text{H}_2\text{O})_5\) structure (Figure 1d) anticipate a splitting of the Eigen vibrations, but severely underestimate the effect with the three OH stretch vibrations of the Eigen core predicted to occur at 2344, 2944, and 2971 cm\(^{-1}\). The two blue-shifted transitions are clearly derived primarily from the vibrations of the two protons of the Eigen core toward dangling water molecules in the first hydration shell. The third OH stretch of the Eigen core, while predicted to red-shift as the proton becomes solvated by a water dimer, falls 459 cm\(^{-1}\) above the intense line observed at 1885 cm\(^{-1}\). The strong red shift of this vibration is thus a consequence of excess charge concentration on the proton with two hydration shells coupled with pronounced vibrational anharmonicity, comparable to the situation noted above for \(\text{H}^+(\text{H}_2\text{O})_3\).

### 2.3.5 \(\text{H}^+ \cdot (\text{H}_2\text{O})_6\)

The addition of a second water molecule to \(\text{H}^+ \cdot (\text{H}_2\text{O})_4\) actually creates a favorable situation for capturing the symmetrical Zundel ion (Figure 1e) within a complete first hydration shell, and this arrangement was, in fact, identified in an earlier temperature-dependent study of its non-bonded OH stretches.\(^{63}\) This structure can be viewed as further stabilizing the preferentially hydrated proton in \(\text{H}^+ \cdot (\text{H}_2\text{O})_5\) such that it becomes equally shared between two
oxygen atoms. The resulting $\text{H}^+ \cdot (\text{H}_2\text{O})_6$ spectrum (Figure 3e) has a very strong transition at 1055 cm$^{-1}$, appearing in almost exactly the same location as the transition associated with oscillation of the bridging proton in the isolated Zundel ion! Thus, the characteristic signature of the local, shared proton motion is virtually unperturbed upon formation of its hydration shell, unlike the situation in the more charge-delocalized Eigen arrangement, where the $\text{H}_3\text{O}^+$ stretching bands shift by almost 860 cm$^{-1}$ upon hydration (i.e., in going from $\text{H}_3\text{O}^+$ to $\text{H}^+(\text{H}_2\text{O})_4$).

2.3.6 $\text{H}^+ \cdot (\text{H}_2\text{O})_n$, $n=7, 8$

One is naturally curious as to whether this spectral evolution is oscillatory with increasing hydration number, and to address this issue we carried out a survey of the $n = 7$ and 8 clusters with the results included in traces 3f and g. Remarkably, once the Zundel signature is recovered at $n = 6$, it is not only maintained, but actually narrows in the larger clusters. In fact, this motif survives even when strong variations in the higher energy OH stretching bands signal changes in the exterior network morphologies.

2.4 SUMMARY

The picture emerging from these cold cluster studies is that a highly symmetrical structure is necessary to observe a so-called Eigen ion. The Eigen spectral signature occurs highest in energy of the various accommodation motifs because it affords maximum charge delocalization (i.e., over three H atoms). Small asymmetries in the hydration structure around the $\text{H}_3\text{O}^+$ core result in preferential localization of the excess charge on one or two of the
hydrogen atoms. This introduces a dramatic splitting of the intrinsic Eigen OH stretches (by as much as 2600 cm$^{-1}$) as the distance contracts between the two oxygen atoms that share this unique proton. This extreme response to symmetry breaking readily explains the lack of a crisp spectral signature of the hydrated proton in the bulk. In considering the evolution of these trends toward bulk behavior, it is useful to recall from the introductory discussion that the bulk acidic solutions also displayed a persistent feature at 1250 cm$^{-1}$, close to the Zundel signature observed in the small clusters. This indicates that the strongly shared proton motif identified here continues to play an important role in the bulk.
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3.0  FINITE TEMPERATURE EFFECTS AND ARGON ATOM PERTURBATIONS
ON THE ENERGIES AND VIBRATIONAL SPECTRA OF PROTONATED WATER
CLUSTERS

3.1  ABSTRACT

Density functional theory is used to study the relative stability of various isomers of 
\((\text{H}_2\text{O})_n \cdot \text{H}^+, \ n = 4-12\), allowing for the influence of vibrational zero-point energy and finite
temperature effects. It was found that the zero-point energy correction can alter the relative
stability of the isomers. The Zundel structures have higher electronic energies than the Eigen
structures. However, the global minimum is Zundel for cluster sizes \(n = 6-10\) due to the finite
temperature effect and the zero-point energy correction. As the cluster size increases, the Eigen
structures can be stabilized by more hydrogen bonds and become more stable for cluster size \(n =
11-12\).

The perturbation to the vibrational spectra of the \((\text{H}_2\text{O})_n \cdot \text{H}^+, \ n = 3-8\), clusters by
attached Ar atoms is also studied. Comparison of experimental spectra with and without Ar
tagging shows that the inclusion of Ar atoms has little effect on the frequencies. Ar tagging is
also found to have little effect on the energy ordering of the isomers.
3.2 INTRODUCTION

The nature of the excess proton in water has been a challenge for physical chemists since the first observations of the fast proton mobility in liquid. In the previous chapter, we used \textit{ab initio} methods to optimize the geometry of various protonated water clusters. Since the Ar predissociation spectra were obtained at finite temperature, it is necessary to account for finite temperature effects when calculating the relative stability of isomers. In this section, we will examine the influence of vibrational zero point energy (ZPE) and finite temperature on the relative stability of isomers of \((\text{H}_2\text{O})_n \cdot \text{H}^+\) \((n = 4-12)\) clusters. Specifically, the dependence of the free energies on temperature for various isomers will be discussed.

For vibrational predissociation experiments, another factor to consider is the effect of Ar atom tagging on the structure and relative population of different isomers. Ar atoms can cool down the clusters and act as the “messengers” due to the low Ar – \((\text{H}_2\text{O})_n \cdot \text{H}^+\) detachment energies. It is unknown if the Ar tagging significantly shifts the vibrational frequencies or alters the relative populations of the cluster isomers. We will use both experimental results from our Georgia collaborators and theoretical methods to examine the perturbation of Ar atoms on the vibrational predissociation spectra of protonated water clusters.
3.3 COMPUTATIONAL DETAILS

We employed the B3LYP hybrid functional and the 6-31+G(d) basis set in our calculations. This approach has been successfully applied in earlier studies of protonated water clusters. The geometries of various isomers were optimized and the harmonic vibrational frequencies were obtained from analytical second derivatives of the energy. The frequencies were scaled by a scaling factor of 0.975 to match the experimentally observed frequencies of the free OH stretches. The free energy was calculated using the harmonic oscillator approximation for vibrations and the rigid rotor approximation for molecular rotations.

To evaluate the extent that an Ar atom impacts the vibrational spectra and relative energies of the protonated water clusters, we have characterized theoretically the \((\text{H}_2\text{O})_n \cdot \text{H}^+\), \(n = 3-8\), clusters, with and without an attached Ar atom. Several low-energy \((\text{H}_2\text{O})_n \cdot \text{H}^+\) cluster structures from the previous chapter were chosen. An Ar atom was attached to a dangling H atom or the excess proton. The resulting \((\text{H}_2\text{O})_n \cdot \text{H}^+ \cdot \text{Ar}\) cluster was optimized with the B3LYP density functional and 6-31+G(d) basis set.

Experimental predissociation vibrational spectra for the \((\text{H}_2\text{O})_n \cdot \text{H}^+\), \(n = 3-8\), clusters, with and without an attached Ar atom were obtained by photoevaporation of an Ar atom or an \(\text{H}_2\text{O}\) molecule in a photofragmentation mass spectrometer.
3.4 RESULTS AND DISCUSSION

3.4.1 Finite Temperature Effect

3.4.1.1 (H₂O)₄ · H⁺

The structures and relative energies of five isomers of the (H₂O)₄ · H⁺ cluster are shown in Figure 4. The relative energies are compared for a number of different situations. $E^{\text{ele}}$ is the electronic energy of the B3LYP/6-31+G(d) optimized structure. $E^{\text{ele}} + \text{ZPE}$ includes both the electronic energy and the vibrational zero-point energy correction. $G(T)$ gives the free energy at temperatures between 50 and 200 K. The isomers are numbered according to increasing electronic energy.

Isomers 2-5 have very similar electronic energies. When zero-point energy is included, the Zundel isomers 3-5 fall about 3 kcal/mol below isomer 2. The classic Eigen structure, isomer 1 remains the global minimum for all temperatures considered. Upon inclusion of the ZPE, the four-membered ring structure (isomer 2) is the least stable isomer and becomes less stable as temperature increases. Clearly, the Eigen structures (isomer 1 and 2) have larger zero-point energy corrections than the Zundel structures (isomers 3-5).

For cluster size $n = 4$, the Eigen structure isomer 1 has a complete first solvation shell and the proton charge is equally stabilized by three water molecules. The Zundel structures have only a partial first solvation shell. It is not surprising that the Eigen structure is more stable than the Zundel structures. The Eigen structure isomer 2 is not favored due to the strained four-membered ring structure.
Figure 4. Relative electronic energy and free energy of the H⁺ · (H₂O)₄ cluster (in kcal/mol). The electronic energies of the isomers are compared with and without vibrational zero-point energy correction. The dependences of free energy over temperature are also compared. The energy values are the difference between the energy of each isomer and the lowest energy under the conditions displayed at the X-axis. Each colored curve represents one isomer. The isomer structures are displayed at the top.
3.4.1.2 \((\text{H}_2\text{O})_5 \cdot \text{H}^+\)

Figure 5 shows the considered isomers for \((\text{H}_2\text{O})_5 \cdot \text{H}^+\) and their free energy dependences on temperature. The structures of isomers 1 and 3 differ in the hydrogen bond arrangements. Isomer 1 is \(\sim 2\) kcal/mol lower in energy than isomer 3 in the 0-200 K temperature range. When only electronic energy is considered, isomer 1 is the global minimum and is about 1 kcal/mol lower in energy than the next energy minimum (isomer 2). However, after the zero-point energy correction, isomer 2 becomes the global minimum at all temperatures studied. Isomer 2 has a complete first solvation shell and one water molecule in the second solvation shell. The proton is delocalized by three water molecules. This may explain why it is more stable than other isomers. As we will see later, the Zundel structure may become the global minimum when \(\text{H}_2\text{O} \cdot \text{H}^+ \cdot \text{OH}_2\) is symmetrically solvated by other water molecules. However, the complete solvation of the Zundel isomer can not be accomplished at small cluster size.

Isomer 4 has a five membered ring with the Zundel structure. Under the experimental condition \((T \approx 150\) K), it is \(\sim 3\) kcal/mol higher in free energy than the global minimum. Isomer 5 has the proton solvated by two water molecules on the ring and it has the highest energy.

From the slope of the curve we can also see that the free energies of more constrained isomers (isomers 1, 3, 5) increase faster with temperature than for the isomers with more free dangling waters (isomers 2, 6).
Figure 5. Relative electronic energies and free energies of typical $\text{H}^+ \cdot (\text{H}_2\text{O})_5$ isomers (in kcal/mol). The electronic energies of the isomers are compared with and without vibrational zero-point energy correction. The dependencies of free energy over temperature are also compared. The energy values are the difference between the energy of each isomer and the lowest energy under the conditions displayed at the X-axis. Each colored curve represents one isomer. The isomer structures are displayed at the top.
3.4.1.3 $(\text{H}_2\text{O})_6 \cdot \text{H}^+$

Figure 6 reports the considered isomers for $(\text{H}_2\text{O})_6 \cdot \text{H}^+$ and their free energy dependences on temperature. Isomers 1 and 2 are similar in both structure and energy. Isomer 3 has an electronic energy close to that of 1 and 2. However, after zero-point energy correction, its energy is 2 kcal/mol higher than isomer 1 and the energy difference keeps increasing with temperature. Isomer 3 has a cage structure and its energy level is highly elevated after the zero-point energy correction and its free energy stays the highest as temperature increases. Isomer 5 has an Eigen structure with a complete first solvation shell and two dangling water molecules in the second solvation shell. Isomer 6 has the Zundel core with a complete first solvation shell. Both 5 and 6 are favored by the zero-point energy correction. The $\Delta G$ curves for isomers 5 and 6 are almost flat. Isomer 6 is about 0.5 kcal/mol more stable than 5. After ZPE correction, isomer 6 is $\sim$ 0.2 kcal/mol lower in energy than 1 and stays as the global minimum at all temperatures studied.

From the above observations, the zero-point energy correction and the finite temperature effect favor the completely solvated Eigen and Zundel structures. The zero-point energy correction makes the Zundel core about 0.5 kcal/mol more favorable than the Eigen core. The Zundel structure (isomer 6) is favored at the experimental temperature ($T\approx 150$ K). The result agrees with the experiment as shown in section 2.0. Similar to that observed for smaller water clusters, the four-membered ring structures are not favored by the zero-point vibrational energy.
Figure 6. Relative electronic energies and free energies of typical H$^+ \cdot (\text{H}_2\text{O})_6$ isomers (in kcal/mol). The electronic energies of the isomer are compared with and without zero-point vibrational energy correction. The dependences of free energy over temperature are also compared. The energy values are the difference between the energy of each isomer and the lowest energy under the conditions displayed at the X-axis. Each colored curve represents one isomer. The isomer structures are displayed at the top.
3.4.1.4 (H\textsubscript{2}O)\textsubscript{7} · H\textsuperscript{+}

For the (H\textsubscript{2}O)\textsubscript{7} · H\textsuperscript{+} clusters considered, isomers 1-3 have cage structures with an Eigen core (as shown in Figure 7). These structures become much less favorable after the zero-point energy corrections. At 200 K, they are 5.7-8.2 kcal/mol higher in energy than the global minimum. Isomer 4 has a four-membered ring structure and is more stable than 1-3 after zero-point energy correction. Isomer 5 has a Zundel structure with a symmetric first solvation shell. The remaining water molecules form a five-membered ring. Isomer 6 has an Eigen structure with two complete solvation shells. Both 5 and 6 are favored by the zero-point energy corrections.

Similar to (H\textsubscript{2}O)\textsubscript{6} · H\textsuperscript{+}, the Zundel structure is preferred to the Eigen structure at the experimental temperature. The Zundel structure is favored by both the ZPE correction and the finite temperature effect.

3.4.1.5 (H\textsubscript{2}O)\textsubscript{8} · H\textsuperscript{+}

As shown in Figure 8, for (H\textsubscript{2}O)\textsubscript{8} · H\textsuperscript{+}, isomer 1 is the lowest in electronic energy and is 5.6 kcal/mol lower in $E_{\text{ele}}$ than the Zundel structure (isomer 5). After the ZPE correction, isomer 1 is 0.4 kcal/mol more stable than 5. At 50 K, isomer 1 and 5 have the same energy. At 100 K, the stability order is changed and isomer 1 is 0.8 kcal/mol higher in energy. This energy difference becomes 1.9 kcal/mol at 150 K and 3.2 kcal/mol at 200 K. The relative energies for the cage isomers 1-3 increase with temperature. At 200 K, isomers 1-3 are 3.2-7.0 kcal/mol higher in energy than the global minimum (isomer 1).
3.4.1.6 (H₂O)ₙ · H⁺, n = 9-12

Figure 9-Figure 12 summarize the relative stability of typical isomers of (H₂O)ₙ · H⁺, n = 9-12. For (H₂O)$_9$ · H⁺ isomers (as shown in Figure 9), the cage structures 1-4 are lower in electronic energy. They become less favorable after ZPE correction and finite temperature effects are considered. At 200 K, isomers 1-4 are 2.1-5.0 kcal/mol higher in energy than the global minimum. Instead of the previous monotonous trends, the free energy of isomer 3 first decreases, and then increases with the temperature. Isomer 1 is the global minimum up to 100 K. However, in the temperature range of 100-200K, isomer 5 becomes the global minimum.

For the (H₂O)$_{10}$ · H⁺ cluster (as shown in Figure 10), isomer 1 is the lowest energy structure at temperatures below 150 K. From 160 K - 200 K, isomer 4 becomes the global minimum. The cage isomers 1-3 are 1.5-1.7 kcal/mol high in energy at 200 K. For the (H₂O)$_{10}$ · H⁺ cluster, isomer 2 and 4 are ~ 0.2 kcal/mol higher in energy than the global minimum around 150 K. For this small energy difference, it is possible than all three structures (isomers 1, 2, and 4) contribute in the experimental spectrum. We need to keep this in mind when make conclusions during spectrum analysis. For (H₂O)$_{11}$ · H⁺ and (H₂O)$_{12}$ · H⁺ clusters (Figure 11 and Figure 12), the cage structures dominate and no stable Zundel structures were found.

As the cluster size increases from $n = 7$ to 10, we can clearly see that cage isomers with five-membered rings become more stable. At 200 K, their energies relative to the corresponding global minimum are 5.7-8.2 kcal/mol ($n = 7$), 3.2-7.0 kcal/mol ($n = 8$), 2.1-5.0 kcal/mol ($n = 9$), and 1.5-1.7 kcal/mol ($n = 10$), respectively. For cluster size $n = 11$ and 12, the cage isomers dominate at all temperatures studied. At large cluster sizes, the cage structures are stabilized by a large number of hydrogen bonds.
As the cluster size increases, the Zundel structure is only favored at high temperature. For the \((\text{H}_2\text{O})_6 \cdot \text{H}^+\) and \((\text{H}_2\text{O})_7 \cdot \text{H}^+\) clusters, the Zundel structure is the global minimum at all temperatures studied (0-200 K). For \((\text{H}_2\text{O})_8 \cdot \text{H}^+\), the Zundel structure dominates after 50 K. This change happens at 100 K for \((\text{H}_2\text{O})_9 \cdot \text{H}^+\), and 150 K for \((\text{H}_2\text{O})_{10} \cdot \text{H}^+\). Although the zero-point vibrational energy correction and finite temperature effect both favor the Zundel structure, cage structures have much lower electronic energy than the Zundel structure. At low cluster size, the finite temperature effect can overcome the electronic energy disadvantage for the Zundel structure. As the cluster size increases, the electronic energy gap becomes larger and cannot be compensated by an increase in temperature.
Figure 7. Relative electronic energies and free energies of typical $\text{H}^+ \cdot (\text{H}_2\text{O})_7$ isomers (in kcal/mol). The electronic energies of the isomers are compared with and without zero-point vibrational energy correction. The dependences of free energy over temperature are also compared. The energy values are the difference between the energy of each isomer and the lowest energy under the conditions displayed at the X-axis. Each colored curve represents one isomer. The isomer structures are displayed at the top.
Figure 8. Relative electronic energies and free energies of typical $\text{H}^+ \cdot (\text{H}_2\text{O})_8$ isomers (in kcal/mol). The electronic energies of the isomers are compared with and without zero-point vibrational energy correction. The dependences of free energy over temperature are also compared. The energy values are the difference between the energy of each isomer and the lowest energy under the conditions displayed at the X-axis. Each colored curve represents one isomer. The isomer structures are displayed at the top.
Figure 9. Relative electronic energies and free energies of typical H\(^+\) · (H\(_2\)O)\(_9\) isomers (in kcal/mol). The electronic energies of the isomers are compared with and without zero-point vibrational energy correction. The dependences of free energy over temperature are also compared. The energy values are the difference between the energy of each isomer and the lowest energy under the conditions displayed at the X-axis. Each colored curve represents one isomer. The isomer structures are displayed at the top.
Figure 10. Relative electronic energies and free energies of typical H$^+ \cdot (\text{H}_2\text{O})_{10}$ isomers (in kcal/mol). The electronic energies of the isomers are compared with and without zero-point vibrational energy correction. The dependences of free energy over temperature are also compared. The energy values are the difference between the energy of each isomer and the lowest energy under the conditions displayed at the X-axis. Each colored curve represents one isomer. The isomer structures are displayed at the top.
Figure 11. Relative electronic energies and free energies of typical H$^+$·(H$_2$O)$_{11}$ isomers (in kcal/mol). The electronic energies of the isomers are compared with and without zero-point vibrational energy correction. The dependences of free energy over temperature are also compared. The energy values are the difference between the energy of each isomer and the lowest energy under the conditions displayed at the X-axis. Each colored curve represents one isomer. The isomer structures are displayed at the top.
Figure 12. Relative electronic energies and free energies of typical \( \text{H}^+ \cdot (\text{H}_2\text{O})_{12} \) isomers (in kcal/mol). The electronic energies of the isomers are compared with and without zero-point vibrational energy correction. The dependences of free energy over temperature are also compared. The energy values are the difference between the energy of each isomer and the lowest energy under the conditions displayed at the X-axis. Each colored curve represents one isomer. The isomer structures are displayed at the top.
3.4.2 **Effect of Ar tagging**

Argon predissociation is an attractive methodology for the study of ion complexes. The argon atoms cool down the protonated water clusters and act as “messengers” due to their low detachment energy from the cluster. Much simpler spectrum can be obtained by attachment of weakly bond Ar. However, the coexpansion with argon leads to mixed $(\text{H}_2\text{O})_n \cdot \text{H}^+ \cdot \text{Ar}$ clusters. It is unknown if the argon atoms change the chemical nature of the clusters we are studying. The goal of this work is to develop a detailed understanding of how the Ar atoms impact the structure and relative stability of cluster isomers. We will evaluate the extent of argon perturbation on the intrinsic protonated water cluster structures through *ab initio* electronic structure calculations and experimental spectroscopy for $(\text{H}_2\text{O})_n \cdot \text{H}^+ \cdot \text{Ar}$ and $(\text{H}_2\text{O})_n \cdot \text{H}^+, n = 3-8$, clusters.

The perturbation by argon atoms on the H$_5$O$_2^+$ Zundel structure has already been studied. The narrow line widths and relative small (60 cm$^{-1}$) perturbation introduced by the addition of a second argon atom indicate that the basic “Zundel” character of the H$_5$O$_2^+$ ion survives upon complexation. In the following sections, we will study the perturbation by Ar tagging to $(\text{H}_2\text{O})_n \cdot \text{H}^+ (n = 3-8)$ clusters.
Figure 13. Structures and relative energies (in kcal/mol) of \((H_2O)_6 \cdot H^+ \cdot Ar\) cluster for the three lowest energy isomers of \((H_2O)_6 \cdot H^+\) (6A, 6B and 6C). The electronic energies of the isomers are compared with vibrational zero-point energy correction. The energy values are the difference between the energy of each isomer and the energy of 6A-1. The relative energies of the three \((H_2O)_6 \cdot H^+\) structures are: 0.0 (6A), 0.30 (6B), 0.69 (6B) kcal/mol. Note the attachment of Ar atom does not change the energy ordering of 6A, 6B, 6C and the position of Ar atom attachment has a small effect on the energy.
Figure 14. Structures and relative energies (in kcal/mol) of \((H_2O)\_7 \cdot H^+ \cdot Ar\) cluster for the three lowest energy isomers of \((H_2O)\_7 \cdot H^+\) \((7A, 7B\) and \(7C\). The electronic energies of each isomer are compared with vibrational zero-point energy correction. The energy values are the difference between the energy of each isomer and the energy of \(7A-1\). The relative energies of the three \((H_2O)\_7 \cdot H^+\) structures are: 0.0 \((7A)\), 0.51 \((7B)\), 1.44 \((7B)\). Note the attachment of an Ar atom does not change the energy ordering of \(7A, 7B, 7C\) and the position of Ar attachment has a small effect on the energy.
Several low energy structures for \((\text{H}_2\text{O})_n \cdot \text{H}^+ \cdot \text{Ar} \ (n = 6-9)\) are chosen to study the influence of the Ar atom complexation with the \((\text{H}_2\text{O})_n \cdot \text{H}^+\) clusters. In Figure 13, we choose three isomers 6A, 6B, and 6C of \((\text{H}_2\text{O})_6 \cdot \text{H}^+\) cluster and calculate possible \((\text{H}_2\text{O})_n \cdot \text{H}^+ \cdot \text{Ar}\) minima and their relative energies. All the energies are corrected for ZPE and then compared with the energy of 6A-1. Of these three structures, 6A is the global minimum of the \((\text{H}_2\text{O})_6 \cdot \text{H}^+\) cluster, 6B and 6C are 0.30 and 0.69 kcal/mol higher in energy than 6A (after the ZPE correction). The argon atom binds to a dangling hydrogen atom. In 6A-1, the Ar atom interacts with a hydrogen atom of a water molecule in the first solvation shell. In 6A-2, the Ar atom stays over the proton in a plane perpendicular to the \(\text{H}_2\text{O}\cdots \text{H}\cdots \text{OH}_2\) axis. 6A-2 is 0.25 kcal/mol higher in energy than 6A-1. 6B has four possible Ar complexes, their energy relative to 6A-1 are in the range of 0.16-0.37 kcal/mol. The three possible Ar complexes for 6C have relative energies in the range of 0.62-0.73 kcal/mol. The interaction with Ar atom at various positions causes an energy span of 0.25 kcal/mol for 6A · Ar isomers, 0.21 kcal/mol for 6B · Ar isomers, and 0.11 kcal/mol for 6C · Ar isomers. Considering the relative energies of 6A, 6B and 6C (0.00, 0.30, and 0.69 kcal/mol), we can see that the energy change upon binding of an Ar atom is small compared to the energy difference of \((\text{H}_2\text{O})_6 \cdot \text{H}^+\) isomers. The Ar attachment does not change the energy ordering in all three cases.

Figure 14 shows the corresponding results for the isomers 7A, AB and 7C of the \((\text{H}_2\text{O})_7 \cdot \text{H}^+\) cluster. The energies of 7B and 7C relative to 7A are 0.51 kcal/mol and 1.44 kcal/mol, respectively. The four possible \((\text{H}_2\text{O})_7 \cdot \text{H}^+ \cdot \text{Ar}\) isomers of 7A differ in energy by less than 0.28 kcal/mol. The Ar complexes have a relative energy range of 0.57-0.75 kcal/mol for 7B · Ar, and 1.58-1.60 kcal/mol for 7C · Ar. In total, Ar attaching causes the relative energy to change by up to 0.28 kcal/mol, which is small compared to the energy differences between 7A, 7B and 7C.
From Figure 13 and Figure 14, we can see that the ordering of the low energy isomers of the \((\text{H}_2\text{O})_n \cdot \text{H}^+\) cluster does not change upon Ar tagging.

Next, we will compare the experimental spectra of \((\text{H}_2\text{O})_n \cdot \text{H}^+\) and \((\text{H}_2\text{O})_n \cdot \text{H}^+ \cdot \text{Ar}\) clusters \((n = 3-8)\). Figure 15 and Figure 16 exhibit the predissociation spectra for \((\text{H}_2\text{O})_n \cdot \text{H}^+\) and \((\text{H}_2\text{O})_n \cdot \text{H}^+ \cdot \text{Ar}\) \((n = 3-8)\) clusters side by side in the 2000-4000 cm\(^{-1}\) wavelength range. Both figures show that the spectra of \((\text{H}_2\text{O})_n \cdot \text{H}^+ \cdot \text{Ar}\) clusters have higher resolution than the \((\text{H}_2\text{O})_n \cdot \text{H}^+\) spectra. To produce the predissociation spectrum of \((\text{H}_2\text{O})_n \cdot \text{H}^+\), the cluster needs to photodetach one water molecule. In the \((\text{H}_2\text{O})_n \cdot \text{H}^+ \cdot \text{Ar}\) case, the cluster photodetaches an Ar atom. Simulations of the \((\text{H}_2\text{O})_4 \cdot \text{H}^+\) global minimum structure with MP2/aug-cc-pVDZ method gives 1.45 kcal/mol for the Ar detaching from a dangling water molecule, 1.78 kcal/mol for the Ar detaching from a position over the proton, and 13.71 kcal/mol for a water molecule dissociation. The low Ar dissociation energy leads to cooler \((\text{H}_2\text{O})_n \cdot \text{H}^+\) clusters and thus higher resolution predissociation spectra.

In Figure 15, the \((\text{H}_2\text{O})_3 \cdot \text{H}^+\), and \((\text{H}_2\text{O})_5 \cdot \text{H}^+\) clusters have similar spectra with and without Ar tagging. No obvious peak shifts are observed upon Ar complexation. For the \((\text{H}_2\text{O})_4 \cdot \text{H}^+\) cluster, the spectrum after Ar tagging has a broad peak at 2665 cm\(^{-1}\). This comes from the degenerate asymmetric OH stretching vibration in an intact Eigen core.\(^{65}\) Due to the high dissociation energy of water, the 2665 cm\(^{-1}\) peak becomes invisible for the \((\text{H}_2\text{O})_4 \cdot \text{H}^+\) cluster spectrum without Ar tagging.

Because of the high energy needed to detach \(\text{H}_2\text{O}\) from the second solvation shell, it is possible that multiple isomers contribute to the spectrum for bare clusters. The experimental spectra for \((\text{H}_2\text{O})_6 \cdot \text{H}^+\) and \((\text{H}_2\text{O})_7 \cdot \text{H}^+\) clearly show the existence of more than one structure. The bare six-membered cluster has peaks at \(\sim 3000\) cm\(^{-1}\) and \(\sim 3320\) cm\(^{-1}\), which can attribute to
the Eigen structure shown in Figure 6 (5). There are notable differences between the bare and Ar-tagged \((\text{H}_2\text{O})_7 \cdot \text{H}^+\) clusters in the 3100-3600 cm\(^{-1}\) range, which may come from structures 4 and 6 in Figure 7. The \((\text{H}_2\text{O})_8 \cdot \text{H}^+\) spectrum appears quite similar for both the bare and the Ar-tagged species.

The Ar tagging does not give obvious shifts to the frequencies. However, some discrepancies between the spectra with and without Ar tagging are expected due to the dissociation energy difference between Ar and \(\text{H}_2\text{O}\).
Figure 15. Comparison of predissociation spectra of $\text{H}^+ \cdot (\text{H}_2\text{O})_n$, $n = 3 \text{–} 5$ with and without Ar tagging, with $n$ increasing from bottom to top. (Spectra provided by Prof. M. Duncan)
Figure 16. Comparison of predissociation spectra of $\text{H}^+ \cdot (\text{H}_2\text{O})_n$, $n = 6 \rightarrow 8$ with and without argon, with $n$ increasing from bottom to top. (Spectra provided by Prof. M. Duncan)
3.5 CONCLUSIONS

The relative stability of various isomers of (H\(_2\)O\(_n\) \cdot H\(^+\), \(n = 4\text{-}12\), have been studied with density functional theory. The influence of vibrational zero-point energy correction and finite temperature effects are considered. It was found that both the vibrational zero-point energy correction and finite temperature effect impact the relative stability of the isomers and favor the Zundel ion with symmetric solvation shells. As cluster size increases, the caged structures compete with the Zundel structures and gradually dominate the population.

The perturbation of Ar atoms on Ar-tagged and non-tagged spectra of (H\(_2\)O\(_n\) \cdot H\(^+\), \(n = 3\text{-}8\), has also been studied with both density functional theory and predissociation spectroscopy. Optimization with B3LYP/6-31+G(d) method reveals that Ar tagging does not change the energy ordering of the (H\(_2\)O\(_n\) \cdot H\(^+\), \(n = 6\text{-}8\), isomers. The experimental spectra with and without Ar tagging indicate that the Ar atom helps to achieve high resolution spectra and has little effect on the frequencies.
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4.0 THEORETICAL CHARACTERIZATION OF THE (H₂O)₂₁ CLUSTER: APPLICATION OF AN N-BODY DECOMPOSITION PROCEDURE

This work was published as:


4.1 ABSTRACT

Two low-energy minima of (H₂O)₂₁ with very different H-bonding arrangements have been investigated with the B3LYP density functional and RIMP2 methods, as well as with the TIP4P, Dang–Chang, AMOEBA, and TTM2-F force fields. The AMOEBA and TTM2-F model potentials give an energy ordering that agrees with the results of the electronic structure calculations, while the TIP4P and Dang–Chang models give the opposite ordering. Insight into the role of many-body polarization for establishing the relative stability of the two isomers is provided by an \(n\)-body decomposition of the energies calculated using the various theoretical methods.
4.2 INTRODUCTION

Over the past few years, major strides have been made in understanding the structure and dynamics of water clusters. Recently, there has been renewed interest in the H\(^+\)(H\(_2\)O\(_{21}\)) cluster\(^{16,36,67-69}\) which appears as a magic number in the mass spectra of H\(^+\)(H\(_2\)O)\(_n\) clusters\(^{28,70-72}\).

Over three decades ago, Searcy and Fenn proposed that the \(n = 21\) protonated cluster has a structure corresponding to a water dodecahedron with an enclosed water monomer and the excess proton on the surface\(^{28}\). Wei and Castleman, on the basis of a titration experiment, offered an alternative interpretation, namely, that the H\(^+\)(H\(_2\)O\(_{21}\)) cluster is comprised of a water dodecahedron with an interior H\(_3\)O\(^+\) ion\(^{70}\).

Comparison of the measured vibrational predissociation spectrum\(^{16,36}\) with the calculated harmonic vibrational spectra of various isomers leads to the conclusion that the experimentally observed isomer is that originally proposed by Searcy and Fenn with the excess proton on the surface of the cluster\(^{16,36,67}\). Moreover, the calculations indicate that the Searcy–Fenn isomer is the global minimum of H\(^+\)(H\(_2\)O\(_{21}\))\(^{16,68,69}\).

Subsequent molecular dynamics simulations confirm this picture, but indicate that, as a result of the finite temperature of the cluster, isomers other than the global minimum also contribute to the observed spectrum\(^{73}\).

For the neutral (H\(_2\)O)\(_{20}\) cluster, the most stable dodecahedral isomer lies about 10 kcal/mol above the global minimum isomer which has a pentagonal prism (PP) structure\(^{74,75}\). This would seem to suggest that the presence of the proton is the key to the high stability of the dodecahedrally derived global minimum isomer of H\(^+\)(H\(_2\)O)\(_{21}\). However, Lee and Beauchamp have observed a magic number at \(n = 21\) for [tetrabutylammonium + (H\(_2\)O)\(_n\)]\(^+\) clusters\(^{76}\) and since the charge in this mixed cluster is associated with the amine, this suggests that the water
molecules are present as an \((\text{H}_2\text{O})_{21}\) cluster with especially high stability. Although \(\text{H}^+(\text{H}_2\text{O})_{21}\) and \((\text{H}_2\text{O})_{20}\) have been the subject of numerous theoretical studies, the neutral \((\text{H}_2\text{O})_{21}\) cluster has received much less attention. Wales and Hodges have characterized \((\text{H}_2\text{O})_{21}\) using the TIP4P water model\(^{77}\) and reported that the global minimum has a “flat” structure comprised of fused four- and five-membered rings,\(^{74}\) and hereafter referred to as TIP4P-gm(21). More recently, Hartke\(^{78}\) showed, using the polarizable TTM2-F\(^{79}\) model potential, that there is a lower energy isomer based on the \((\text{H}_2\text{O})_{20}\) water dodecahedron with an interior water molecule engaged in four H-bonds. We refer to this species as DD\(^*\)(20,1), where the “DD” denotes distorted dodecahedron, and the numbers in parentheses indicate that there is one water monomer inside the \((\text{H}_2\text{O})_{20}\) dodecahedral cage. The asterisk is to distinguish this isomer from the closely related DD(20,1) isomer considered in the present work, and which lies only 0.6 kcal/mol above the DD\(^*\)(20,1) isomer. These two isomers can be interconverted by six donor–acceptor exchanges of the H-bonding network of the water molecules on the surface of the cluster.

In this paper, we present a detailed theoretical study of the TIP4P-gm(21) and DD(20,1) isomers of \((\text{H}_2\text{O})_{21}\), with an emphasis on elucidating the level of theory needed to describe the relative stability of the two isomers. Results are reported for the B3LYP density functional\(^{80-82}\) and the resolvent-of-the-identity second-order Møller–Plesset perturbation theory (RIMP2)\(^{83,84}\) electronic structure methods, as well as for the TIP4P\(^{77}\) effective 2-body model potential and for the Dang–Chang (DC),\(^{85}\) Amoeba,\(^{86}\) and TTM2-F\(^{79}\) polarizable water models.

We also report the 1-, 2-, 3-, and 4-body contributions,\(^{87}\) \(\Delta E_1\), \(\Delta E_2\), \(\Delta E_3\), and \(\Delta E_4\), respectively, to the net interaction energies. These are defined as
\[
\Delta E_1 = \sum_{i=1}^{N} E(i) - n \cdot E_w \\
\Delta E_2 = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} [E(i, j) - E(i) - E(j)] \\
\Delta E_3 = \sum_{i=1}^{N-2} \sum_{j=i+1}^{N-1} \sum_{k=j+1}^{N} [E(i, j, k) - E(i, j) - E(i, k) - E(j, k) + E(i) + E(j) + E(k)] \\
\Delta E_4 = \sum_{i=1}^{N-3} \sum_{j=i+1}^{N-2} \sum_{k=j+1}^{N-1} \sum_{l=k+1}^{N} \left[ E(i, j, k, l) - E(i, j, k) - E(i, j, l) - E(i, k, l) - E(j, k, l) \\
- E(i) - E(j) - E(k) - E(l) \right]
\]

where \( E(i), E(i,j), E(i,j,k), \) and \( E(i,j,k,l) \) are, respectively, the energies of the monomer \( i \), dimer \( (i,j) \), trimer \( (i,j,k) \) and tetramer \( (i,j,k,l) \) cut out of the full cluster, and \( E_w \) is the energy of the monomer at its optimized geometry. \( \Delta E_1 \), thus, gives the relaxation energy associated with the distortion of the monomers in going from the gas phase to the cluster. For the rigid monomer TIP4P and DC models, \( \Delta E_1 \) is zero.

There is a twofold motivation for examining the individual \( n \)-body contributions. First, the decomposition of the interaction energies into their \( n \)-body components provides additional insight into the importance of various terms in the intermolecular potential for determining the relative stability of different isomers. Second, \((\mathrm{H}_2\mathrm{O})_{21}\) is an excellent test case for the \( n \)-body decomposition method for calculating MP2-level interaction energies.\(^{19}\) This method exploits the rapid convergence of the \( n \)-body expansion of the interaction energy of water cluster,\(^{17,88}\) approximating the total interaction (binding) energy as \( \Delta E \approx \Delta E_1 + \Delta E_2 + \Delta E_3 \) or \( \Delta E \approx \Delta E_1 + \Delta E_2 + \Delta E_3 + \Delta E_4 \).

To date, the largest cluster to which this approach has been applied using MP2-level interaction energies is the hexamer.\(^{19}\) By applying it to a cluster containing 21 water molecules, we can explore the viability of distance-dependent screening strategies for identifying 3- and 4-
body terms that can be neglected, thereby reducing the computational costs. Examination of the
$n$-body contributions also provides new insights into the suitability of density functional methods
and of various model potentials for describing the relative stabilities of different isomers of water
clusters.

4.3 COMPUTATIONAL DETAILS

The geometries of the two \((\text{H}_2\text{O})_{21}\) isomers and of three forms of \((\text{H}_2\text{O})_{20}\) included for
comparison and described below were optimized using each of the theoretical methods
considered. The geometry optimizations with the B3LYP and RIMP2 procedures were
performed using the aug-cc-pVDZ basis sets. These were followed by single–point
calculations using the more flexible aug-cc-pVTZ(-f) basis set, where the \(-f\) indicates that the \(f\)
functions on the O atoms and the \(d\) functions on the H atoms that would be present in the full
aug-cc-pVTZ basis set have been omitted. The B3LYP and RIMP2 calculations were carried out
using Gaussian 03 and Turbomole, respectively. The calculations with the TIP4P, DC, and
AMOEBA force fields were carried out using the Tinker program, and the calculations
with the TTM2-F force field were carried out using the Occident program.

The DC model is a rigid monomer model, using three point charges to represent the
electrostatics, a single isotropic polarizable site, and OO Lennard-Jones interactions. This model
places positive point charges on each H atom and the balancing negative point charge on the so-
called \(M\) site, which is located on the rotational axis, displaced 0.215 Å from the O atom toward
the H atoms. The isotropic polarizable center is also located at the \(M\) site.
The TTM2-F and AMOEBA models employ flexible monomers and three atom-centered, mutually interacting, polarizable sites. The TTM2-F model, like the DC model, represents the charge distribution by three point charges (with the positive charges on the H atoms and the negative charge on the M site), whereas the AMOEBA model employs distributed multipoles through quadrupoles on the three atoms. The TTM2-F model uses $R^{-12}$, $R^{-10}$, and $R^{-6}$ terms between the O atoms to represent the dispersion interactions and short-range repulsion, while the AMOEBA model employs buffered 7–14 OO, HH, and HO potentials to represent these interactions. Both the AMOEBA and TTM2-F models use a Thole-type damping \(^{96}\) of the charge–induced dipole interactions and also of the induced dipole–induced dipole interactions. The TTM2-F model damps the charge–charge interactions as well. All three of these polarizable models give values of the dipole and quadrupole moments of the water monomer close to the corresponding experimental values and have been applied with considerable success to water clusters as well as to bulk water.\(^{79,85,86,93}\)

The two low-energy isomers of $(H_2O)_{21}$ considered in this work are shown in Figure 17. As noted above, these are the global minimum located with the TIP4P model potential and designated TIP4P-gm(21) and an isomer designated DD(20,1) to indicate that it can be viewed as a distorted dodecahedron with an interior water molecule.

To aid in analyzing the results for $(H_2O)_{21}$, we also considered the four structures for $(H_2O)_{20}$ shown in Figure 17. These include the “perfect” dodecahedron [PD(20)], the pentagonal prism [PP(20)], the DD(19,1) isomer, which is formed by removing a water from the surface of DD(20,1) and allowing for geometrical relaxation, and a structure designated DD(20,0), formed by removing the interior water molecule from DD(20,1), without allowing relaxation of the geometry.
The $n$-body decomposition was performed by calculating the energies of the various monomers, dimers, trimers, and tetramer subclusters present in the $(\text{H}_2\text{O})_{21}$ clusters. The energies from the subcluster calculations were used to evaluate the 2-, 3-, and 4-body interaction energies as a function of a variable $L$, taken to be the sum of the distances from the center of mass of the subcluster to the individual centers of mass of the monomers in the subcluster. $L$ thus provides a measure of the “size” of the subcluster. In the electronic structure calculations of the individual $n$-body interaction energies, the full aug-cc-pVTZ basis set was employed for the RIMP2 and B3LYP calculations, with the exception of the B3LYP 4-body results, which were obtained with the aug-cc-pVDZ basis set. In a subset of the electronic structure calculations, the counterpoise correction for basis set superposition error (BSSE)\textsuperscript{97} was applied. The discussion will explicitly indicate when the results include the counterpoise correction.

4.4 RESULTS AND DISCUSSION

4.4.1 Energies of the Isomers.

Figure 18 reports at various levels of theory the interaction energies calculated for the TIP4P-gm(21) and DD(20,1) isomers of $(\text{H}_2\text{O})_{21}$ as well as for the four forms of $(\text{H}_2\text{O})_{20}$ described above. From this figure, it is seen that the B3LYP/aug-cc-pVTZ(-f) and RIMP2/aug-cc-pVTZ(-f) calculations place the DD(20,1) isomer energetically below the TIP4P-gm(21) isomer by 6.3 and 4.6 kcal/mol, respectively. (The energy difference between the two isomers was 6.7 kcal/mol at the B3LYP/aug-cc-pVDZ level and 4.2 kcal/mol at the RIMP2/aug-cc-pVDZ level.) The
inclusion of corrections for vibrational zero-point energy (estimated at the B3LYP/6-31+G(d) level) further stabilizes the DD(20,1) structure over the TIP4P-gm(21) isomer by 1.2 kcal/mol.

At the RIMP2/aug-cc-pVDZ level of theory, the counterpoise correction for BSSE is 43.1 kcal/mol for both the DD(20,1) and TIP4P-gm(21) isomers. The corresponding corrections are 28.1 and 27.5 kcal/mol at the RIMP2/aug-cc-pVTZ(-f) level. Thus, although the counterpoise corrections are large, they are nearly identical for the two isomers, for both basis sets considered. As a result, we conclude that the DD(20,1) isomer of \((\text{H}_2\text{O})_{21}\) would be about 4 kcal/mol more stable than the TIP4P-gm(21) isomer in the complete basis set limit (neglecting corrections for vibrational zero-point energy).

The TTM2-F and AMOEBA models favor the DD(20,1) isomer over the TIP4P-gm(21) isomer by 1.1 and 4.0 kcal/mol, respectively. On the other hand, the TIP4P and DC models both predict the TIP4P-gm(21) isomer to be slightly (0.8 – 1.2 kcal/mol) more stable than the DD(20,1) isomer. Since a major difference between the DC and TTM2-F models is the switch from a single polarizable site in the former to distributed polarizable sites in the latter, it is tempting to conclude that in a model potential approach use of distributed polarizable sites is necessary in order to properly describe the energy difference between the TIP4P-gm(21) and DD(20,1) isomers of \((\text{H}_2\text{O})_{21}\). However, we will see later, other factors appear to be responsible for the incorrect ordering obtained with the DC model.

For the \((\text{H}_2\text{O})_{20}\) cluster, the PP(20) isomer is lowest in energy at all levels of theory considered. The energy gap between the PP(20) and DD(19,1) isomer of \((\text{H}_2\text{O})_{20}\) is only 1.3 kcal/mol at the RIMP2/aug-cc-pVTZ(-f) level. The DD(20,0) species is calculated to be less stable by 5-15 kcal/mol, depending on the theoretical method employed, than the PD(20) isomer. This difference represents the energetic cost of distorting the \((\text{H}_2\text{O})_{20}\) dodecahedron from its ideal
structure to the structure it has in the DD(20,1) isomer. The DD(20,1) species is calculated to be 26-35 kcal/mol more stable than the DD(20,0) species. Thus, although, there is a considerable energy cost for distorting the ideal dodecahedron to DD(20), in particular, for rotating two of the free OH groups inward, this is more than compensated for by the four new H-bonds between the internal water molecule and the \((\text{H}_2\text{O})_{20}\) cage. The energy differences obtained using the TTM2-F and AMOEBA models are in fairly good agreement with each other and with the RIMP2/aug-cc-pVTZ(-f) values. However, there are some significant differences between the relative energies from the B3LYP and RIMP2 calculations. For example, the B3LYP/aug-cc-pVTZ(-f) calculations predict DD(19,1) to be 0.1 kcal/mol less stable than PD(20), whereas the RIMP2/aug-cc-pVTZ(-f) calculations predict DD(19,1) to be more stable by 8.8 kcal/mol. This may be a consequence of the inadequacy of the density functional methods for describing long-range dispersion interactions.

### 4.4.2 \(n\)-body Interaction Energies

The net 2-, 3- and 4-body interaction energies calculated for the TIP4P-gm(21) and DD(20,1) isomers of \((\text{H}_2\text{O})_{21}\) cluster are summarized in Table 2. The distance dependence of these quantities is explored in Figure 19-Figure 21 which report the cumulative \(n\)-body interaction energies as a function of \(L\). The B3LYP and RIMP2 results reported in Table 2 and in Figure 19-Figure 21 were obtained with the aug-cc-pVTZ basis set and without the counterpoise correction for BSSE. The \(n\)-body contributions were also calculated using the aug-cc-pVTZ(-f) basis set, but were found to be very close to those obtained with the full aug-cc-pVTZ basis set, so only the latter results are reported.
From Table 2, it is seen that the TTM2-F force field gives net 2-body interaction energies close to the corresponding RIMP2/aug-cc-pVTZ values. In contrast, the DC and AMOEBA force field models and the B3LYP/aug-cc-pVTZ DFT calculations considerably underestimate (by 16-35 kcal/mol) the magnitude of the net 2-body interaction energies. A rather different picture emerges for the 3- and 4-body energies. Whereas the AMOEBA force field gives net 3-body energies fairly close to the RIMP2/aug-cc-pVTZ results, the DC and TTM2-F methods give net 3-body energies 10.6 – 14.4 kcal/mol smaller and the B3LYP method gives the 3-body energies 8.5 – 9.9 kcal/mol larger in magnitude than the corresponding RIMP2/aug-cc-pVTZ results. At the MP2/aug-cc-pVTZ level the 3-body energies for the TIP4P-gm(21) and DD(20,1) isomers are -47.2 and -51.1 kcal/mol, respectively. On a per monomer base, this translates to -2.2 and -2.4 kcal/mol, respectively. Thus 3-body interactions play a major role in the stabilization of DD(20,1) relative to TIP4P-gm(21). Both the DC and TTM2-F models give a 3-body energy of the DD(20,1) isomer only 0.7 kcal/mol greater in magnitude than that for the TIP4P-gm(21) isomer, a much smaller difference than found with the AMOEBA model and with either electronic structure method. Similar behavior is found in the 4-body energies, discussed below.

Since the 3- and 4-body interaction energies are dominated by polarization effects, these results indicate that both the DC and TTM2-F models are “underpolarized”. Moreover, the nearly identical 3- and 4-body contributions obtained with the DC and TTM2-F models indicate that the incorrect energy ordering with DC model is not solely the consequence of its use of a single polarizable site. Indeed, from Table 2 it is seen that the 2-body interactions play a major role in favoring TIP4P-gm(21) over DD(20,1) with the DC model.

All three polarizable model potentials and the B3LYP method give net 4-body interaction energies appreciably smaller in magnitude than those from the RIMP2 calculations. The net 4-
body energies obtained with the model potentials range from -1.8 to -4.7 kcal/mol, and the B3LYP 4-body energies are somewhat larger in magnitude. The DC and TTM2-F methods give similar 4-body energies, somewhat smaller in magnitude than the AMOEBA results.

Figure 19 reports the variation with $L$ of the 2-body energies calculated with the various theoretical methods. For the TIP4P-gm(21) isomer, the 2-body energies are well converged at $L = 5$ Å, but for the DD(20,1) isomer it is necessary to sum the 2-body energies out to $L = 7$ Å to get a well converged 2-body energy. It is also seen from this figure that the discrepancies of the DC, AMOEBA and B3LYP 2-body energies from the corresponding RIMP2 results arise primarily from the $L \leq 5$ Å contributions.

Figure 20 reports the cumulative 3-body energies as a function of $L$. From this figure it is seen that to a large extent the differences between the net 3-body energies calculated using different theoretical methods is due to the short range ($L < 6$ Å) contributions. It is also seen that it is necessary to sum contributions up to $L = 10$ Å to achieve convergence of the 3-body energies.

Figure 21 displays the variation with $L$ of the cumulative 4-body interaction energies calculated using the various theoretical methods. Whereas the AMOEBA and TTM2-F 4-body energies are fairly well converged when contributions out to $L = 13$ Å are summed, the 4-body energies calculated using the RIMP2 procedure continue to grow in magnitude as $L$ is increased out to about 15 Å. The B3LYP 4-body contribution also grows more rapidly at large $L$ than do the model potential results, but to a far lesser extent than do the RIMP2 4-body contributions. The long-range “divergence” of the RIMP2 4-body energy with increasing $L$ is even more rapid when using the aug-cc-pVDZ basis set (results not included in the figure), indicating that basis set superposition error (BSSE)\textsuperscript{97} is partially responsible for the unexpected behavior of the
RIMP2 4-body energy. (This is substantiated by examining the Hartree-Fock results which have not been reported in the figure.)

In order to gain additional insight into the origin of the surprisingly large 4-body interactions in the RIMP2 calculations, we examine in detail six tetramers cut out of the DD(20,1) cluster. The structures of these tetramers which have $L$ values ranging from 9.2 to 16 Å, are shown in Figure 22, and the associated 4-body interaction energies are given in Table 3. For three of the tetramers, $A$, $B$ and $E$, the RIMP2-level 4-body energy displays a strong basis set dependence. For example, for tetramer $A$, the RIMP2 level 4-body interaction energy is calculated to be -0.011, 0.007, 0.009 kcal/mol with the aug-cc-pVDZ, aug-cc-pVTZ, and aug-cc-pVQZ basis sets, respectively. The counterpoise corrected value is 0.014 kcal/mol with both the aug-cc-pVDZ and aug-cc-pVTZ basis sets, leading us to conclude that the complete-basis-set limit MP2-level interaction energy is about 0.014 kcal/mol for this tetramer. For tetramers $C$, $D$ and $F$, the RIMP2-level 4-body interaction energies are relatively insensitive to the basis set. The main difference between these two groups of tetramers is that $A$, $B$ and $E$ all contain a water trimer with short nearest neighbor OO distances, whereas $C$, $D$ and $F$ can be viewed as two interacting dimers. It should be noted that although the errors due to BSSE to the individual 4-body contributions as calculated with the RIMP2 procedure are quite small (0.014 kcal/mol or smaller), there are 5985 such terms so that the contribution of BSSE to the net 4-body RIMP2/aug-cc-pVTZ interaction energy is sizable.

For four of the sampled tetramers, $A$, $B$, $D$, and $F$, the RIMP2 values of the 4-body interaction energies are more attractive (or less repulsive), even after application of the counterpoise correction, than are the results from either the AMOEBA or TTM2-F force fields. For example for isomer $D$, the counterpoise-corrected RIMP2 value of the 4-body interaction energy is -0.065
kcal/mol, whereas the corresponding AMOEBA and TTM2-F values are -0.016 and -0.010 kcal/mol, respectively.

It is clear from the results discussed above that the discrepancies between the 4-body interaction energies calculated with the RIMP2 procedure and with the model potentials have two causes: (1) the BSSE in the RIMP2 energies due to the truncation of the basis set, and (2) inadequacy of the polarizable model potentials to capture all of the “physics” of the interactions. Of these, the second factor is the more important. The greater attraction of the RIMP2 4-body energies compared to the corresponding Hartree-Fock, B3LYP, TTM2-F, and AMOEBA results suggests interactions that couple dispersion and induction may be important. Such interactions would contribute to the MP2 4-body energies but not to those calculated using the model potentials or using the Hartree-Fock or B3LYP methods.

In light of the discrepancies between the model potential and RIMP2 results for the 4-body energies, it is instructive to take a closer look at the 3-body contributions. To this end, we summarize in Table 4 the 3-body energies for nine trimers cut out of the DD(20, 1) isomer. It is seen from these results that the RIMP2 3-body energies calculated with the aug-cc-pVTZ and aug-cc-pVQZ basis sets are in excellent agreement. (Indeed, even the results obtained with the aug-cc-pVDZ basis set, are in good overall agreement with those obtained using the aug-cc-pVQZ basis set.) This shows that BSSE is relatively unimportant for the 3-body RIMP2/aug-cc-pVTZ energies. In other words, although in an absolute sense corrections for BSSE tend to be more important for the 3-body interaction energies than for the 4-body interaction energies, on a percentage basis they are more important for the 4-body interaction energies. Similarly, although coupled induction-dispersion interactions are more important in an absolute sense for the 3-body
than for the 4-body interaction energy, they do not cause a large \( L \) “divergence” of the former because of the dominance of the 3-body polarization interactions.

Overall there is fairly good agreement between the AMOEBA and RIMP2/aug-cc-pVQZ values of the 3-body energies, although the AMOEBA force field considerably underestimates (by up to 33%) the magnitude of the 3-body energies for trimers with a \( D-AD-A \) arrangement, where \( D \) and \( A \) denote donor and accepter monomers, respectively. In general, the deviations from the RIMP2 values are even greater with the TTM2-F model than with the AMOEBA model. There are several possible factors that could contribute to the deviations of the 3-body energies calculated using the model potentials from those calculated using the RIMP2 method. These include the previously mentioned neglect of coupling between induction and dispersion in the model potentials, as well as errors introduced by limiting polarization to dipole terms and by the use of point charges (TTM2-F) or a truncated distributed multipole expansion (AMOEBA) in representing the charge distributions of the monomers.

4.5 CONCLUSIONS

Two low-energy forms of the \( (\text{H}_2\text{O})_{21} \) cluster have been examined theoretically using both model potentials and electronic structure methods. Both the RIMP2 and the B3LYP density functional methods predict that the DD(20,1) isomer, derived from a water dodecahedron, is more stable than the TIP4P-gm(21) isomer. The TTM2-F and AMOeba force fields, both of which employ atom-centered distributed polarizabilities, also predict the DD(20,1) isomer to be more stable than the TIP4P-gm(21) isomer, with the energy separation from the AMOeba
calculations agreeing more closely with the RIMP2 level result. On the other hand, the 2-body TIP4P and DC models predict the TIP4P-gm(21) isomer to be slightly more stable than DD(20,1). The latter two model potentials considerably underestimate the magnitude of the 3- and 4-body interaction energies (compared to the RIMP2 results), whereas the AMOEBA model gives results closer to those of the RIMP2 calculations, particularly for the 3-body interaction energies. It is also found that the B3LYP procedure, while underestimating the 2-body interaction energies, significantly overestimates the 3-body interaction energies.

The RIMP2 procedure gives much larger (in magnitude) 4-body interaction energies than obtained with any of the other methods. It is demonstrated that this is partly the result of basis set superposition error. However, more interestingly, part of the discrepancy is due to contributions to the 4-body energies that are present in the MP2 calculations, but which are absent in the model potentials and B3LYP approaches. We speculate that this is a consequence of mixed dispersion-induction interactions that would be present in the MP2 calculations but not in the other methods. We plan to examine this issue in more detail in a future study. We are unaware of any studies that have examined the importance of dispersion-induction coupling in water clusters. The SAPT method\textsuperscript{98} would be a natural framework in which to analyze such interactions.

Although the present work reveals that it is difficult to achieve well converged 4-body interaction energies, it should be kept in mind that the 4-body contributions to the net interaction energies are relatively small, and their complete neglect would introduce an error of only \(\sim 2\) kcal/mol in the relative energy of the TTM-gm(21) and DD(20,1) isomers of \((\text{H}_2\text{O})_{21}\). Moreover, even though the model potentials considerably underestimate the 4-body interaction energies, in magnitude, they fare much better (especially the AMOEBA model) at describing the relative 4-body interaction energies.
Finally, we examined the convergence of the various $n$-body contributions as a function of a distance parameter $L$. This analysis reveals that the large $L$ contributions to the 3- and 4-body energies are relatively unimportant. However, if we choose $L$ values such that the resulting 3- and 4-body energies are within 1 kcal/mol of convergence, we find that it is necessary to evaluate about three-quarters of all possible contributions. Hence, for clusters the size of $(\text{H}_2\text{O})_{21}$ this screening approach does not lead to a large reduction in computational time required for calculating RIMP2-level interaction energies via the $n$-body decomposition procedure.
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Figure 17. RIMP2/aug-cc-pVDZ optimized geometries of the (a) DD(20,1) and (b) TIP4P-gm(21) isomers of (H₂O)₂₁ and of the (c) D(19,1), (d) pentagonal prism [PP(20)], and (e) “perfect” dodecahedron [PD(20)] isomers of (H₂O)₂₀.
Figure 18. Interaction energies for the DD(20,1) and TIP4P-gm(21) isomers of (H₂O)₂₁ and of various forms of (H₂O)₂₀ calculated using the TIP4P, DC, TTM2-F, AMOEBA, B3LYP/aug-cc-pVTZ(-f), and RIMP2/aug-cc-pVTZ(-f) methods.
Figure 19. Cumulative 2-body interaction energies vs. distance $L$ for the TIP4P-gm(21) and DD(20, 1) isomers of $(\text{H}_2\text{O})_{21}$.
Figure 20. Cumulative 3-body interaction energies vs. distance for the TIP4P-gm(21) and DD(20,1) isomers of (H₂O)₂₁.
Figure 21. Cumulative 4-body interaction energies vs. distance for the TIP4P-gm(21) and DD(20,1) isomers of (H$_2$O)$_{21}$. 
Figure 22. Tetramers selected from the RIMP2/aug-cc-pVDZ optimized structure of the DD(20,1) isomer of (H₂O)₂₁.
Table 2. *n*-body interaction energies (kcal/mol) for the TIP4P-gm(21) and DD(20,1) isomers of (H2O)$_{21}$

<table>
<thead>
<tr>
<th>Theoretical method</th>
<th>TIP4P-gm(21)</th>
<th></th>
<th></th>
<th></th>
<th>DD(20, 1)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-body</td>
<td>2-body</td>
<td>3-body</td>
<td>4-body</td>
<td>1-body</td>
<td>2-body</td>
<td>3-body</td>
<td>4-body</td>
</tr>
<tr>
<td>DC</td>
<td>0.00</td>
<td>-164.08</td>
<td>-35.94</td>
<td>-1.98</td>
<td>0.00</td>
<td>-161.05</td>
<td>-36.66</td>
<td>-3.02</td>
</tr>
<tr>
<td>TTM2-F</td>
<td>4.12</td>
<td>-191.84</td>
<td>-36.66</td>
<td>-1.79</td>
<td>4.39</td>
<td>-190.88</td>
<td>-37.38</td>
<td>-3.23</td>
</tr>
<tr>
<td>AMOEBA</td>
<td>5.90</td>
<td>-173.25</td>
<td>-46.34</td>
<td>-2.44</td>
<td>6.26</td>
<td>-172.74</td>
<td>-48.63</td>
<td>-4.70</td>
</tr>
<tr>
<td>B3LYP/aug-cc-pVDZ</td>
<td>8.06</td>
<td>-155.09</td>
<td>-55.70</td>
<td>-2.45</td>
<td>10.49</td>
<td>-155.54</td>
<td>-60.97</td>
<td>-6.32</td>
</tr>
<tr>
<td>RIMP2/aug-cc-pVTZ</td>
<td>10.87</td>
<td>-189.68</td>
<td>-47.21</td>
<td>-9.10</td>
<td>12.95</td>
<td>-189.16</td>
<td>-51.07</td>
<td>-11.26</td>
</tr>
</tbody>
</table>

*The DC, TTM2-F, AMOEBA, and B3LYP/aug-cc-pVDZ results are reported at geometries optimized using the respective methods. The B3LYP/aug-cc-pVTZ method and RIMP2/aug-cc-pVTZ results were obtained using B3LYP/aug-cc-pVDZ and RIMP2/aug-cc-pVDZ optimized geometries, respectively.*
### Table 3. 4-body interaction energies (kcal/mol) of selected tetramers from DD(20.1)\textsuperscript{a,b}

<table>
<thead>
<tr>
<th>Cluster</th>
<th>L (Å)</th>
<th>RIMP2/aDZ</th>
<th>RIMP2/aTZ(-f)</th>
<th>RIMP2/aTZ</th>
<th>RIMP2/aQZ</th>
<th>AMOEBA</th>
<th>TTM2-F</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>9.184</td>
<td>-0.011</td>
<td>0.004</td>
<td>0.007</td>
<td>0.009</td>
<td>0.024</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.013)</td>
<td>(0.014)</td>
<td>(0.014)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>8.490</td>
<td>-0.033</td>
<td>-0.008</td>
<td>-0.006</td>
<td>-0.002</td>
<td>0.044</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>15.990</td>
<td>0.027</td>
<td>0.027</td>
<td>0.029</td>
<td>0.029</td>
<td>0.026</td>
<td>0.015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.029)</td>
<td>(0.029)</td>
<td>(0.029)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>10.555</td>
<td>-0.061</td>
<td>-0.067</td>
<td>-0.066</td>
<td>-0.065</td>
<td>-0.016</td>
<td>-0.010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.066)</td>
<td>(-0.066)</td>
<td>(-0.065)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>10.671</td>
<td>-0.018</td>
<td>-0.011</td>
<td>-0.010</td>
<td>-0.006</td>
<td>-0.001</td>
<td>-0.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.002)</td>
<td>(-0.002)</td>
<td>(-0.001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>12.109</td>
<td>-0.063</td>
<td>-0.062</td>
<td>-0.063</td>
<td>-0.063</td>
<td>-0.051</td>
<td>-0.033</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.062)</td>
<td>(-0.063)</td>
<td>(-0.062)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}aDZ, aTZ, aQZ denote the aug-cc-pVDZ, aug-cc-pVTZ and aug-cc-pVQZ basis sets, respectively.

\textsuperscript{b}Results in parentheses include the counterpoise correction for basis set superposition error.

\textsuperscript{c}The selected tetramers are shown in Figure 22.
<table>
<thead>
<tr>
<th>Cluster&lt;sup&gt;b&lt;/sup&gt;</th>
<th>L (Å)</th>
<th>RIMP2/aDZ</th>
<th>RIMP2/aTZ</th>
<th>RIMP2/aQZ</th>
<th>AMOEBA</th>
<th>TTM2-F</th>
</tr>
</thead>
<tbody>
<tr>
<td>1_2_13 (A)</td>
<td>6.21</td>
<td>-0.23</td>
<td>-0.27</td>
<td>-0.27</td>
<td>-0.23</td>
<td>-0.20</td>
</tr>
<tr>
<td>0_1_13 (A)</td>
<td>5.59</td>
<td>0.95</td>
<td>0.91</td>
<td>0.92</td>
<td>0.98</td>
<td>0.67</td>
</tr>
<tr>
<td>3_11_15 (B)</td>
<td>5.86</td>
<td>-0.99</td>
<td>-1.01</td>
<td>-1.01</td>
<td>-1.05</td>
<td>-0.75</td>
</tr>
<tr>
<td>3_5_11 (B)</td>
<td>5.84</td>
<td>1.04</td>
<td>1.03</td>
<td>1.05</td>
<td>1.08</td>
<td>0.68</td>
</tr>
<tr>
<td>0_7_15 (C)</td>
<td>11.09</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>11_13_20 (D)</td>
<td>6.22</td>
<td>-0.43</td>
<td>-0.44</td>
<td>-0.44</td>
<td>-0.37</td>
<td>-0.32</td>
</tr>
<tr>
<td>10_11_13 (D)</td>
<td>7.19</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.10</td>
<td>0.05</td>
</tr>
<tr>
<td>6_9_13 (E)</td>
<td>7.44</td>
<td>0.02</td>
<td>0.01</td>
<td>0.02</td>
<td>0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td>2_4_9 (F)</td>
<td>7.97</td>
<td>-0.18</td>
<td>-0.18</td>
<td>-0.18</td>
<td>-0.12</td>
<td>-0.10</td>
</tr>
</tbody>
</table>

<sup>a</sup>A.DZ, aTZ, aQZ denote the aug-cc-pVDZ, aug-cc-pVTZ and aug-cc-pVQZ basis sets, respectively.

<sup>b</sup>The selected trimers are contained within the tetramers shown in Figure 22.
5.0 MANY BODY DECOMPOSITION STUDY OF THE (H₂O)₂₁ CLUSTER

5.1 ABSTRACT

The distributions of the relative 2-body, 3-body, and 4-body energies from the RIMP2, Hartree Fock, B3LYP, and AMOEBA methods vs. the sum of the monomer distances to the center of mass of the subclusters are reported. It is found that the subclusters with similar hydrogen bonding arrangements tend to cluster on the distribution plots. The differences between the predictions from the RIMP2, Hartree Fock, B3LYP and AMOEBA methods is closely related to the hydrogen bonding patterns of the subclusters.

Typical tetramer structures “3-5-11-15” and “9-12-14-19” have been chosen to analyze the 4-body energy change as the tetramer “size” increases. For “3-5-11-15”, it is found that the MP2 and Hartree Fock methods give attractive 4-body energy values, and the B3LYP and AMOEBA methods give repulsive values. Further energy component analysis with the KM and RVS methods reveal that the differences might be a result of the exchange effects. It was also found the tetramers with the “A/AAD/D/D” hydrogen bonding pattern contribute to the differences between the cumulative 4-body energies calculated using the MP2 and the HF, B3LYP, and AMOEBA methods.
5.2 INTRODUCTION

The most straightforward method to describe the weak interaction between water molecules is to evaluate the electronic energy of the whole system. The interaction energy is computed by subtracting the energy of the whole system and the sum of the interacting parties. This standard method is called the “supermolecule” method, or the whole system method. However, for large cluster size, only simple methods such as the Hartree Fock (HF), density functional theory (DFT) with small basis set and model potentials are possible for the whole system method due to high computational cost. Also, the whole system method only gives the total energy of the whole system and is very limited in explaining the physical meaning of the data.

The intermolecular interaction between water molecules is complicated due to the presence of non-additive components, such as the polarization and exchange effects. The question remains if the approximations adopted by the simpler methods can reproduce the non-additive terms. For example, in the model potentials, some of the interactions are distorted to mimic the non-additive terms.\textsuperscript{77,79,85,86,99-101} While these models can reproduce the properties of liquid water phase, they often fail to reproduce the properties of small water clusters and also make the simulation data hard to interpret.\textsuperscript{66}

An alternative to the “supermolecule” method is the energy component analysis method. The energy component analysis classifies the intermolecular interaction energy into different physical components, and then use \textit{ab initio} approaches to understand the fundamental physical components behind the intermolecular interaction. It provides additional insight into the importance of various terms in the intermolecular potential, and helps to develop more advanced model potentials.
There are several ways to partition the interaction energy at the Hartree Fock level of theory, such as the Kitaura-Morokuma (KM) analysis,\textsuperscript{102-104} the reduced variational space self-consistent-field (RVS SCF) method (also known as the constrained space orbital variation (CSOV) method),\textsuperscript{105,106} and the symmetry adapted perturbation theory (SAPT).\textsuperscript{107-114}

In this work, we will give a detailed comparison of the $n$-body energies ($n \leq 4$) from the MP2, B3LYP, HF, and AMOEBA methods. The KM and RVS energy component analysis methods are then used to explore the difference between the four theoretical methods.

### 5.3 COMPUTATIONAL DETAILS

The geometry of the DD(20, 1) isomer of the (H$_2$O)$_{21}$ cluster was optimized with the RIMP2 procedures using the aug-cc-pVDZ basis sets.\textsuperscript{89,90} The optimized geometry was then decomposed into dimers, trimers, and tetramers with a home developed interface.

The $n$-body decomposition was performed by calculating the energies of the various monomers, dimers, trimers, and tetramer subclusters present in the (H$_2$O)$_{21}$ clusters. The energies from the subcluster calculations were used to evaluate the 2-, 3-, and 4-body interaction energies as a function of a variable $L$, taken to be the sum of the distances from the center of mass of the subcluster to the individual centers of mass of the monomers in the subcluster. $L$ thus provides a measure of the “size” of the subcluster. In the electronic structure calculations of the individual $n$-body interaction energy, the full aug-cc-pVTZ basis set was employed for the RIMP2 and B3LYP calculations, with the exception of the B3LYP 4-body results, which were obtained with the aug-cc-pVDZ basis set.
The B3LYP and RIMP2 calculations were carried out using Gaussian 03 and Turbomole, respectively. The calculations with the AMOEBA force fields was carried out using the Tinker program. The AMOEBA model employs flexible monomers and three atom-centered, mutually interacting, polarizable sites. The model uses distributed multipoles through quadrupoles on the three atoms on a water monomer to represent the charge distribution. It employs buffered 7–14 OO, HH, and HO potentials to represent the dispersion interactions and short-range repulsion. AMOEBA uses a Thole-type damping of the charge–induced dipole interactions and also of the induced dipole–induced dipole interactions. The energy decomposition analysis was carried out with the KM and RVS methods using the GAMESS software package.

5.4 RESULTS AND DISCUSSION

In section 4.0, it was found that the MP2 method gave a much lower cumulative 4-body energy than obtained with the B3LYP, AMOEBA, TTM, and Dang-Chang methods. The reason for this was not obvious. This chapter will present a detailed theoretical study of the DD(20,1) isomer of the (H₂O)₂₁ cluster, with an emphasis on elucidating the level of theory needed to accurately describe the n-body (n = 2, 3, and 4) interaction energies. In this analysis, results from the B3LYP density functional and the HF electronic structure methods, as well as from the AMOEBA polarizable water model are compared to those from the RIMP2 calculations.
5.4.1 \textit{n}-body energy distribution for DD(20,1) subclusters

The DD(20, 1) isomer of the \( \text{(H}_2\text{O)}_{21} \) cluster can be decomposed into 210 dimers, 1350 trimers, and 5985 tetramers. The subclusters are categorized according to their hydrogen donating and accepting properties. For each subcluster, hydrogen bonds are deemed to exist whenever the distance between the oxygen atom in one water molecule and a hydrogen atom in another water molecule is in the range of 1.2 – 2.2 Å. A water molecule can donate its two hydrogen atoms (so called “D” type), or accept two hydrogen atoms (so called “A” type) to form hydrogen bonds with other water molecules.

For the 210 dimers obtained, there are two possible types: “A/D” or “-/-”. A dimer is counted as “A/D” if there is an H-bond and “-/-” if there is none, with the above definition. Figure 23 exhibits the MP2-HF (Figure 23(a)), MP2-B3LYP (Figure 23(b)), and MP2-AMOEBA (Figure 23(c)) differences for the 2-body energies as a function of \( L \). Each point in the figure corresponds to a dimer structure.

There are two distinctive groups in all three figures (as shown in Figure 23 (a)-(c)). For the “A/D” type dimers at short distances, when compared to the MP2 method, the 2-body energy is about 1.5-2.8 kcal/mol less attractive with the HF method (Figure 23(a)), and 0.39-0.49 kcal/mol less attractive with the B3LYP (Figure 23(b)) method. The AMOEBA results range from 0.22 kcal/mol less attractive to 0.45 kcal/mol more attractive than the MP2 results.

There are systematic differences between the 2-body energies from the MP2 method and those from the HF and B3LYP methods. A major factor contributing to the larger (in magnitude) 2-body interaction energies in the MP2 method than in the HF or B3LYP methods is dispersion. Further analysis will elucidate the exact contributions to the energy difference.
The distributions of the 3-body energy vs. distance for MP2-HF, MP2-B3LYP, and MP2-AMOEBA differences are displayed in Figure 24. A representative structure of each of the five types of trimers is also displayed in Figure 24(a). In the short distance range, there are three distinctive groups formed by the “AA/D/D” (so called trimer I), “A/A/DD” (so called trimer II), “A/AD/D” (so called trimer III) types. These three types all have compact structures and the three water molecules are close enough to form two hydrogen bonds. For the trimer I, the oxygen atom in one water molecule accepts one hydrogen atoms from each of the other water molecules to form hydrogen bonds. The HF, B3LYP, and AMOEBA methods all predict more attractive 3-body energies than the MP2 method. For the trimer II, one water molecule donates its two hydrogen atoms to form hydrogen bonds with the other two water molecules. All three of these methods predict more repulsive 3-body energies than the MP2 method. For the trimer III, the center water donates one hydrogen atom and also accepts another hydrogen atom when forming hydrogen bonds. The HF and AMOEBA methods give the 3-body energies that are more attractive for some structures, and less attractive for other structures, than those with the MP2 method. Many of the trimers have more attractive 3-body energies with the B3LYP method than with the MP2 method.

At the MP2 level, the 3-body energy has contributions from induction, exchange effects, as well as from cross terms involving induction and exchange, and dispersion and exchange.. The difference in the hydrogen bonding patterns is closely related to the relative energies predictions from the theoretical methods used here. Typical trimers of each category can be chosen for energy decomposition analysis to study the relationship between the hydrogen bonding pattern and the contributions of each physical component.
Figure 23. Difference in 2-body energy obtained from (a) MP2 and HF, (b) MP2 and B3LYP, and (c) MP2 and AMOEBA methods vs. distance for dimers from the DD(20, 1) isomer of $(\text{H}_2\text{O})_{21}$. The aug-cc-pVTZ basis set is used for the MP2 and HF methods, and aug-cc-pVDZ for B3LYP method.
Figure 24. Difference in 3-body energy obtained from (a) MP2 and HF, (b) MP2 and B3LYP, and (c) MP2 and AMOEBA methods vs. distance for trimers from the DD(20, 1) isomer of \((\text{H}_2\text{O})_{21}\). The aug-cc-pVTZ basis set is used for the MP2 and HF methods, and aug-cc-pVDZ for B3LYP method.
Figure 25 (a)-(c) demonstrate the distributions of the relative 4-body energies for
tetramers extracted from DD(20, 1) isomer of the (H$_2$O)$_{21}$ cluster at the MP2 and Hartree Fock
levels of theory. There are 12 possible categories of tetramers depending on the hydrogen
donating (“D”) and accepting (“A”). A representative tetramer structure from each category is
displayed in Figure 25. We pick three compact structure types, “A/A/ADD/D” (so called
tetramer I, Figure 25(a)), “AA/AD/D/D” (so called tetramer II, Figure 25(b)), and
“A/AAD/D/D” (so called tetramer III, Figure 25(c)), to study here.

For the tetramer I, the MP2 method gives 4-body energies that are more repulsive than
the HF method, more attractive energy than the AMOEBA method, and close to those from the
B3LYP method. For the tetramer II, the MP2 prediction is also more repulsive than those from
the HF, and more attractive than the predictions from both the AMOEBA and B3LYP methods.
For the tetramer III, the MP2 prediction is more attractive than HF, B3LYP, and AMOEBA
predictions.

From Figure 23-25, we can see that there exists a clustructure dependence of the various
$n$-body energies on the H-bonding arrangements of the dimer, trimer, and tetramer structures.
When comparing the results of the MP2 and HF calculations, the MP2 predictions are more
repulsive for some structures (such as trimer I, III, tetramer I and II), and more attractive for
other structures (such as trimer II, tetramer III). The same applies to the comparison of MP2 and
B3LYP, MP2 and AMOEBA. Many factors contribute to these energy differences. For the
B3LYP and AMOEBA methods, the differences mainly come from the defects in density
functional method and model potentials. The difference between the HF and MP2 methods is due
to the absence of part of the electron correlation in the HF method. However, the exact physical
component that contributes to the differences remains unknown. More detailed analysis such as
interaction energy decomposition is needed. Next, we will study a typical subcluster, aiming at the difference between the MP2 and other methods.
Figure 25. Difference in 4-body energy obtained from MP2 and HF methods vs. distance for tetramers from DD(20, 1) isomer of (H$_2$O)$_{21}$. The aug-cc-pVTZ basis set is used for the MP2 and HF methods. The DD(20, 1) isomer of (H$_2$O)$_{21}$ was optimized at the MP2 level of theory and aug-cc-pVDZ basis set.
Figure 26. Difference in 4-body energy obtained from (a) MP2 and B3LYP, and (b) MP2 and AMOEBA methods vs. distance for tetramers from DD(20, 1) isomer of \((\text{H}_2\text{O})_{21}\). The aug-cc-pVTZ basis set is used for the MP2 method, and aug-cc-pVDZ for B3LYP method. The DD(20, 1) isomer of \((\text{H}_2\text{O})_{21}\) was optimized at the MP2 level of theory and aug-cc-pVDZ basis set.
5.4.2 Structural analysis for typical tetramers

As shown in Figures 25 and 26, there are differences between the 4-body energies predicted by the MP2 and HF, B3LYP, AMOEBA methods. The energy difference is closely related to the structure and hydrogen bonding pattern of the tetramer studied. In this part of the work, we will focus on selected structures from the tetramer I ("A/A/ADD/D", as shown in Figure 25(a)) and the tetramer III ("A/AAD/D/D", as shown in Figure 25(c)) types. A tetramer structure from each type is chosen: “3-5-11-15” from type I (structure shown in Figure 27(a)), and “9-12-14-19” from type III (structure shown in Figure 28(a)).

Tetramer “3-5-11-15” has a planar structure with 3 hydrogen bonds between the center water molecule 3 and other water molecules around it. Water molecule 15 is pulled away gradually relative to water 3 at the center. The distance between 3 and 15 is measured as the separation between the two oxygen atoms. Water 15 is moved away by 0.5 Å at each step. The 4-body energy of each resulting structure is calculated at the MP2, HF, B3LYP level of theory, and with the AMOEBA force field. We use the aug-cc-pVTZ basis set for the electronic structure calculations. An ultrafine grid is used for the B3LYP integration.

Figure 27(b) exhibits the dependence of the 4-body energy on the O(3)-O(15) distance. The 4-body energy predicted by the MP2 method decreases first as the distance increases from 2.7 Å to 3.2 Å, and then increases in similar trend to the HF method. Both the B3LYP and AMOEBA methods give repulsive 4-body energies at all distances. AMOEBA’s prediction is clearly markedly different from that from the other methods. As distance increases, the energies from different methods slowly converge to ~ 0.002 kcal/mol.
Similar calculations are done on the “9-12-14-19” tetramer. The center water 9 has the “AAD” hydrogen bonding pattern, while the center water 3 of “3-5-11-15” has the “ADD” hydrogen bonding pattern. Water 19 is pulled away relative to 9 (as shown in Figure 28(a)). Figure 28(b) demonstrates the dependence of the 4-body energy on the O(9)-O(19) distance. All the methods predict repulsive 4-body energies except the MP2 method in the 4.5-5.5 Å range. The 4-body energies predicted by the MP2 method are much lower than those by the HF and B3LYP methods. The AMOEBA predictions are very different from the other methods. It is reasonable to assume that the type III tetramers may have similar 4-body energy dependence on the distance to that of “9-12-14-19”. This is confirmed by their distributions on Figure 25(c) and 26. The type III tetramers certainly contribute to the difference in the cumulative 4-body energies between the MP2 and the other methods as discussed in section 4.0 (Figure 21).

In Figure 27, it is interesting that the MP2 method gives the opposite sign for the 4-body interaction than found with the B3LYP, AMOEBA methods. Figure 29 shows how the 4-body induction energy changes as water 15 is pulled away in the “3-5-11-15” tetramer (I thank Albert Defusco for his contribution to the figure). The RVS and KM models produce totally different results for the 4-body induction energy. The KM method gives repulsive induction energies while the RVS gives attractive induction energies. The pattern of the energy changes in Figure 29 is similar to what we saw in Figure 27(b) (at least for \( L \geq 4.5 \) Å).

The KM analysis splits the Hartree Fock interaction energy into electrostatic, exchange, polarization, and charge transfer components. A major drawback of the KM method is that the impact of exchange on the induction is not included. The RVS method is similar to the KM analysis except that the wave functions involved in the decomposition process satisfy the Pauli exclusion principle. These results show that the inclusion of exchange interactions reverse the sign.
of the 4-body interaction for this tetramer. Moreover, the RVS calculations reveal that the change in sign in the induction energy at long distances is due to charge transfer interactions.

We have studied typical structures of the “A/A/ADD/D” and “A/AAD/D/D” types of tetramers. Further analysis is undergoing in our lab for other types of tetramers and for the 3-body interactions. This kind of study compares the methods at various levels of theory, and helps to find their efficiency and inefficiency in describing the physical components such as electrostatic, induction, dispersion, and exchange. The results will help our research for better water model potentials.
Figure 27. (a) Structure of tetramer 3-5-11-15 extracted from the DD(20, 1) isomer of (H\textsubscript{2}O)\textsubscript{21}. (b) 4-body energy change with distance between water 3 and 15. The energies are obtained from the MP2, Hartee Fock, B3LYP and AMOeba methods. The aug-cc-pVTZ basis set is used for the MP2, HF and B3LYP methods. The DD(20, 1) isomer of (H\textsubscript{2}O)\textsubscript{21} was optimized at the MP2 level of theory with the aug-cc-pVDZ basis set.
Figure 28. (a) Structure of tetramer 9-12-14-19 extracted from the DD(20, 1) isomer of (H₂O)₂₁. (b) 4-body energy change with distance between water 19 and 9. The energies are obtained from the MP2, Hartee Fock, B3LYP and AMOEBA methods. The aug-cc-pVTZ basis set is used for the MP2, HF and B3LYP methods. The DD(20, 1) isomer of (H₂O)₂₁ was optimized at the MP2 level of theory with the aug-cc-pVDZ basis set.
Figure 29. 4-body induction energy change with distance between water 3 and 15 (tetramer structure shown in Figure 27(a)). The decomposed energies were obtained with the KM and RVS methods.
5.5 CONCLUSIONS

We have studied the distributions of 2-body, 3-body, and 4-body energies. The energy dependences on the distance were studied and simulation results with the RIMP2, Hartree Fock, B3LYP, and AMOEBA methods were compared. The tetramers extracted from the DD(20, 1) isomer of the \((\text{H}_2\text{O})_{21}\) cluster were categorized into 12 types according to their hydrogen donating and accepting numbers. The distribution of 4-body energy showed a strong dependence on the tetramer types.

Typical tetramer structures “3-5-11-15” and “9-12-14-19” have been chosen to analyze the 4-body energy change as one of the water molecules was pulled away. For tetramer “3-5-11-15”, it was found that the MP2 and HF methods gave attractive 4-body energy values, and the B3LYP and AMOEBA methods gave repulsive values. Further energy component analysis with the KM and RVS methods revealed that the 4-body induction energy had a positive value with the KM method, and a negative value with the RVS method. This indicates that the differences between the 4-body energies calculated using the MP2 and B3LYP, AMOEBA methods might be a result of the exchange effects. For tetramer “9-12-14-19”, the MP2 method predicts much lower 4-body energy than the other methods. The tetramers with the “A/AAD/D/D” hydrogen bonding pattern contribute to the differences between the cumulative 4-body energies calculated using the MP2 and the HF, B3LYP, and AMOEBA methods. This is further confirmed by the 4-body distributions in Figure 25 and 26.

Further research with the KM, RVS and SAPT methods in the energy partition of the water trimers and tetramers are undergoing in our lab.
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**ABSTRACT**

Monitoring the levels of neurotransmitters in the extracellular space of living brain is challenging because the lifetime of these important compounds is very short. For example, acetylcholine is rapidly metabolized in the extracellular space by cholinesterase enzymes. For this reason, acetylcholine may be metabolized before it reaches an implanted sampling probe, such as a microdialysis probe.

In this project, we have constructed enzyme-modified carbon fiber microelectrodes that are suitable for the detection of choline in the extracellular space of the living brain. The advantage of these devices is that they are implanted into the brain. As a consequence, the microelectrode can be placed very close to viable neuronal terminals. We have investigated whether or not the signal observed in the brain with these microelectrodes is related to the activity of cholinergic neurons.

Amperometric microsensors have been developed for the in vivo detection of choline and glucose. Choline oxidase, horseradish peroxidase and glucose oxidase were immobilized in a crosslinked redox polymer matrix on carbon fiber electrodes. Choline microsensors gave a detection limit of 1~3 μM. Optimized glucose microsensors gave a detection limit of ~100 μM-
200 μM and a linear response up to 10 mM, which includes the physiologically relevant glucose concentration. Immobilization of ascorbate oxidase and a Nafion outlayer gave selectivity above 90% to both choline microsensors and glucose microsensors over 400 μM ascorbate, which is the physiologically relevant concentration.

We have tested whether or not the cholinergic signal is useful as an index of cholinergic brain activity. We have observed that when tetrodotoxin (TTX) is infused into brain tissue near the microsensors, the signal decreases. Since TTX causes neuronal activity to stop, this result suggests that the choline signal may indeed provide a useful index of acetylcholine release. Furthermore, the signals also decrease when neostigmine, a powerful cholinesterase inhibitor, is infused into the brain tissue. Neither TTX nor neostigmine infusions into brain tissue influence the signal recorded with glucose oxidase modified microelectrodes. These results suggest that enzyme-modified microelectrodes are indeed a potential index of acetylcholine release.

INTRODUCTION

Acetylcholine is a very important neurotransmitter in the brain. It is related to many diseases, such as Alzheimer’s disease, Huntington’s disease, Parkinson’s disease etc.\textsuperscript{118,119} Despite the fact that it was the first neurotransmitter discovered,\textsuperscript{120} acetylcholine remains difficult to study in the brain due to many reasons. Acetylcholine hydrolyzes easily in extracellular space to choline and acetic acid under the catalysis of cholinesterase. This can happen before acetylcholine reaches the detector and makes the basal concentration of acetylcholine in the extracellular space very low (~nM).\textsuperscript{121} The basal extracellular acetylcholine concentration is usually below the detection limit of most detectors. Also, acetylcholine is non-
electroactive and therefore can’t be detected by microelectrodes like other neurotransmitters, such as dopamine. Although enzyme modified microelectrodes are a potential tool for the study of non-electroactive compounds, there are no feasible cholinesterase modified microelectrodes up to now. Acetylcholine microsensors usually work on the conversion of acetylcholine to choline and the following choline detection. Enzyme modified microelectrodes for choline would be required as the background electrode to control for the extracellular choline. There is a lot of cholinesterase in the extracellular space. Even if good cholinesterase modified microelectrodes were available, the adsorption of enzyme cholinesterase to choline microsensors can be a problem. This will make the background electrode able to detect acetylcholine too.

Currently, most research on acetylcholine uses microdialysis as the sampling method. Microdialysis can be coupled to many other methods, such as electrochemical method, HPLC, GC-MS, radioimmunoassay, bioassay, chemiluminescent etc. Although microdialysis is a traditional sampling technique, it has some disadvantages when used in vivo. Firstly, the traditional microdialysis method for calculating basal extracellular concentration of compounds is the no-net-flux method. Recent research in our lab, however, has demonstrated that the no-net-flux method is questionable in some cases due to fast uptake and damage caused by the huge dimensions of the dialysis probes. The fast decomposition of acetylcholine in the extracellular space needs to be considered when no-net-flux method is used. Secondly, microdialysis sampling continuously extracts small molecules from the extracellular space, which likely perturbs the extracellular acetylcholine concentration from normal level.

The other characteristic of current acetylcholine research is that cholinesterase inhibitors, such as neostigmine, physostigmine etc., are commonly used to increase the extracellular acetylcholine concentration. The extracellular acetylcholine concentration can be increased
by hundreds of times.\textsuperscript{134} At this abnormally high concentration, the dynamics at the acetylcholine synapse can be perturbed.\textsuperscript{135} It is also commonly thought that the acetylcholine receptors on pre- and post-synaptic membranes can be overactivated by very high acetylcholine concentration.\textsuperscript{136}

Above all, it will be very helpful if other tools can be found for acetylcholine detection. In our lab, we have good choline microsensors.\textsuperscript{137-139} Our hypothesis is that we can use the choline microsensor as an index for acetylcholine since choline and acetylcholine have a very close relationship.

Figure 30 shows the relationship between extracellular choline and acetylcholine, and the mechanisms which our experiments are based on. Choline is the starting material for phosphatidylcholine and is the precursor and metabolite of the neurotransmitter acetylcholine. Acetylcholine is stored in synaptic vesicles in the terminals of the acetylcholine neurons. When an action potential reaches the terminal, Na\textsuperscript{+} channels open, which makes the Ca\textsuperscript{2+} channels open. Extracellular Ca\textsuperscript{2+} ions flow into the neuron terminal and trigger vesicle fusion with the terminal membrane. The vesicles then release acetylcholine into the extracellular space where it interacts with acetylcholine receptors. The extracellular acetylcholine then decomposes to choline and acetic acid under the interaction of cholinesterase present in the extracellular fluid. In addition to the neuronal origin, which is the decomposition of acetylcholine, extracellular choline can also come from the metabolic pool.\textsuperscript{140} Part of the extracellular choline can be uptaken into cholinergic neuron terminals at a very slow rate\textsuperscript{141-143} and is used for synthesis of acetylcholine. The neuronal origin of choline level can be changed in different ways. Drugs such as TTX can block the Na\textsuperscript{+} channels and stop the neurotransmitter release. Cholinesterase inhibitors such as neostigmine can stop the decomposition of acetylcholine to choline. The purpose of this project is to find out if our choline microsensors can monitor choline of neuronal
origin, the decomposition of acetylcholine, and thus further study on acetylcholine. We need to
design the experiments very carefully to confirm our idea.
Figure 30 Scheme of acetylcholine release and choline reuptake at cholinergic neuron terminals. TTX is tetrodotoxin.
The following paragraphs provide some basic principles about how our choline oxidase and glucose oxidase modified microsensors operate.

Microelectrodes provide a successful tool for monitoring electroactive neurotransmitters and their metabolites in the brain.\textsuperscript{144,145} The small size of microelectrodes (~10,000 smaller compared to common microdialysis probes) causes less damage to the brain tissue than microdialysis probes. The disadvantage of microelectrodes is that they can not measure many non-electroactive neurotransmitters. Enzyme modified microelectrodes have been a topic of interest for a long time due to their many properties, such as sensitivity towards various non-electroactive substrates, selectivity over ascorbate, miniaturization etc.\textsuperscript{146} They are particularly suitable for real time in vivo measurement.

Choline microsensors have long been studied in our lab. Figure 31 shows how the choline microsensor operates. The microsensors were made according the procedures modified from the traditional procedure in our lab. The microsensor is based upon a bienzyme mechanism. A carbon fiber was used as the substrate microelectrode. Choline oxidase and horseradish peroxidase (HRP) were immobilized in the crosslinked redox polymer matrix. Upon catalysis by immobilized choline oxidase, choline reacts with oxygen in the extracellular fluid to produce betaine and hydrogen peroxide. HRP is then oxidized by hydrogen peroxide. Then the oxidized form of HRP is reduced by the mediator, OsII. Finally, the oxidized OsIII is reduced by the substrate electrode. The redox centers that are far from the electrode surface transfer electrons by an electron self-exchange reaction between neighboring redox centers, a process called electron hopping.\textsuperscript{147,148} Redox mediator, OsII/III, was used because it can work at the potential of –100 mV vs. Ag/AgCl (1.0 M KCl) reference electrode. Compared to the more extreme potentials needed for direct measurement of hydrogen peroxide production or oxygen consumption,\textsuperscript{149,150}
Figure 31. (a) Schematic representation of the sequential reactions that occurred at the choline bienzyme microsensor. Structures of (b) the redox polymer and (c) the crosslinker that were used to immobilize the enzymes onto the carbon fiber microelectrode surface.
this potential avoids the interference from many easily oxidized compounds in the extracellular fluid, such as dopamine, serotonin and norepinephrine etc, and also avoids the reduction of oxygen in the brain.

The mediator is attached to poly(vinyl)pyridine (PVP) by conjugation with pyridine. The polymer is crosslinked through the ethylamine side chains with the diepoxide of the crosslinker polyethylene glycol diglycidyl ether (PEGDGE) to provide a polymer matrix for the immobilization of choline oxidase and horseradish peroxidase.\textsuperscript{151}

Although choline microsensors operate at a potential that avoids interference from easily oxidized compounds and choline oxidase is very specific to its substrate, interference is still possible from ascorbate. Ascorbate is of high concentration in the brain extracellular fluid, around 200-400 \( \mu \text{M} \).\textsuperscript{152-154} It can interfere with the measurement by reducing the mediator complex, the oxidized form of HRP, hydrogen peroxide. Two methods were adopted to avoid the interference from ascorbate. Firstly, a Nafion layer was put on the outside of the microsensor. Nafion is permselective. It has negative charges and can repel the negatively charged ascorbate. Secondly, ascorbate oxidase was incorporated into the enzyme layer. Ascorbate oxidase catalyzes ascorbate to dehydroascorbate and water. The products do not interfere the electron transfer mechanism of the choline microsensor.

The extracellular choline has two origins: neuronal origin, which is from the decomposition of acetylcholine, and metabolic origin. Drugs TTX and neostigmine were expect to act on the neuronal origin of choline. As monitoring acetylcholine with choline microsensors is a new idea, we need to be very careful. It is necessary to find out whether the changes caused by TTX and neostigmine were due to the drug influences on neuronal origin of choline. Is it possible that the drugs caused some unknown effects on extracellular space that influenced the
extracellular metabolic pool, thus influenced metabolic origin of choline signal? Also, did the drugs cause some unknown effects in the extracellular space that changed the performance of microsensors, and the signal change was not from substrate choline level change but due to sensor performance change? For this consideration, we chose glucose to study in the next step because glucose is not a neurotransmitter, nor is it directly related to neurotransmitters. It has no neuronal origin. The effects of TTX and neostigmine on glucose signals were studied in the following experiments.

EXPERIMENTS AND METHODS

Experiments were performed according to procedures similar to those described before.\textsuperscript{155,156}

Reagents

Choline oxidase (Alcaligenes species), peroxidase type II (horseradish), glucose oxidase type II (aspergillus niger), ascorbate oxidase (Cucurbitas species), choline chloride, D-(+)-glucose, L-ascorbate and chloral hydrate were obtained from Sigma (St. Louis, MO). Nafion (5% solution in a mixture of lower aliphatic alcohols and water, 1100 equivalent weight), \([4-(2\text{-hydroxyethyl})-1\text{-piprazineethane-sulfonic acid}]\) (HEPES), and HEPES sodium salt were obtained from Aldrich (Milwaukee, WI). Poly(ethylene glycol 400 diglycidyl ether) (PEGDGE) was purchased from Polysciences (Warrington, PA).
The cross-linkable redox polymer (PVP-Os(bpy)2Cl; bpy = 2,2’-bipyridine) was synthesized by Ms Latha Shankar according to the published procedure.\textsuperscript{151}

The above chemicals were used as received. Enzymes used for preparing the microsensors were dissolved in a HEPES buffer, pH 8.0, made by the addition of HEPES sodium salt to 10 mM HEPES acid solution. Ultrapure water (Nanopure, Barnstead, Dubuque, IA) was used for the preparation of all solutions. Artificial cerebrospinal fluid (aCSF, 145 mM Na\textsuperscript{+}, 1.2 mM Ca\textsuperscript{2+}, 2.7 mM K\textsuperscript{+}, 1.0 mM Mg\textsuperscript{2+}, 152 mM Cl\textsuperscript{-}, 2.0 mM phosphate, pH 7.4) was used for all electrochemical experiments and preparation of standard solutions. Glucose solutions were equilibrated overnight (ca. 24 h) before use to allow the α– and β–anomers to reach equilibrium.

**Electrode modification and electrochemistry**

Microcylinder electrodes (P-55 fibers, radius 10 μm, Union Carbide, Danbury, CT) were prepared by sealing individual carbon fiber into pulled glass micropipets with a low viscosity epoxy (Spurr, Polysciences, Warrington, PA). The fibers were trimmed with a scalpel to a length of 350-400 μm. A mixture of the following solutions was made.

I. Osmium redox polymer: 1 mg/ml x 20 μl.
II. Crosslinker PEGDGE: 3 mg/ml x 4 μl.
III. Horseradish peroxidase: 3 mg/ml x 10 μl.
IV. Ascorbate oxidase: 10 mg/ml x 20 μl.
V. Choline oxidase: 2 mg/ml x 10 μl.
A 10 μl droplet of the above mixture was held in contact with the carbon fiber microelectrode for 7-8 mins. The microsensors were then placed in an oven at 37°C for an hour. The microsensors were then soaked in ultrapure water for ca. 10 mins and then dried in air for at least 1 hr before further use.

Nafion was applied to achieve good selectivity. The microsensors were dipped into a 0.5% Nafion solution for 5 mins, then dried in the air for at least 2 hrs before use. Microsensors were stored in the dessicator at 4°C or in aCSF buffer before in vivo measurements.

Glucose microsensors were made in similar ways except reducing the glucose oxidase amount to 50 μg/ml x 10 μl. Higher Nafion concentration of 5% was also used. Background microsensors were made exactly the same ways as the working microsensors except there was no choline oxidase (when choline microsensors were the working microsensors) or glucose oxidase (when glucose microsensors were used as the working microsensors).

Cyclic voltammetry and constant potential amperometry were performed with apparatus controlled by an 80386-based personal computer (Twinhead SS-600/25C) with an analog interface (Labmaster DMA, Scientific Solutions, Solon, OH) and software developed in house. A locally constructed potentiostat interface and a picoammeter (Keithey 427, Cleveland, OH) were used to control the applied potential and amplify the current, respectively.

All microsensors were calibrated before and after in vivo measurements. The calibrations were performed in a flow infusion analysis system with a pneumatically actuated valve (Rheodyne 50/5701, Cotati, CA) controlled by the computer via the locally constructed interface. The flow of the buffer was created by gravity at a rate of ca. 1 ml/min. All calibrations were done at ca. 37°C.
Animal surgery

In vivo experiments were carried out with approval of the Institutional Animal Care and Use Committee of the University of Pittsburgh. Male Sprague-Dawley rats, ~250-350 g, were anesthetized with chloral hydrate (400 mg/kg i.p.), placed in a stereotaxic frame (Kopf, Tujunga, CA) with the incisor bar 5 mm above the intraural line, and kept unconscious with additional doses of chloral hydrate. Body temperature was monitored and maintained at 37°C with a homothermic blanket (EKEG Electronics, Vancouver, BC). Small holes were drilled through the skull to allow insertion of the microsensors and a micropipet unilaterally into the striatum. Electrical contact between brain tissue and the Ag/AgCl (1.0 M KCl) reference electrode was established via a salt bridge fashioned from a plastic pipet tip plugged with tissue paper. Figure 32 shows a typical scheme for in vivo experiments.

A micropipet for local drug infusion were constructed with a section of fused silica capillary tubing (60 cm in length, 27 μm i.d., 360 μm o.d., Polymicro Technology Inc. Phoenix, AR). One end of the capillary was sealed with epoxy into the needle of a 50 μL gas tight syringe (Hamilton, Reno, NV). The polymer coating was removed from the tip of the capillary by burning it off with a match flame. The tip of the capillary was submerged to a depth of ca. 4 mm into 48% HF for approximately 80 min. While submerged, water was pumped through the capillary by means of a syringe drive (NA 1, Sutter Instruments, Novatto, CA) to protect the inner wall of the capillary from the HF solution. This etching procedure caused the outer layer of the capillary tip to decrease to ~30-35 μm. Despite the small dimensions, micropipets prepared in this way proved very robust and could be reused for multiple in vivo experiments.
Figure 32. Scheme of microsensors and micropipet positions for local infusion experiments in the striatum of the rat brain. Choline microsensor was used as the working microsensor. It was implanted side by side with background microsensor. Background microsensors were made exactly the same as choline microsensors except without choline oxidase.
During in vivo experiments, a micropipet filled with an infusion solution of interest was mounted vertically on a stereotaxic micromanipulator and lowered into the striatum at a point 2.4 mm anterior to bregma, 2.5 mm lateral from midline, and 4.5 mm below dura. Either one or two microsensors were mounted onto individual stereotaxic micromanipulators angled 10° from vertical and were implanted into the striatum in the same coronal plane as the micropipet and at a distance of ca. 100 μm from the micropipet tip. All local infusions were performed in the striatum of the rat brain at 12.5 nl/s. Local infusion experiments were initiated about one hour after implantation of the microsensors when stable in vivo baseline signals were established.

RESULTS AND DISCUSSION

Experiments with choline microsensors

1-A. Performance of choline microsensors before and after in vivo experiments

Figure 33(a) shows typical calibration curves for Nafion modified choline microsensors at 37°C. Choline microsensors showed a sensitivity of $4.00 \pm 2.08$ pA/μM ($n=40$). The detection limit is 1–3 μM. In the presence of 400 μM ascorbate, the response of choline microsensors to choline is close to the response to pure choline injection. The 400 μM ascorbate did not have much influence on choline measurement. This showed that the choline microsensors possessed good selectivity in vitro over physiologically related concentration of ascorbate.

Figure 33(b) shows the typical amperometric calibration curves after the choline microsensors were taken out from the striatum of the rat brain. The sensitivity decreased to about
Figure 33. Amperometric calibration curves obtained with choline microsensors at 37°C, without (filled circles) and with (empty circles) 400 µM ascorbic acid (a) before in vivo experiment. (b) after in vivo experiment.
1.55 ± 0.82 pA/μM (n=10), which is attributed to the contamination of the sensor surface after long time implantation in the animal body of 37°C. The choline microsensors after in vivo measurement still have good selectivity over 400 μM ascorbate, which shows that the sensor worked well despite the high concentration of ascorbate in the extracellular fluid.

Figure 33 shows the choline microsensors have suitable sensitivity toward choline and good selectivity over physiological level of ascorbate both before and after in vivo experiments. The choline microsensors are ready for in vivo measurement.

1-B. Evaluation of choline microsensor performance toward exogenous and basal choline

Figure 34 shows signals recorded simultaneously at side-by-side choline and background microsensors in the striatum of a rat brain during infusions of choline, aCSF and choline oxidase. The basal signal difference between choline microsensor and background microsensor is due to basal extracellular choline. For Figure 34(a), the choline signal increased sharply when 10 mM, 200 nl choline solution was infused, then decreased slowly after it reaches the peak (n=4). The slow decrease shows that there is no fast uptake mechanism for extracellular choline. There was almost no change from the background microsensor upon the infusion. Figure 34(b) shows that neither choline microsensors nor background microsensors respond to blank aCSF infusion (n=3). Combined, these two results clearly show that choline microsensors can work toward choline signal change and they can detect exogenous choline. Figure 34(c) shows the experiment results of 4 mg/ml, 800 nl choline oxidase infusion. Again, the background microsensors showed almost no signal changes. The choline signal decreased 37 ± 5% (n=4) in 15 mins after the infusions were done, and decreased 52 ± 7% after 1 hr. The decreases were caused by the
Figure 34. Traces of current recorded during local injection experiments using choline microsensors (Ch) and background microsensors (bkg) implanted in rat striatum. Responses of microsensors after local injection of (a) 10 mM, 200 nl choline. (b) 200 nl aCSF. (c) 4 mg/ml, 800 nl choline oxidase. The experiments were operated at -100 mV vs. Ag/AgCl. The horizontal bars represent the start and end of injection. The vertical bars show choline concentration obtained according to post calibration of microsensors.
consumption of extracellular choline by infused choline oxidase. The effect of infused choline oxidase may be stronger after 1 hr. as we can see by comparing the decreasing values. This experiment showed that choline microsensors can also detect basal extracellular choline. From the above choline solution infusion experiments and choline oxidase infusion experiments, the recorded signals did show that the choline microsensors we made could detect the choline signal changes both from exogenous and endogenous choline level changes.

1-C. Effect of tetrodotoxin on choline signals

Tetrodotoxin (TTX) is a very common drug to study the neuronal origin of a substance.\textsuperscript{157,158} It works by blocking the Na\textsuperscript{+} channels on the neuron terminals, stopping the following flow-in of Ca\textsuperscript{2+} ions into the neuron terminals, stopping the fusion of vesicles with the neuronal membrane following Ca\textsuperscript{2+} rush-in, thus stopping neurotransmitter release. For acetylcholine, if its release from cholinergic terminals is stopped by TTX, the extracellular acetylcholine level decreases. So will extracellular choline signal decrease correspondingly since part of it comes from the decomposition of extracellular acetylcholine? Can our choline microsensors detect this change?

Figure 35 shows the recorded signals from choline microsensor and the control microsensor implanted side by side with the infusion of 100 \(\mu\)M, 200 nl TTX. There was no signal change from the control microsensor. The choline signal decreased by 21 \(\pm\) 7\% (n=5). The decrease of choline signal can possibly be attributed to the neuronal origin of choline, the extracellular acetylcholine decomposition. Post calibration data (Figure 36) were obtained by testing the responses of choline microsensor to choline and the mixture of choline and 100 \(\mu\)M
Figure 35. Traces of current recorded during local infusion of 100 µM, 200 nl tetrodotoxin (TTX) with choline microsensor (Ch) and background microsensor (bkg) implanted side by side in the rat striatum. The experiments were operated at -100 mV vs. Ag/AgCl. The horizontal bar represents the start and end of infusion. The vertical bar represents choline concentration obtained according to the post calibration of microsensors.
Figure 36. Calibration curves for choline microsensor with (filled circles) and without (empty circles) 100 µM tetraodotoxin (TTX). The microsensors were operated at -100 mV vs. Ag/AgCl at 37°C.
TTX after it was taken out the rat brain. There was no difference between the responses to choline and to the mixture of choline and TTX. This excluded the possibility that the decrease of choline signal was from the influence of TTX to the choline microsensor performance.

The small increases from both choline microsensor and the control microsensor were supposed to come from infusion action (thus called infusion spikes). In different experiments, we saw different infusion spikes, sometime the infusion spikes showed sharp decreases of the signals partly due to the dilution effects. Sometime small increases were also seen which could not be explained until now. The infusion spikes were independent of drugs (even appeared in aCSF infusion experiments), microsensors and animals.

1-D. Effect of neostigmine on extracellular choline level

The decomposition of acetylcholine can be stopped by cholinesterase inhibitors such as neostigmine, physostigmine etc. Neostigmine is a powerful cholinesterase inhibitor. Figure 37(a) shows signals from choline microsensor and the control microsensor when 500μM, 800nl neostigmine was infused into the striatum of the rat brain. The control microsensor again did not show any signal change. However, the choline signal decreased by 11% - 71% (n=6). Control experiments of 800 nl aCSF infusion showed no changes from both microsensors (n=3) (Figure 37(b)). Post calibration data showed that the choline signal decrease was not due to the influence of neostigmine on choline microsensors since the choline microsensors showed almost the same responses to choline with and without 500 μM neostigmine (Figure 38). These experiments showed that neostigmine decreased the extracellular choline level by inhibiting cholinesterase. It’s very possible that our choline microsensors can detect the neuronal origin of choline.
Figure 37. Traces of current recorded during local infusion with choline microsensors (Ch) and background microsensors (bkg) implanted side by side in the rat striatum. (a) Responses to local infusion of 800 nl aCSF. (b) 500 µM, 800 nl neostigmine. The experiments were operated at -100 mV vs. Ag/AgCl. The horizontal bars represent the start and end of infusion. The vertical bars show choline concentration obtained according to post calibration of microsensors.
Figure 38. Amperometric calibration curve for choline microsensor with (empty circles) and without (filled circles) 500 µM neostigmine. The microsensor was operated at 37°C.
2. Experiments with glucose microsensors

2-A. Performance of glucose microsensors before and after in vivo experiments

Glucose microsensors were made the same ways as making choline microsensors. Figure 39 shows the typical amperometric calibration curve for glucose microsensors made with glucose oxidase amount of 2 mg/ml x 10 μL according to the procedures stated above. The resulting glucose microsensors showed good sensitivity. The curve showed good linearity in low concentration range up to 1 mM. But the calibration curve is non-linear when glucose concentration is higher than 1 mM, which is around the basal glucose concentration range.\textsuperscript{160,161} The signals detected by these kind of glucose microsensors did not show any obvious changes upon in vivo infusion of exogenous glucose solution (data not shown), which showed that the above glucose microsensors were not sensitive around basal extracellular glucose concentration. More sensitive glucose microsensors with linear responses in our experimental concentration range are needed for in vivo studies.

The detection of glucose is based on the reaction between glucose and oxygen that produces gluconolactone and hydrogen peroxide under the catalysis of enzyme glucose oxidase. Although the concentrations of glucose and oxygen in the extracellular space are hard to control, the amount of glucose oxidase can be controlled when the glucose microsensors are made. After many tests, 50 μg/ml x 10 μL glucose oxidase was used when making glucose microsensors. Figure 40(a) shows the calibration curves for the new glucose microsensor before in vivo experiment. The calibration curve has good linearity in the range of 0~10 mM, which includes
Figure 39. Amperometric calibration curve for glucose microsensor made with glucose oxidase concentration of 2 mg/ml. The calibration was done at 37°C before in vivo experiment.
Figure 40. Amperometric calibration curves for glucose microsensors made with glucose oxidase concentration of 75 µg/ml. The calibration were made with (empty circles) and without (filled circles) 400 µM ascorbic acid at 37°C (a) before in vivo experiment. (b) after in vivo experiment.
possible basal extracellular glucose concentration range. The sensors have suitable sensitivity of 36.31 ± 22.30 pA/mM (n=15), the detection limit of ~100–200 μM. They also showed good selectivity over 400 μM ascorbate. The sensitivity of the new glucose microsensors did not change a lot after the in vivo experiment (Figure 40(b)). The glucose microsensors remained well selective over 400 μM ascorbate after in vivo experiments. The new glucose microsensors are ready for in vivo measurements now.

2-B. Evaluation of glucose microsensor performance toward exogenous and basal glucose

Firstly, it is an important thing to check if glucose microsensors can detect the extracellular glucose signal change and basal glucose signal or not. The glucose infusion and glucose oxidase infusion experiments were designed to test the in vivo performance of glucose microsensors. Figure 41 showed the signals recorded when glucose microsensors and the control microsensors were implanted side by side, and 200 nl aCSF, 1M 200 nl glucose, or 4 mg/ml 800 nl glucose oxidase were infused into the rat striatum. The glucose microsensors did not respond to the aCSF infusion (n=4) (Figure 41(a)). When 1 M 200 nl glucose solution was infused, glucose signal increased sharply and then recovered slowly, which corresponds to clearance by diffusion (n=6) (Figure 41(b)). This shows that glucose microsensors detect extracellular glucose change caused by exogenous glucose infusion. When 4 mg/ml, 800 nl glucose oxidase solution was infused (Figure 41(c)), the basal glucose signal decreased. The basal current detected by glucose microsensor was from the basal extracellular glucose. This showed that our glucose microsensors could detect basal glucose level.
Figure 41. Traces of current recorded during local infusion with glucose microsensor and background microsensor (bkg) implanted side by side in the rat striatum. Responses to local infusion of (a) 200 nl aCSF. (b) 1 M, 200 nl glucose. (c) 4 mg/ml, 800 nl glucose oxidase. The experiments were operated at -100 mV vs. Ag/AgCl. The horizontal bars represent the start and end of injection. The vertical bars show glucose concentration obtained according to post calibration of microsensors.
The above experiments showed that the new glucose microsensors could detect both basal extracellular glucose level and extracellular glucose level change by exogenous glucose infusion. The glucose microsensors were ready for in vivo drug tests. The basal glucose concentration in the extracellular fluid of the rat striatum was $2.74 \pm 1.36$ mM ($n=10$), which is comparable to the literature values.\cite{162}

For the glucose signals in aCSF infusion experiments, a small decrease appeared right before a small increase. The decrease was attributed to a dilution effect as discussed before. The small increase is special for glucose infusion experiments and it is consistent with other experiments reported.\cite{162} Presumably, glucose is very strictly controlled in the brain because it is the main energy source for the brain. When basal glucose level was slightly decreased by the infusion action, the brain reacted to this change by actually overreacting to the dilution effect. The overreaction was expressed by a small increase of the glucose level.

2-C. Effect of tetrodotoxin on extracellular glucose level

Figure 42 shows the signals recorded during the infusion of 100 $\mu$M 200 nl TTX when glucose microsensors and the control microsensors were implanted side by side in the striatum of the rat brain. The signal from the control microsensor did not change. Compared to the aCSF infusion result (Figure 41(a)), the signal changes from glucose microsensor closely resemble those observed during aCSF infusion. This showed that TTX has no apparent influence on the extracellular glucose level, which is consistent with the idea that glucose has no neuronal origin. It also can be seen that there were no unknown effects caused by TTX on the extracellular space that might thus influence the microsensor performance since the microsensors performed
Figure 42. Traces of current recorded during local infusion of 100 µM, 200 nl TTX with glucose microsensor and background microsensor (bkg). The experiments were operated at -100 mV vs. Ag/AgCl. The horizontal bar represents the start and end of injection. The vertical bar shows glucose concentration obtained according to post calibration of microsensors.
similarly during both TTX and aCSF infusions. Considering that TTX infusion decreased extracellular choline level, we can conclude that the decrease of extracellular choline level was coming from the neuronal origin of choline, which is the decomposition of extracellular acetylcholine. TTX has no direct influence on glucose microsensors performance as shown by Figure 43.

2-D. Effect of neostigmine on extracellular glucose level

To find out if neostigmine caused any unknown influence on extracellular space, thus influenced the microsensor performance or decreased the metabolic origin of choline instead of neuronal origin of choline, neostigmine infusion experiments were done with glucose microsensors and the control microsensors implanted side by side in the rat striatum. Figure 44 shows the experiments with the infusion of (a) 800 nl aCSF (n=4), (b) 500 μM 800 nl neostigmine (n=4). The infusion of neostigmine produced similar effect to the infusion of buffer aCSF. Neostigmine did not influence the glucose level or the microsensor performance. Considering the result that neostigmine infusion decreased extracellular choline level, this proved that the extracellular choline signal decrease caused by neostigmine was from the inhibition of enzyme cholinesterase and thus stop the decomposition of acetylcholine to choline. The decreases detected by choline microsensors when neostigmine was infused were from the neuronal origin of choline. Neostigmine had no obvious influence on metabolic origin of choline, nor did it change microsensor performance indirectly by influencing the extracellular space. Post calibration data showed that neostigmine did not have direct influence on the performance of glucose microsensors.(Figure 45)
Figure 43. Amperometric calibration curves for glucose microsensor with (empty circles) and without (filled circles) 100 µM TTX at 37°C after in vivo experiment. The microsensors were operated at -100 mV vs. Ag/AgCl at 37°C.
Figure 44. Traces of current recorded during local infusion of (a) 800 nl aCSF. (b) 500 µM, 800 nl neostigmine with glucose microsensor and background microsensor (bkg) implanted side by side in the rat striatum. The experiments were operated at -100 mV vs. Ag/AgCl. The horizontal bars represent the start and end of injection. The vertical bars show glucose concentration obtained according to post calibration of microsensors.
Figure 45. Amperometric calibration curves for glucose microsensors with (empty circles) and without (filled circles) 500 µM neostigmine after in vivo experiment. The microsensors were operated at -100 mV vs. Ag/AgCl at 37°C.
CONCLUSION

The choline microsensors developed in this lab could detect choline signal changes both from exogenous choline and basal extracellular choline. Glucose microsensors responded to exogenous and basal glucose level changes. Enzyme modified microelectrode is a feasible tool for in vivo detection. By stopping neurotransmitter release with TTX, extracellular choline signal decreased. TTX had no effect on extracellular glucose signal. Neostigmine decreased extracellular choline level by inhibiting cholinesterase and stopping the decomposition of acetylcholine to choline. Neostigmine had no influence on extracellular glucose level. Glucose control experiments excluded two possibilities: 1. TTX and neostigmine changed metabolic origin of choline. 2. TTX and neostigmine changed extracellular space and thus changed microsensor performance in vivo. The above results showed that the decreases of choline signals under TTX and neostigmine infusions were due to the decreases of neuronal origin of choline. We conclude that choline microsensors can detect neuronal origin of choline. This is the first demonstration that extracellular choline has neuronal origin. We discovered that it is possible to index neurotransmitter acetylcholine by our choline microsensors. We expect more contribution to cholinergic study with choline microsensors.
The relationship between cholinergic systems and dopaminergic systems has long been a topic since it was first found in 1960s. Many diseases such as Parkinson’s disease, Huntington’s disease are related to the interaction between dopaminergic systems and cholinergic systems.\textsuperscript{163,164} It was found that some totally different drugs, such as cholinergic muscarinic receptor antagonists, which inhibit the cholinergic systems, and dopaminergic agonists, which stimulate dopaminergic systems, can both relieve the symptoms of Parkinson’s disease.\textsuperscript{165,166} It was hypothesized that there was some relationship between cholinergic systems and dopaminergic systems. It was supposed that these two neurotransmission systems had opposite functions in the brain and there was a balance between them. Later research confirmed the relationship between cholinergic systems and dopaminergic systems. People found that dopaminergic receptor agonists, which stimulate dopaminergic systems, can decrease the striatum acetylcholine level and dopaminergic antagonists, which inhibit dopaminergic systems, can increase striatum acetylcholine level.\textsuperscript{167,168} Further research found that dopaminergic systems regulated cholinergic systems by two receptors: D1 receptor and D2 receptor. D1 receptor has stimulatory effect on cholinergic systems and D2 receptor has inhibitory effects. The mechanisms for D2 receptor regulation of cholinergic system is attributed to the D2 receptors located on the cholinergic neurons in the striatum. But the mechanism of D1 receptor function is controversy.\textsuperscript{169,170}

It was reported that striatum cholinergic terminals did not have detectable level of D1 receptors.\textsuperscript{171,172} But it was also reported that D1 selective drugs applied in the striatum can regulate cholinergic systems.\textsuperscript{173} It is questionable if the D1 regulation of cholinergic system is caused by the D1 receptors in the striatum (intrastriatal) or by the D1 receptors outside the
striatum (extrastriatal), such as from substantia nigra. Currently there is not much study about this respect. It will be interesting to study this aspect with microsensors. We can test the intrastrial hypothesis by infusing D1 selective drugs into the striatum and then monitoring choline change with enzyme-modified microelectrodes. For the extrastriatal hypothesis, it is possible that the dopaminergic systems regulate cholinergic systems indirectly by regulating glutamatergic systems in the cortex, and then glutamatergic systems regulating cholinergic systems in the striatum. The extrastriatal hypothesis can be tested by infusing drugs into cortex, which act on the dopamine D1 receptors on glutamatergic terminals, and then monitoring choline change in the striatum with choline microsensors.

Currently, almost all the work done on the dopaminergic - cholinergic interaction are using microdialysis as the sampling technique and use cholinesterase inhibitors to increase basal acetylcholine concentration. The problem is that we are not sure if the cholinesterase inhibitors can influence the interaction between the two neurotransmission systems or not. It was reported that the dopaminergic regulation of cholinergic systems differed with different amounts of cholinesterase inhibitors.\textsuperscript{174} It will be worthwhile to use enzyme-modified microelectrodes to study dopaminergic - cholinergic interaction without cholinesterase inhibitors, which can reflect the interaction at normal conditions. Different drugs, such as dopamine D1 receptor agonists and antagonists, D2 receptor agonists and antagonists can be chosen to study. Choline microsensor will be used to detect the neuronal origin of choline change. Glucose microsensor or other metabolite microsensors are required as the control microsensors to monitor the fluctuation of surroundings.

The current research on dopaminergic - cholinergic interaction focused on the regulation of dopaminergic system on cholinergic system. On the other side, is there any feedback from
cholinergic systems to dopaminergic systems? It will be interesting to study the cholinergic influence on dopaminergic systems. Hopefully, this can contribute to the therapy of some diseases concerning dopaminergic - cholinergic relationship. The experiment can be designed by changing striatum extracellular acetylcholine level with cholinesterase inhibitors or choline uptake inhibitors and monitoring the stimulated dopamine level in the striatum. The method to detect stimulated extracellular dopamine level is already matured in our lab. Carbon fiber microelectrodes are needed for dopamine detection. Electric stimulation is also required as basal dopamine is of very low in the brain.

Hopefully, the above study can contribute to the study of dopaminergic - cholinergic interaction in the brain and the knowledge of the two important neurotransmission systems. The study may also help in comparing two current methods for brain study: enzyme-modified microelectrode and microdialysis.
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