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Numerical algorithms are proposed, analyzed and tested for improved efficiency and reliability of the dynamic core of climate codes. The commonly used rigid lid hypothesis is assumed, which allows instantaneous response of the interface to changes in mass. Additionally, moisture transport is ignored, resulting in a static interface. A central algorithmic feature is the numerical decoupling of the atmosphere and ocean calculations by a semi-implicit treatment of the interface data, i.e. partitioned time stepping. Algorithms are developed for simplified continuum models retaining the key mathematical structure of the atmosphere-ocean equations.

The work begins by studying linear parameterization of momentum flux in terms of wind shear, coupling the equations. Partitioned variants of backward-Euler are developed allowing large time steps. Higher order accuracy is achieved by deferred correction. Adaptations are developed for nonlinear coupling. Most notably an application of geometric averaging is used to retain unconditional stability. This algorithm is extended to allow different size time steps for the subcalculations. Full numerical analyses are performed and computational experiments are provided.

Next, heat convection is added including a nonlinear parameterization of heat flux in terms of wind shear and temperature. A partitioned algorithm is developed for the atmosphere and ocean coupled velocity-temperature system that retains unconditional stability. Furthermore, uncertainty quantification is performed in this case due to the importance of reliably calculating heat transport phenomena in climate modeling. Noise is introduced in
two coupling parameters with an important role in stability. Numerical tests investigate the variance in temperature, velocity and average surface temperature.

Partitioned methods are highly efficient for linearly coupled 2 fluid problems. Extensions of these methods for nonlinear coupling where the interface data is processed properly before passing yield highly efficient algorithms. One reason is due to their strong stability properties. Convergence also holds under time step restrictions not dependent on mesh size. It is observed that two-way coupling (requiring knowledge of both atmosphere and ocean velocities on the interface) generates less uncertainty in the calculation of average surface temperature compared to one-way models (only requiring knowledge of the wind velocity).
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1.0 INTRODUCTION: THE DYNAMIC CORE OF CLIMATE MODELS AND COMPUTATIONAL DIFFICULTIES

Broadly, a “climate model” includes the effects of a long list of relevant climate variables. This is not limited to velocity and pressure of the atmosphere and ocean, temperature, humidity, salinity and gaseous concentrations. Many climate models are built by taking the best code for simulating the atmosphere, the best code for the ocean, land processes and formation, ablation and motion of sea ice and coupling these subprocesses together by calculating and passing fluxes of quantities exchanged across their interfaces. It is also common to distinguish between model dynamical processes and other model physics.

The “dynamic core” of climate models refers typically to the numerical schemes for resolving large scale transport phenomena. This includes resolving the large eddies of fluid flow coupled to transport of (e.g.) heat, oxygen and carbon dioxide. In contrast, moisture processes (precipitation and evaporation), radiative and cloud processes, surface dynamics and turbulence are often treated as a separate component (in the sense of programming) of a climate model termed physical parameterizations. This work studies numerical algorithms with application toward the dynamic core of climate models.

The goal of climate models is to understand how environmental policy may influence the future climate. A current focus is the effect of carbon dioxide distributions and overall concentration on globally averaged surface temperature. It is widely believed now that computer codes to perform these calculations must take into account almost every conceivable component of the climate such as sea-ice, glaciers, land vegetation, rivers, oceans, the atmosphere, snow pack, land and ocean bottom topography and many other factors. The interactions between every component must be accounted for, including all physical variables such as fluid velocity, heat, salinity, humidity, gas concentrations requiring huge numbers of spatial
degrees of freedom. Resolving climate statistics requires long time calculations. Mainly this is because the deep ocean currents are slow but contain most of the carbon dioxide, and ocean mixing has a large effect on the climate over thousands of years. Thus a fundamental modeling problem exists of solving huge systems of equations over hundreds of thousands of time steps. Performing such demanding computations efficiently and reliably is considered to be one of the great challenges in scientific computing.

Much of the pioneering work originally leading to coupled climate models was performed in the 1950’s - 1960’s by a group of researchers seeking to use computer technology to perform atmospheric calculations over smaller time periods. These researchers designed a computer system at what became Princeton’s Geophysical Fluid Dynamics Laboratory (GFDL) and also performed ocean calculations. At first atmosphere and ocean calculations were not coupled together. The first coupled atmosphere-ocean model was developed at the GFDL by Manabe and Bryan in the late 1960’s, [50]. A number of such models now exist and these models have grown to include more refined physics. Some current full scale Global Circulation Models (GCMs) with coupled atmosphere-ocean components include:

- Community Climate Systems Model (CCSM) at the National Center for Atmospheric Research
- Geophysical Fluid Dynamics Laboratory Coupled Model version 2.x (GFDL CM2.x) at the National Oceanic and Atmospheric Administration
- MIT’s Global Circulation Model (MITgcm)
- Hadley Centre Coupled Model, version 3 (HadCM3) at the Met Office Hadley Centre for Climate Change, UK
- Meteorological Research Institute Coupled Global Climate Model version 2.x (MRI-CGCM2.x) at MRI, Japan
- CGCM4/CanCM4 at the Canadian Center for Climate Modeling and Analysis, Canada
- ECHAM5/MPI-OM at the Max Planck Institute for Meteorology, Germany
- BCC-CM1 at the Beijing Climate Center, China
- BCCR-BCM2.0 at the Bejerknes Center for Climate Research, Norway
- CNRM-CM3 at the Centre National de Recherches Météorologiques, France
- CSIRO-MK3.0 at the Commonwealth Scientific and Research Organization, Australia
The CCSM model provides an example of how GCMs are structured. The code consists of four main components for land, sea-ice, atmosphere and the ocean which solve internally for their respective variables. The processes of each component are coupled to other components. This coupling is implemented by passing flux quantities such as momentum, heat and mass (water) to a separate “flux coupler” code which passes the data between components. The flux coupler manages tasks such as flux calculations due to regridding and separate time steps for the different components to ensure conservation of flux quantities. In this way the computations are parallelized for efficiency while maintaining physical fidelity. Decades have been spent in developing these components and in improving numerical methods used therein. This thesis considers only the atmosphere and ocean components.

A number of modeling ideas have been implemented in climate codes to improve the overall efficiency. In the case of atmosphere-ocean interaction, one such idea is the rigid lid hypothesis. Understanding this hypothesis requires an understanding of how heat, momentum and water (humidity and precipitation) flow between the atmosphere and ocean. It is well known that fluxes of these quantities are essentially constant across what are known as the Prandtl layers of the atmosphere and ocean. The Prandtl layers are of constant thickness, on the order of 1 kilometer in the atmosphere and 100 meters in the ocean. Relative to the horizontal scale of the interface, these layers are very thin. The goal of climate modeling is not to know (for example) the wind speed at a given point and time, but to establish trends in the climate, i.e. statistical measurements. This requires computations to conserve fluxed quantities, but not to resolve the details of thin boundary layers, saving computational expense. Thus in the rigid lid hypothesis the variable values at the interface are interpreted as the values these quantities would have near the edge of the Prandtl layers. Then coupling relationships are developed using flux relationships. This treats the “interface” between the atmosphere and ocean as responding instantly to mass changes and not admitting surface waves. Figure 1 provides a visual description where the \( z \)-direction is normal to the ocean surface (height).

The current work considers parameterizations for heat and momentum flux. Formulas and their derivations are presented in [47], part of a series of papers analyzing the full coupled
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Figure 1: Prandtl layers in the atmosphere and ocean, coupled across an interface $I$.

atmosphere-ocean equations. At the interface these relationships take the form

\[
\begin{align*}
\rho^a \nu^a \frac{\partial (u^a \cdot \tau)}{\partial z} &= \rho^a C_I |u^a - u^s|^\alpha (u^a - u^o) \cdot \tau \quad (1.1) \\
\rho_s c_p \nu^s \frac{\partial T^s}{\partial z} &= C_{sol} - C_{ir} (T^s - T^a) \quad (1.2) \\
&\quad - c_p^a \rho^a C_{conv} |u^s - u^a|^\alpha (T^s - T^a) + \rho^a L C_L (q - q_{ae})
\end{align*}
\]

where the superscript $a$ denotes “atmosphere” and $s$ denotes “sea”. The left hand sides of (1.1) - (1.2) are momentum flux from the atmosphere and heat flux from the ocean, respectively. The right hand sides are their parameterizations in terms of velocity and temperature on the interface. Density is $\rho^x$, turbulent viscosity is $\nu^x$, temperature is $T^x$, velocity $u^x$ and $c_p^x$ is heat capacity for $x = a, s$. Equation (1.1) holds for each vector $\tau$ tangent to the interface. The mixing ratio of water vapor in air is $q$ with equilibrium value $q_{ae}$. The parameter $\alpha$ is typically 0 or 1. The parameters $C_I$, $C_{sol}$, $C_{ir}$, $C_{conv}$ and $C_L$ are all positive. The latent heat of vaporization of water is $L$. The size of these parameters controls the following effects:

- $C_I$ : wind shear stress
- $C_{sol}$ : solar radiation
• $C_{ir}$ : longwave (infrared) radiation
• $C_{\text{conv}}$ : convective heat transfer
• $C_L$ : latent heat transfer

Relationships for momentum flux from the ocean and heat flux from the atmosphere follow by setting the sum of fluxes across the interface to zero. Since evaporation and precipitation are not studied in this work, we take $C_L = 0$.

The atmosphere and ocean subproblems are solved independently as components of the climate code and fluxes are passed so as to conserve important invariants between them as described above. Improved efficiency is obtained by allowing the atmosphere and ocean to use different spatial grids and time steps. This exploits the differences in the most important spatial and time scales for the atmosphere and ocean. In the atmosphere the dominant eddies are between 500-10,000 km over time scales up to 1 year, [52]. In [70] it is commented that typical atmospheric eddies are around $10^4$ km over time periods around a day. In the ocean it is desirable to resolve eddies on the order of 10 - 10,000 km, [52], over time scales exceeding 1000 years [8, 28]. The majority of energy in oceanic flow occurs in the mesoscale regime around 100-300 km, [70]. The result is simulations requiring a finer spatial grid for the ocean and smaller time steps in the atmosphere.

Some climate calculations require a “spin-up” phase to first bring the system to equilibrium with fixed parameters and forcings to generate an appropriate initial state for the subsequent evolutionary test. Due to the $\approx 1000$ year overturn for the deep ocean this requires a calculation sometimes exceeding 3000 years for spin-up followed by the evolution problem itself, possibly also in excess of 1000 years. In the spin-up phase it is desirable to take as large a time step as possible for the system. However, one of the major hurdles for climate codes is time step restrictions more severe than the fundamental restriction forced by the relevant wave speeds. Besides the need to perform long time calculations there is another consideration which translates to astronomical amounts of computational time: reliability.

One of the primary goals of climate modeling is to predict the effects of carbon dioxide distributions and concentrations on average temperatures. This is a major point of discussion at the Intergovernmental Panel on Climate Change, the key informational source internationally for environmental policy makers. Reliability of climate statistics is critical.
Numerous uncertainty quantification studies are being performed with GCMs to determine how well this data can be predicted. Typically, large ensembles of climate runs (often thousands) are used to determine uncertainty. Each ensemble element represents a different choice of parameters, initial conditions or other prescribed data. The need to determine model reliability compounds the problem of computation time for climate research. As a result, constant work is being done to increase climate code efficiency.

1.0.1 Chapter Description

This work begins in Chapter 2 with a study of a coupled system of heat equations with linear coupling (see (1.4) below) as a simplification avoiding the nonlinearity in the coupling and due to convection. Let the global domain $\Omega$ be the union of subdomains $\Omega_1$ and $\Omega_2$ and the interface $I = \partial \Omega_1 \cap \partial \Omega_2$. The problem is: given $\nu_i > 0, f_i : [0, T] \rightarrow H^1(\Omega_i), u_i(0) \in H^1(\Omega_i)$ and $\kappa \in \mathbb{R}$, find (for $i = 1, 2$) $u_i : \bar{\Omega}_i \times [0, T] \rightarrow \mathbb{R}$ satisfying

$$u_{i,t} - \nu_i \Delta u_i = f_i, \quad \text{in } \Omega_i, \quad (1.3)$$

$$-\nu_i \nabla u_i \cdot \hat{n}_i = \kappa (u_i - u_j), \quad \text{on } I, \quad i, j = 1, 2, \; i \neq j, \quad (1.4)$$

$$u_i(x, 0) = u_i^0(x), \quad \text{in } \Omega_i, \quad (1.5)$$

$$u_i = g_i, \quad \text{on } \Gamma_i = \partial \Omega_i \setminus I. \quad (1.6)$$

Finite elements are used for spatial discretization of all problems in this and later chapters. The key is development of novel partitioned time stepping techniques. Here, three time discretizations are introduced. One is a fully implicit (coupled) algorithm using backward-Euler. The next is a partitioned variation which treats the interface degrees of freedom for the (decoupled) subdomain equations implicitly. The third variation treats the global parts of the equations implicitly but uses an extrapolation of the interface degrees of freedom from the previous time level. It is proved that the second and third variations differ in that the former is stable for any size time step regardless of mesh size or choice of any other problem parameters. The latter algorithm requires that the time step size scale proportionally with the dissipation parameters and inversely with the square of the interface parameter in the coupling condition. Optimal order convergence rates are proved. The time accuracy is to
first order. Numerical tests are performed which demonstrate that precisely this behavior is observed in practice.

In Chapter 3 higher order accuracy in time is sought by deferred correction for the same problem (1.3) - (1.6). The deferred correction algorithm performs successive linear calculations beginning with a first-order in time numerical approximation from Chapter 2. It is proved that higher accuracy in time (order $\Delta t^q$) can be achieved by solving $q - 1$ of these successive linear problems. A complete stability and convergence analysis is provided. Computations verify the higher convergence rate for the case $q = 2$ and improved accuracy over the uncorrected solution.

A first step toward nonlinear coupling (1.8) is taken in Chapter 4. The system of ODEs resulting from spatial discretization of two Navier-Stokes equations with nonlinear coupling across a common interface is used as a model and reduced to the $2 \times 2$ ODE system

\[
\begin{align*}
\frac{dx}{dt} + A(x)x + \kappa|x_1 - y_1|(x_1 - y_1)[1, 0]^T &= f(t) \\
\frac{dy}{dt} + B(y)y + \kappa|x_1 - y_1|(y_1 - x_1)[1, 0]^T &= g(t),
\end{align*}
\]

where the matrices $A$ and $B$ can be decomposed into the sum of symmetric and skew-symmetric components representing diffusion and convection (linearized by extrapolation), respectively. Time stepping methods successful for this system have a good chance of extending to full discretizations for the nonlinearly coupled fluid equations. The purpose is to aid in development of numerical methods as the analysis of the ODE system reduces technical details. Indeed, two time stepping algorithms for the system are developed which are unconditionally stable and decoupled. One method employs an extrapolation of data used in the coupling terms featuring a novel usage of geometric averaging to retain stability. The other method is a modification of a more intuitive extension of ideas from Chapter 2 that retains stability (and optimal convergence) by adding numerical dissipation. A full numerical analysis for both methods is provided and numerical tests are performed. It is shown that while the methods are stable, asymptotic convergence rates require smaller time steps than would be expected from the case of linear coupling. The addition of numerical diffusion appears less promising than the geometric averaging technique and is not explored further in the subsequent chapters. A fully implicit and monolithically coupled algorithm
is used for comparison. The numerical decoupling of the equations is observed to introduce error comparing with the coupled algorithm.

The partitioned method of Chapter 4 using geometric averaging is adapted to the case of two incompressible Navier-Stokes fluids with nonlinear coupling in Chapter 5. The coupling conditions are

\[-\nu_i \hat{n}_i \cdot \nabla u_i \cdot \hat{\tau} = \kappa |u_i - u_j|(u_i - u_j) \cdot \hat{\tau}, \ i, j = 1, 2 \text{ and } i \neq j, \tag{1.8}\]

where \( \hat{n}_i \) is the outward pointing unit normal vector on \( \partial \Omega_i \cap I \) for \( i = 1, 2 \) and \( \hat{\tau} \) any unit tangent vector on \( I \). It is proved that the proposed numerical method is unconditionally stable. A time step restriction is required to guarantee optimal convergence rates with respect to the time step and mesh sizes. This restriction is of the form

\[\Delta t \leq C(u,f)/D, \quad D = \left\{ (1 + \kappa^4) \max\{\nu_1^{-3}, \nu_2^{-3}\}\right\},\]

where the generic constant \( C(u,f) > 0 \) depends only on the solution \( u \) and forcing \( f \), not on the mesh size, time step size or other problem parameters appearing in \( D \). In fact, for small values of the interface parameter, the restriction is very similar to that of the NSE on a single domain using backward-Euler. Computational evidence is provided that the geometric averaging technique helps the stability of the method with nonlinear coupling versus a more direct extension of the techniques in Chapter 2. Convergence rates are studied numerically using two tests. In one a manufactured solution is used on two coupled rectangular domains. It is observed that an error plateau occurs, as in the tests of Chapter 4. By this it is meant that as the time step is decreased, the error decreases at a suboptimal rate and does not predictably improve until below some critical time step size. The computational expense of exploring the behavior at smaller time steps was deemed too prohibitive and this remains an open question. In the second test motivated by the work of Bresch and Koko [12], a reference solution was generated using a relatively fine mesh and small time steps with a fully implicit algorithm to eliminate errors due to numerical decoupling. Convergence rates for the partitioned algorithm were calculated from this reference solution. The errors in this case were more in line with the expected asymptotic behavior.
The work of Chapters 2 - 5 demonstrate the possible application of partitioned time stepping to decouple the atmosphere and ocean momentum equations and use large time steps. The partitioned method of Chapter 5 is adapted in Chapter 6 to allow different time step sizes for the two subdomain calculations. As described above this is absolutely necessary in atmosphere-ocean calculations due to the different spatial and time scales of the subproblems. Indeed, there is no restriction on the relative size of mesh elements used for the subdomains in the discretization proposed in Chapter 6. The unconditional stability of the adapted algorithm is proved, and convergence is shown with a time step restriction similar to that in Chapter 5 except depending further on the ratio of time step sizes, denoted by $m = \Delta s/\Delta t$ with $\Delta t$ the time step size for the atmosphere and $\Delta s$ the time step size for the ocean. The restriction is of the form

$$C \Delta t \left\{ 2 + \nu_1^{-1} + \nu_2^{-1} \right\} + (\nu_1^{-3} + \nu_2^{-3})(1 + m^2 + m\kappa^4) < 1,$$

where the generic constant $C > 0$ depends only on the solution $u$ and body forcing $f$. The efficiency of this algorithm is demonstrated using a test with properties that mimic the relative dynamics of the atmosphere and ocean. Specifically, letting $\Omega_1$ represent the atmosphere domain and $\Omega_2$ the ocean domain, boundary conditions are imposed to generate a wind on $\Omega_1$ with fast oscillations compared to $\Omega_2$. However, the smaller kinetic viscosity in $\Omega_2$ induces a thin boundary layer due to the wind shear, requiring a smaller mesh than in $\Omega_1$. Using more time steps in $\Omega_1$ than in $\Omega_2$ for this test case a speed-up of about 13 is demonstrated. It is observed that the ratio of time steps may increased by a factor of 8 with a factor of 3.7 increase in relative error for velocity in the sense of $H^1(\Omega)$. Perhaps more importantly, the effect on a chosen statistical measurement, average velocity, is an order of magnitude smaller than the $H^1$-spatial error when increasing the time step size on $\Omega_2$.

The extension of time stepping ideas to the case of natural convection is performed in Chapter 7. A system of equations for velocity, pressure and temperature is introduced based upon the equations analyzed by Lions, Temam and Wang [47, 48, 49]. Bouyancy forcing is implemented via the Boussinesq approximation. In this case the temperature coupling...
conditions are given by

\[- \alpha_i \hat{n}_i \cdot \nabla T_i = (-1)^{i+1} C_{sol} + C_{ir}(T_i - T_j) \]

\[+ C_{conv}|u_i - u_j|(T_i - T_j),\]

where $C_{sol}$, $C_{ir}$ and $C_{conv}$ have meaning as described above for the coupling condition (1.2), $T_1$ and $T_2$ are the temperatures and the values $\alpha_i$ are heat diffusion parameters on $\Omega_i$, $i = 1, 2$. The velocity coupling conditions are precisely (1.8). This chapter also explores uncertainty quantification, focusing on noise in the nonlinear interface parameters $C_{conv}$ and $\kappa$. These parameters are studied due to their role in stability. It is expected that in practice noise will occur in these parameters due to their being prescribed based upon empirical observations and recalculated time step by time step numerically by nonlinear relationships.

A partitioned scheme is introduced for the system of equations using the ideas of Chapter 5 to retain unconditional stability, which is subsequently proved. A coupled algorithm is also studied for comparison. A full numerical investigation of uncertainty is performed for a test problem with qualitative behavior similar to the large scale motions of the atmosphere and ocean. The forcing is implemented by simulated solar heating and radiative cooling in the upper atmosphere. As expected, large variances occur in the pointwise velocity and temperature fields over a sufficiently large time. The variances are observed to propagate away from the interface into the bulk fluid. It is not clear from pointwise data that the variance for the coupled code will be less than that of the uncoupled code. Average surface temperature and associated variance is calculated and compared. The effect of using a common simplification of the coupling conditions (1.1) - (1.2) on average surface temperature is also studied. It is found that variance in average temperature is smallest for the coupled algorithm and largest using the aforementioned simplification of the coupling conditions.

The thesis is concluded in Chapter 8 with a discussion of the overall results and suggestions for future work.
2.0 TIME STEPPING FOR A PARABOLIC LINEARLY COUPLED PROBLEM

2.1 INTRODUCTION

There are many problems in which different physical models, different parameter regimes or different solution behaviors are coupled across interfaces. Such problems also arise when legacy codes, highly optimized for particular processes, are considered the benchmark for solving the individual subproblems. One approach to coupled problems is monolithic solution methods. In these the globally coupled problem is assembled at each time step and then solved by iterative methods (with uncoupling in preconditioning and residual calculations). With very large problems or when using legacy codes, partitioned time marching algorithms are preferred. In these the subdomain solvers are used as a black box; each time step involves passing information across the interface followed by solving the individual subproblems independently. Typical applications in which partitioned time stepping approach is highly desirable include atmosphere-ocean coupling and fluid-solid interaction problems, for example, see [12, 14, 16]. In Section 2.1.2, a motivating atmosphere–ocean coupling problem is described, and a simplified model that is the focus of this work is presented in Section 2.1.1.

2.1.1 A Model Problem

In this work, a simplified model of diffusion through two adjacent materials which are coupled across their shared and rigid interface $I$ through a jump condition is considered. This problem captures some of the time-stepping difficulties of the ocean-atmosphere problem described in 2.1.2. The domain consists of two subdomains $\Omega_1$ and $\Omega_2$ coupled across an interface $I$
(example in Figure 2 below). The problem is: given \( \nu_i > 0, f_i : [0,T] \rightarrow H^1(\Omega_i), u_i(0) \in H^1(\Omega_i) \) and \( \kappa \in \mathbb{R}, \) find (for \( i = 1,2 \)) \( u_i : \Omega_i \times [0,T] \rightarrow \mathbb{R} \) satisfying

\[
\begin{align*}
\frac{d}{dt} u_i - \nu_i \Delta u_i &= f_i, \quad \text{in } \Omega_i, \\
-\nu_i \nabla u_i \cdot \hat{n}_i &= \kappa (u_i - u_j), \quad \text{on } I, \ i,j = 1,2, i \neq j, \\
u_i(x,0) &= u_i^0(x), \quad \text{in } \Omega_i, \\
u_i &= g_i, \quad \text{on } \Gamma_i = \partial \Omega_i \setminus I.
\end{align*}
\] (2.1)-(2.4)

Let 
\[
X_i := \{ v_i \in H^1(\Omega_i) : v_i = 0 \text{ on } \Gamma_i \}.
\]

For \( v_i \in X_i \) we denote \( u = (u_1, u_2) \) and \( X := \{ v = (v_1, v_2) : v_i \in H^1(\Omega_i) : v_i = 0 \text{ on } \Gamma_i, \ i = 1,2 \} \). A natural subdomain variational formulation for (2.1)-(2.4), obtained by multiplying (2.1) by \( v_i \), integrating and applying the divergence theorem, is to find (for \( i,j = 1,2, i \neq j \)) \( u_i : [0,T] \rightarrow X_i \) satisfying

\[
(u_{i,t}, v_i)_{\Omega_i} + (\nu_i \nabla u_i, \nabla v_i)_{\Omega_i} + \int_I \kappa (u_i - u_j)v_i ds = (f_i, v_i)_{\Omega_i}, \quad \text{for all } v_i \in X_i.
\] (2.5)

The natural monolithic variational formulation for (2.1)-(2.4) is found by summing (2.5) over \( i,j = 1,2 \) and \( i \neq j \) and is to find \( u : [0,T] \rightarrow X \) satisfying

\[
(u_t, v) + (\nu \nabla u, \nabla v) + \int_I \kappa [u][v] ds = (f, v), \quad \forall v \in X,
\] (2.6)

where \([ \cdot ]\) denotes the jump of the indicated quantity across the interface \( I \), \( (\cdot, \cdot) \) is the \( L^2(\Omega_1 \cup \Omega_2) \) inner product and \( \nu = \nu_i \) and \( f = f_i \) in \( \Omega_i \).

Comparing (2.6) and (2.5) we see that the monolithic, globally coupled problem (2.6) has a monolithic, global energy that is exactly conserved, (in the appropriate sense), (set \( v = u \) in (2.6)). The subdomain sub-problems (2.5) do not posses a subdomain energy which behaves similarly due to energy transfer back and forth across the interface \( I \).

Related domain decomposition methods have been developed for splitting a single heat equation across an interface selected for computational convenience. Dawson and Du [25] analyzed an overlapping method requiring a minimum subdomain overlap for a given mesh width. A weak formulation is defined on the overlapping strip, and the complementary
areas of the domain are discretized separately with a procedure to estimate the interface data. Blum, Lisky and Rannacher [9] study uncoupling strategies based on updating data on artificial boundaries of overlapping subdomains via an explicit formula, then solving the problem separately on each subdomain and defining the updated global approximation via an averaging process. Another approach is treating the interface data as a Lagrange multiplier. For an elliptic problem with similarities to (2.1)-(2.4), Burman and Hansbo [15] showed the addition of a penalty term on the interface in a mixed finite element Lagrangian formulation provides a stable, decoupled method with error control.

In this chapter, two first-order in time, non-overlapping uncoupling methods for (2.1)-(2.4) are presented: a partitioned method, and an implicit-explicit (IMEX) partitioned method. These two are compared to the standard monolithic, coupled implicit method. The main difference between the methods is the manner in which the interface term in (2.5) is advanced in time to give one step black box decoupling of the subdomain problems in $\Omega_1$ and $\Omega_2$.

### 2.1.2 A Motivating Problem: Atmosphere-Ocean Coupling

Models of atmosphere-ocean interactions often involve many physical processes across multiple space and time scales. An essential feature is the interaction of the flows across an interface $I$. Three-dimensional, highly optimized codes for each sub-problem’s physics and complex physical models make it highly desirable to be able to solve alternately atmosphere and ocean sub-problems by passing information across $I$. To simplify the problem to that core difficulty, consider advancing the coupled flow of one fluid across $I$ with fluid on the other side of $I$. Let, as a first step, the interface to be approximated by a rigid lid. Let $\Omega_1, \Omega_2$ be the two domains sharing the interface $I$ as a segment of their boundary, as in Figure 2.

Let $\tau$ be any tangent vector on the interface $I$ and $n_i$ the outward unit normal vectors of $\Omega_i$ on $I$. This leads to the problem for the velocity $u_i$, pressure $p_i$ and stress $\Pi_i$

\begin{align*}
    u_{i,t} + u_i \cdot \nabla u_i - \nu_i \Delta u_i + \nabla p_i &= f_i, \nabla \cdot u_i = 0 \quad \text{in } \Omega_i, \\
    u_i \cdot n_i &= 0 \quad \text{on } I, \\
    n_i \cdot \Pi_i \cdot \tau &= \kappa |u_i - u_j|(u_i - u_j) \cdot \tau, i, j = 1, 2, i \neq j \quad \text{on } I
\end{align*}

(2.7) (2.8)
with stress $\Pi_i \equiv \nu_i (\nabla u_i + (\nabla u_i)^T) - p_i I$ and suitable initial conditions and lateral boundary conditions on $\partial \Omega_i \setminus I$, $i = 1, 2$, and $\kappa \in \mathbb{R}$. The key difficulty, like (2.5),(2.6), is that, while the coupled, monolithic, kinetic energy is conserved, the kinetic energy in each subdomain can fluctuate due to energy transport back and forth across the interface $I$. Incorrect partitioning of the two subdomains can input nonphysical energy into the calculation.

One approach to such problems is to assemble the monolithic, coupled problem at each step. If the coupled problem is solved by preconditioned iterative methods, uncoupling can occur in the residual calculation and in the preconditioning step. See Bresch and Koko [12] for interesting results. Results are also available for decoupling the fluid-fluid problem using spectral methods, commonly employed in solving fluid problems with periodic boundary conditions (see [7, 46]). There are also problems where, e.g., highly optimized physical parameterizations of each subproblem are built into the subdomain codes. In such problems, the subdomain solvers are best viewed as black boxes when designing the time-stepping methods, as the view studied herein.

The remainder of this work is organized as follows: in Section 2.2, notation and mathematical time-stepping algorithms are described: an IMEX method which partitions the problem by lagging all the interface terms and a partitioned method based on passing interface values across $I$ at each timestep. Results regarding the stability and accuracy of the two partitioned algorithms are presented in Section 2.3. Convergence results for these methods are presented in Section 2.4. In Section 2.5, numerical experiments that support
the theoretical results and investigate computational issues are given.

2.2 NOTATION AND PRELIMINARIES

This section presents the two schemes for (2.1)-(2.4), and provides the necessary definitions and lemmas for their stability and convergence analysis. For $D \subset \Omega$, the Sobolev space $H^k(D) = W^{k,2}(D)$ is equipped with the usual norm $\| \cdot \|_{H^k(D)}$ and semi-norm $| \cdot |_{H^k(D)}$, for $1 \leq k < \infty$, e.g. Adams [1]. The $L^2$ norm is denoted by $\| \cdot \|_D$. For functions $v(x,t)$ defined for almost every $t \in (0,T)$ on a function space $V(D)$, we define the norms (1 $\leq p \leq \infty$)

$$
\| v \|_{L^\infty(0,T;V)} = \text{ess sup}_{0 < t < T} \| v(\cdot, t) \|_V \quad \text{and} \quad \| v \|_{L^p(0,T;V)} = \left( \int_0^T \| v \|_V^p dt \right)^{1/p}.
$$

The dual space of the Banach space $V$ is denoted $V'$.

Let the domain $\Omega \subset \mathbb{R}^d$ (typically $d = 2, 3$) have convex, polygonal subdomains $\Omega_i$ for $i = 1, 2$ with $\partial \Omega_1 \cap \partial \Omega_2 = \Omega_1 \cap \Omega_2 = I$. Let $\Gamma_i$ denote the portion of $\partial \Omega_i$ that is not on $I$, i.e. $\Gamma_i = \partial \Omega_i \setminus I$. For $i = 1, 2$, let $X_i = \{ v \in H^1(\Omega_i) : v|_{\Gamma_i} = g_i \}$, let $(\cdot, \cdot)_{\Omega_i}$ denote the standard $L^2$ inner product on $\Omega_i$, and let $(\cdot, \cdot)_{X_i}$ denote the standard $H^1$ inner product on $\Omega_i$. Define $X = X_1 \times X_2$ and $L^2(\Omega) = L^2(\Omega_1) \times L^2(\Omega_2)$ for $u, v \in X$ with $u = [u_1, u_2]^T$ and $v = [v_1, v_2]^T$, define the $L^2$ inner product

$$
(u, v) = \sum_{i=1,2} \int_{\Omega_i} u_i v_i \, dx,
$$

and $H^1$ inner product

$$
(u, v)_X = \sum_{i=1,2} \left( \int_{\Omega_i} u_i v_i \, dx + \int_{\Omega_i} \nabla u_i \cdot \nabla v_i \, dx \right),
$$

and the induced norms $\| v \| = (v, v)^{1/2}$ and $\| v \|_X = (v, v)_X^{1/2}$, respectively. The case where $g_i = 0, i = 1, 2$ will be considered here, and can be easily extended to the case of nonhomogeneous Dirichlet conditions on $\partial \Omega_i \setminus I$.

**Lemma 2.2.1.** $(X, \| \cdot \|_X)$ is a Hilbert space.
Proof. The choice of boundary conditions for $X_1$ and $X_2$ will ensure $X_i \subset H^1(\Omega_i), i = 1, 2$ are closed subspaces. Hence by the definitions of $(\cdot, \cdot)_X$ and $\|\cdot\|_X$, $(X, \|\cdot\|_X)$ is a Hilbert space.

2.2.1 Discrete Formulation

Let $T_i$ be a triangulation of $\Omega_i$ and $T_h = T_1 \cup T_2$. Take $X_{i,h} \subset X_i$ to be conforming finite element spaces for $i = 1, 2$, and define $X_h = X_{1,h} \times X_{2,h} \subset X$. It follows that $X_h \subset X$ is a Hilbert space with corresponding inner product and induced norm. For $u \in X$, define the operators $A, B : X \to (X)'$ via the Riesz Representation Theorem as

$$ (Au, v) = \sum_{i=1,2} \nu_i \int_{\Omega_i} \nabla u_i : \nabla v_i \, dx, \quad \forall v \in X \text{ and } \quad (Bu, v) = \kappa \int_I [u] [v] \, ds, \quad \forall v \in X. $$

The discrete operators $A_h, B_h : X_h \to (X_h)' = X_h$ are defined analogously by restricting (2.9) and (2.10) to $v_h \in X_h$. With this notation the coupled problem can be written

$$ \frac{\partial u}{\partial t} + Au + Bu = f, \quad u(x, 0) = u_0. $$

For $t_k \in [0, T]$, $u^k$ will denote the discrete approximation to $u(t_k)$.

2.2.1.1 Fully Implicit Scheme We use the fully implicit coupled scheme as a point of comparison with the two partitioned ones we study. The monolithic, globally coupled Backward Euler in time, FEM in space method is as follows. Given $u^n_1 \in X^n_1, u^n_2 \in X^n_2$ solve globally (for $i, j = 1, 2, i \neq j$) for $u^{n+1}_1 \in X^{n+1}_1, u^{n+1}_2 \in X^{n+1}_2$ satisfying

$$ \left( \frac{u^{n+1}_i - u^n_i}{\Delta t}, v_i \right)_{\Omega_i} + (\nu_i \nabla u^{n+1}_i, \nabla v_i)_{\Omega_i} + \int_I \kappa (u^{n+1}_i - u^{n+1}_j) v_i ds = (f^{n+1}_i, v_i)_{\Omega_i}, \quad \forall v_i \in X^n_i. $$

This standard first-order implicit scheme can be written as follows.
Algorithm 2.2.1 (Implicit Scheme). Let $\Delta t > 0$, $f \in L^2(\Omega)$. For each $M \in \mathbb{N}, M \leq \frac{T}{\Delta t}$, given $u^n \in X_h, n = 0, 1, 2, \ldots, M - 1$, find $u^{n+1} \in X_h$ satisfying
\[
\frac{u^{n+1} - u^n}{\Delta t} + A_h u^{n+1} + B_h u^{n+1} = f(t^{n+1}). \tag{2.13}
\]

The monolithic implicit scheme (2.13) is unconditionally stable. To see this, set $u = (u_1, u_2), \nu = (\nu_1, \nu_2)$ in $\Omega = (\Omega_1, \Omega_2)$. If (2.12) is summed it is obvious that the true solution’s energy is bounded (set $v = u$ below). Indeed, $u$ satisfies:
\[
\left( \frac{u^{n+1}_i - u^n_i}{\Delta t}, v \right) + (\nu \nabla u^{n+1}_i, \nabla v) + \int_I \kappa[u^{n+1}]v ds = (f, v), \tag{2.14}
\]
and setting $v = u^{n+1}$ one verifies stability of the monolithic method.

2.2.1.2 The Implicit-Explicit Partitioned Scheme The calculations in (2.12), (2.13) and (2.14) uncouple into subdomain solves if the $B_h$ term in (2.13) (the interface term) is lagged. This is equivalent to using an IMEX scheme in (2.11) and is a standard partitioned time stepping method. Passing $u^n_j$ across $I$, this reads: given $u^n_1 \in X^h_1, u^n_2 \in X^h_2$ (passed across $I$ as known data) solve on each subdomain (for $i, j = 1, 2, i \neq j$) for $u^{n+1}_1 \in X^h_1, u^{n+1}_2 \in X^h_2$
\[
\left( \frac{u^{n+1}_i - u^n_i}{\Delta t}, v_i \right)_{\Omega_i} + (\nu_i \nabla u^{n+1}_i, \nabla v_i)_{\Omega_i} + \int_I \kappa(u^n_i - u^n_j)v_i ds = (f_i, v_i)_{\Omega_i}. \tag{2.15}
\]

IMEX schemes have been commonly employed in a variety of applications, including incompressible fluid calculations, [2, 4, 39]. If the operators $A_h$ and $B_h$ defined above are simultaneously diagonalizable, one may rewrite the discrete equations using an eigenbasis common to $A_h$ and $B_h$ and derive a stability condition like
\[
|1 - \Delta t \mu_j| \leq |1 + \Delta t \lambda_j|, j = 1, 2, \ldots, N,
\]
where $N$ is the dimension of $X_h$ and $A_h$ and $B_h$ have eigenvalues $\{\lambda_j\}_{j=1}^N$ and $\{\mu_j\}_{j=1}^N$, respectively. Using the fact that the maximum eigenvalue of $B_h$ is order $h^{-1}$ when $X_h$ satisfies an inverse inequality, stability is then guaranteed under a timestep restriction $\Delta t \leq C h$. In the present context, $A_h$ and $B_h$ are not assumed to commute, and thus eigenmode stability results are not applicable. Some stability results for this (simplest) IMEX method have been proven in [2, 39].
In fluid-structure interaction (FSI) problems the analogous time stepping method has been observed to exhibit exponential energy growth, [16]. Burman and Fernández [14] have shown for a simplified FSI problem that a penalty term added to the interface operator provides stabilization, and first-order accuracy in time can be recovered using defect correction. In Theorem 2.4.2 we show that the partitioned method (2.15) is unconditionally stable (in the discretization parameters) for the global problem (under a condition on the coupling coefficient \( \kappa \) and viscosities \( \nu_i \)).

Algorithm 2.2.2 (First-order IMEX Scheme). Let \( \Delta t > 0, f \in L^2(\Omega) \). For each \( M \in \mathbb{N}, M \leq \frac{T}{\Delta t} \), given \( u^n \in X_h, n = 0, 1, 2, \ldots, M - 1 \), find \( u^{n+1} \in X_h \) satisfying

\[
\frac{u^{n+1} - u^n}{\Delta t} + A_h u^{n+1} + B_h u^n = f(t^{n+1}),
\]

(2.16)

or, in variational form,

\[
\left( \frac{u^{n+1} - u^n}{\Delta t}, v \right)_{\Omega_i} + (A_h u^{n+1}, v) + (B_h u^n, v) = (f(t^{n+1}), v), \quad \forall v \in X_h.
\]

(2.17)

Adapting a stability result in Section 2.3, it shall be shown in Theorem 2.4.1 that this method is stable provided

\[
\Delta t \leq C \min\{\nu_1, \nu_2\} \kappa^{-2}.
\]

2.2.1.3 A Data-Passing Partitioned Scheme The second partitioned method we study decouples by solving the problems on \( \Omega_i \) with interface data for \( u_j, i \neq j \) coming from the previous time step. Requiring each linear solve to incorporate the interface operator sacrifices flexibility in implementation in exchange for a more accurate and stable scheme (Sections 3,4), while still admitting an easy parallelization. This method is: given \( u^n_1 \in X^h_1, u^n_2 \in X^h_2 \) solve on each subdomain (for \( i, j = 1, 2, i \neq j \)) for \( u^{n+1}_i \in X^h_1, u^{n+1}_2 \in X^h_2 \)

\[
\left( \frac{u^{n+1}_i - u^n_i}{\Delta t}, v_i \right)_{\Omega_i} + (\nu_i \nabla u^{n+1}_i, \nabla v_i)_{\Omega_i} = \int_I \kappa (u^{n+1}_i - u^n_j) v_i ds = (f_i, v_i)_{\Omega_i}.
\]

(2.18)

Summing (2.18) over \( i = 1, 2 \) gives an equivalent form to (2.18).
Algorithm 2.2.3 (Partitioned Scheme). Let $\Delta t > 0$, $f \in L^2(\Omega)$. For each $M \in \mathbb{N}, M \leq \frac{T}{\Delta t}$, given $u^n \in X_h$, $n = 0, 1, 2, \ldots, M - 1$, find $u^{n+1} \in X_h$ satisfying

$$
\left( \frac{u_i^{n+1} - u_i^n}{\Delta t}, v_i \right) + \nu_i (\nabla u_i^{n+1}, \nabla v_i) + \kappa \int_I (u_i^{n+1} - u_j^n) v_i \, ds = (f_i(t^{n+1}), v_i), \quad i \neq j, \quad \forall v_i \in X_i,h.
$$

(2.19)

2.2.2 Analytical Tools

In this section results that will be utilized in the stability and convergence analysis are presented. It is necessary to work with norms induced by the operators $A$ and $B$, and relate these norms back to $\|\cdot\|$ and $\|\cdot\|_X$. The next lemma serves to introduce useful norms for the numerical analysis and prove equivalence with the $\|\cdot\|_X$-norm.

Lemma 2.2.2. Let $v = (v_1, v_2) \in X$ and $\delta \geq 0$. Then

$$
\|v\|_{A+\delta I} = \left\{ \sum_{i=1,2} \nu_i \int_{\Omega_i} |\nabla v_i|^2 \, dx + \delta \sum_{i=1,2} \int_{\Omega_i} |v_i|^2 \, dx \right\}^{1/2}
$$

(2.20)

defines a norm on $X$. Furthermore, there exists $C = C(d, \Omega_1, \Omega_2) > 0$ such that if $\delta \in \mathbb{R}^+$ satisfies

$$
\delta \geq C \kappa^2 \max\{\nu_1^{-1}, \nu_2^{-1}\},
$$

(2.21)

then it follows

$$
\|v\|_{A+\delta I-B} = \left\{ \sum_{i=1,2} \nu_i \int_{\Omega_i} |\nabla v_i|^2 \, dx + \delta \sum_{i=1,2} \int_{\Omega_i} |v_i|^2 \, dx - \kappa \int_I |v_1 - v_2|^2 \, ds \right\}^{1/2}
$$

defines a norm on $X$. The above norms are equivalent to $\|\cdot\|_X$. 
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Proof. The first assertion follows from noting the Poincaré–Friedrichs inequality holds on \(X_1\) and \(X_2\) under the boundary conditions, and thus that the norm is derived from an inner product on \(X\). Then equivalence to the norm \(\|\cdot\|_X\) is clear. It can also be shown that \(\|v\|_{A+\delta I-B}\) is derived from an inner product by defining

\[
(u, v)_{A+\delta I-B} = \sum_{i=1,2} \nu_i \int_{\Omega_i} \nabla u_i : \nabla v_i \, dx + \delta \sum_{i=1,2} \int_{\Omega_i} u_i \cdot v_i \, dx - \kappa \int_I (u_1 - u_2)(v_1 - v_2) \, ds.
\]

Linearity and symmetry are clear. It remains to prove definiteness and equivalence to \(\|\cdot\|_A\).

Note that

\[
\kappa \int_I |v_1 - v_2|^2 \, ds \leq \kappa \left\{ \|v_1\|_{L^2(I)}^2 + \frac{2\kappa^2}{\gamma_1} \|\nabla v_1\|_{L^2(\Omega_1)}^2 + \|v_2\|_{L^2(I)}^2 \right\}
\]

Application of the trace inequality [11] followed by Young’s inequality yields

\[
\kappa \int_I |v_1 - v_2|^2 \, ds \leq \kappa C(d, \Omega_1, \Omega_2) \left\{ \|v_1\|_{L^2(\Omega_1)} \|\nabla v_1\|_{L^2(\Omega_1)} + \|v_2\|_{L^2(\Omega_2)} \|\nabla v_2\|_{L^2(\Omega_2)} \right\}
\]

Choose \(\gamma_i = \frac{\nu_i}{\kappa C(d, \Omega_1, \Omega_2)}\) for \(i = 1, 2\) and \(\delta = \frac{\kappa^2 C(d, \Omega_1, \Omega_2)^2}{2} \max\{\nu_1^{-1}, \nu_2^{-1}\}\). Then

\[
\kappa \int_I |v_1 - v_2|^2 \, ds \leq \delta \|v_1\|_{L^2(\Omega_1)}^2 + \frac{\nu_1}{\gamma_1} \|\nabla v_1\|_{L^2(\Omega_1)}^2 + \delta \|v_2\|_{L^2(\Omega_2)}^2 + \frac{\nu_2}{2} \|\nabla v_2\|_{L^2(\Omega_2)}^2
\]

holds for this choice of \(\delta > 0\). This proves \((u, u)_{A+\delta I-B} = 0 \iff u = 0\) for any \(u \in X\), and hence \(\|\cdot\|_{A+\delta I-B}\) is a norm on \(X\). Last, to prove equivalence with \(\|\cdot\|_A\), note that

\[
\|v\|_{A+\delta I-B}^2 \leq \|v\|_A^2 = \sum_{i=1,2} \left\{ \delta \|v_i\|_{L^2(\Omega_i)}^2 + \nu_i \|\nabla v_i\|_{L^2(\Omega_i)}^2 \right\}
\]

\[
\leq \left\{ 1 + \delta \max \left\{ \frac{C_{PF}^2(\Omega_1)}{\nu_1}, \frac{C_{PF}^2(\Omega_2)}{\nu_2} \right\} \right\} \|v\|_A^2.
\]

holds by applying the Poincaré- Friedrichs inequality.
The following discrete Gronwall lemma from [36] will also be utilized in the subsequent analysis.

**Lemma 2.2.3.** Let $k$, $M$, and $a_\mu, b_\mu, c_\mu, \gamma_\mu$, for integers $\mu > 0$, be nonnegative numbers such that

$$a_n + k \sum_{\mu=0}^{n} b_\mu \leq k \sum_{\mu=0}^{n} \gamma_\mu a_\mu + k \sum_{\mu=0}^{n} c_\mu + M \text{ for } n \geq 0.$$  \hspace{1cm} (2.22)

Suppose that $k \gamma_\mu < 1$, for all $\mu$, and set $\sigma_\mu \equiv (1 - k \gamma_\mu)^{-1}$. Then,

$$a_n + k \sum_{\mu=0}^{n} b_\mu \leq \exp \left( k \sum_{\mu=0}^{n} \sigma_\mu \gamma_\mu \right) \left\{ k \sum_{\mu=0}^{n} c_\mu + M \right\} \text{ for } n \geq 0. \hspace{1cm} (2.23)$$

### 2.3 STABILITY

Stability of the approximations in Algorithm 2.2.2 and Algorithm 2.2.3 is established here.

**Lemma 2.3.1.** (IMEX Stability) Let $u^{n+1} \in X^h$ satisfy (2.17) for each $n \leq \frac{T}{\Delta t} - 1$, and $0 < \Delta t < (2\delta + 1)^{-1}$ for $\delta$ satisfying (2.21). Then $\exists C_1, C_2 > 0$ independent of $h, \Delta t$ such that $u^{n+1}$ satisfies:

$$\|u^{n+1}\|^2 + \Delta t \sum_{k=0}^{n+1} \|u^k\|_X^2 \leq C_1(\delta)e^{C_2(\delta)T} \left\{ \|u^0\|^2 + \Delta t\|u^0\|_X^2 + \Delta t \sum_{k=0}^{n} \|f(t^{k+1})\|^2 \right\}.$$  

**Proof.** Choose $v = u^{k+1}$ in (2.17). Then it follows:

$$\left( \frac{u^{k+1} - u^k}{\Delta t}, u^{k+1} \right) + (A_h u^{k+1}, u^{k+1}) + (B_h u^k, u^{k+1}) = (f(t^{k+1}), u^{k+1}).$$

Add $\delta(u^{k+1}, u^{k+1})$ to both sides and apply (2.20). Then apply Young’s inequality to bound below the term

$$\left( \frac{u^{k+1} - u^k}{\Delta t}, u^{k+1} \right) \geq \frac{1}{2\Delta t} \left( \|u^{k+1}\|^2 - \|u^k\|^2 \right),$$

resulting in

$$\frac{1}{2\Delta t} \left( \|u^{k+1}\|^2 - \|u^k\|^2 \right) + \|u^{k+1}\|^2_{A+\delta I} + (B_h u^k, u^{k+1}) \leq (f(t^{k+1}), u^{k+1}) + \delta\|u^{k+1}\|^2.$$
Now
\[(B_h u^k, u^{k+1}) \geq -\frac{1}{2} (B_h u^{k+1}, u^{k+1}) - \frac{1}{2} (B_h u^k, u^k).\]

Then split the term
\[\|u^{k+1}\|^2_{A+\delta I} = \frac{1}{2} \|u^{k+1}\|^2_{A+\delta I} + \frac{1}{2} \left( \|u^{k+1}\|^2_{A+\delta I} - \|u^k\|^2_{A+\delta I} \right) + \frac{1}{2} \|u^k\|^2_{A+\delta I}.\]

These results imply the new estimate
\[
\frac{1}{2\Delta t} \left( \|u^{k+1}\|^2 - \|u^0\|^2 \right) + \frac{1}{2} \|u^{k+1}\|^2_{A+\delta I-B} + \frac{1}{2} \left( \|u^{k+1}\|^2_{A+\delta I} - \|u^k\|^2_{A+\delta I} \right) + \frac{1}{2} \|u^k\|^2_{A+\delta I-B} 
\leq \left( f(t^{k+1}), u^{k+1} \right) + \delta \|u^{k+1}\|^2.
\]

Apply Hölder’s and Young’s inequality on the RHS. Summing over \( k = 0, 1, 2, \ldots, n \) yields
\[
\frac{1}{2\Delta t} \left( \|u^{n+1}\|^2 - \|u^0\|^2 \right) + \frac{1}{2} \left( \|u^{n+1}\|^2_{A+\delta I} - \|u^0\|^2_{A+\delta I} \right) 
+ \frac{1}{2} \sum_{k=0}^{n} \left\{ \|u^{k+1}\|^2_{A+\delta I-B} + \|u^k\|^2_{A+\delta I-B} \right\} 
\leq \frac{1}{2} \sum_{k=0}^{n} \|f(t^{k+1})\|^2 + \frac{2\delta + 1}{2} \sum_{k=0}^{n} \|u^{k+1}\|^2.
\]

Rearranging terms,
\[
\|u^{n+1}\|^2 + \Delta t \|u^{n+1}\|^2_{A+\delta I} + \Delta t \sum_{k=0}^{n} \left\{ \|u^{k+1}\|^2_{A+\delta I-B} + \|u^k\|^2_{A+\delta I-B} \right\} 
\leq \|u^0\|^2 + \Delta t \|u^0\|^2_{A+\delta I} + \Delta t \sum_{k=0}^{n} \|f(t^{k+1})\|^2 + \Delta t (2\delta + 1) \sum_{k=0}^{n} \|u^{k+1}\|^2.
\]

Taking \( \gamma_n \equiv 2\delta + 1 \) in Lemma 2.2.3, it follows that
\[
\|u^{n+1}\|^2 + \Delta t \|u^{n+1}\|^2_{A+\delta I} + \Delta t \sum_{k=0}^{n} \left\{ \|u^{k+1}\|^2_{A+\delta I-B} + \|u^k\|^2_{A+\delta I-B} \right\} 
\leq e^{C_2(\delta)T} \left\{ \|u^0\|^2 + \Delta t \|u^0\|^2_{A+\delta I} + \Delta t \sum_{k=0}^{n} \|f(t^{k+1})\|^2 \right\},
\]

where \( C_2(\delta) = (2\delta + 1)(1 - \Delta t (2\delta + 1)^{-1}) \). Applying Lemma 2.2.2 and simple inequalities determines \( C_1(\delta) \), and the final result.

Unlile the IMEX scheme, the data-passing partitioned algorithm is stable when \( \kappa \) is large compared to the dissipation constants \( \nu_1, \nu_2 \).
Lemma 2.3.2. (Data-Passing Partitioned Stability) Let $u^{n+1} \in X^h$ satisfy (2.19) for each $n \in \{0, 1, \ldots , \frac{T}{\Delta t} - 1\}$. Then $\exists C > 0$ independent of $h, \Delta t$ such that $u^{n+1}$ satisfies:

$$
\|u^{n+1}\|_2^2 + \Delta t \|u^{n+1}\|_2^2 + \Delta t \sum_{k=0}^{n+1} \|u^k\|_X^2 \leq C \left\{ \|u^0\|_2^2 + \Delta t \|u^0\|_2^2 + \Delta t \sum_{k=0}^{n} \|f(t^{k+1})\|_2^2 \right\}.
$$

Proof. Choose $v = u^{k+1}$ in (2.19). Then it follows:

$$(u^{k+1}_i - u^k_i, u^{k+1}_i)_{\Omega_i} + \nu_i \|\nabla u^{k+1}_i\|_{\Omega_i}^2 + \kappa \int_{\Gamma} (u^{k+1}_i - u^k_i) u^{k+1}_i ds = (f_i(t^{k+1}), u^{k+1}_i)_{\Omega_i}, \ i \neq j.$$

Rearrange terms and bound the LHS below as in Lemma 2.3.1,

$$
\frac{1}{2\Delta t} \left( \|u^{k+1}_i\|_{\Omega_i}^2 - \|u^k_i\|_{\Omega_i}^2 \right) + \nu_i \|\nabla u^{k+1}_i\|_{\Omega_i}^2 + \kappa \|u^{k+1}_i\|_I^2
$$

$$
= (f_i(t^{k+1}), u^{k+1}_i)_{\Omega_i} + \kappa \int_{\Gamma} u^k_i u^{k+1}_i ds
$$

$$
\leq C_{PF}(\Omega_i) \|f_i(t^{k+1})\|_{\Omega_i} \|\nabla u^{k+1}_i\|_{\Omega_i} + \kappa \|u^k_i\|_I \|u^{k+1}_i\|_I.
$$

Young’s inequality is applied next on the RHS. Summing over $i, j = 1, 2, i \neq j$ yields

$$
\frac{1}{2\Delta t} \left( \|u^{k+1}\|^2 - \|u^k\|^2 \right) + \frac{1}{2} \|u^{k+1}\|^2_A + \frac{\kappa}{2} \left( \|u^{k+1}\|^2_I - \|u^k\|^2_I \right)
$$

$$
\leq C(\nu_1^{-1}, \nu_2^{-1}) \|f(t^{k+1})\|^2.
$$

Multiply through by $2\Delta t$ and sum over $k = 0, 1, \ldots , n$:

$$
\|u^{n+1}\|^2 - \|u^0\|^2 + \Delta t \sum_{k=0}^{n} \|u^{k+1}\|^2_A + \kappa \Delta t \left( \|u^{n+1}\|^2_I - \|u^0\|^2_I \right)
$$

$$
\leq C(\nu_1^{-1}, \nu_2^{-1}) \Delta t \sum_{k=0}^{n} \|f(t^{k+1})\|^2.
$$

Add the initial data to the right hand side. Then applying Lemma 2.2.2 and simple inequalities yields the final result.

$\square$
2.4 CONVERGENCE

The necessary theoretical framework is in place to proceed to the convergence analysis for Algorithm 2.2.2 and Algorithm 2.2.3. Algorithm 2.2.1 is unconditionally stable and converges optimally in the same discrete energy norm of Theorem 2.4.1, the proof of which is straightforward.

**Theorem 2.4.1.** (Convergence of the IMEX scheme) Let $u(t; x) \in X$ for all $t \in (0, T)$ solve (2.1)–(2.4), such that $u_t \in L^2(0, T; X)$ and $u_{tt} \in L^2(0, T; L^2(\Omega))$. Then $\exists C_1, C_2 > 0$ independent of $h, \Delta t$ such that for any $n \in \{0, 1, 2, \cdots, M - 1 = \frac{T}{\Delta t} - 1\}$ and $0 < \Delta t < (2 + 2\delta)^{-1}$ with $\delta$ chosen according to (2.21), the solution $u^{n+1} \in X_h$ of (2.17) satisfies:

$$
\|u(t^{n+1}) - u^{n+1}\|^2 + \Delta t\|u(t^{n+1}) - u^{n+1}\|_X^2 + \frac{3\Delta t}{4} \sum_{k=0}^{n} \|u(t^{k+1}) - u^{k+1}\|_X^2 \\
\leq C_1(\delta)e^{C_2(\delta)T} \left\{\|u(0) - u^0\|^2 + \Delta t\|u(0) - u^0\|_X^2 + \Delta t^2\|u_t\|_{L^2(0, T; X)}^2 \\
+ \Delta t^2\|u_{tt}\|_{L^2(0, T; L^2(\Omega))}^2 \\
+ \inf_{v^0 \in X_h} \{\|u(0) - v^0\|^2 + \Delta t\|u(0) - v^0\|_X^2\} + \inf_{v \in X_h} \|(u(0) - v)_t\|^2 \\
+ T \max_{k=1, 2, \cdots, n+1} \inf_{v^k \in X_h} \|u(t^k) - v^k\|_X^2 \right\}.
$$

**Proof.** Restricting test functions to $X_h$, subtract (2.17) from (2.6) to get the error equation:

$$
\left( u_t(t^{k+1}) - \frac{u^{k+1} - u^k}{\Delta t}, v \right) + (A(u(t^{k+1}) - u^{k+1}), v) + (B(u(t^{k+1}) - u^k), v) = 0.
$$

Define $r^{k+1} = u_t(t^{k+1}) - \frac{u^{k+1} - u^k}{\Delta t}$ and rearrange terms.

$$
(r^{k+1}, v) + \left( \frac{u(t^{k+1}) - u^{k+1}}{\Delta t} - \frac{u(t^k) - u^k}{\Delta t}, v \right) + (A(u(t^{k+1}) - u^{k+1}), v) \\
+ (B(u(t^{k+1}) - u^k), v) = 0, \forall v \in X_h.
$$

(2.24)
Define for each \( k = 0, 1, 2, \cdots \) the functions \((u(t^k) - v^k) + (v^k - u^k) = \eta^k + \phi^k\), where \( v^k \in X_h \) is arbitrary. Then by adding and subtracting \( v^k \) where appropriate, (2.24) may be rewritten as

\[
\frac{1}{\Delta t} \left( \phi^{k+1} - \phi^k, v \right) + (A\phi^{k+1}, v) + (B(u(t^{k+1}) - u^k), v) = -\frac{1}{\Delta t} \left( \eta^{k+1} - \eta^k, v \right) - (r^{k+1}, v) - (A\eta^{k+1}, v), \forall v \in X_h. \tag{2.25}
\]

To treat the \( B \)-term, only first-order accuracy in time need be maintained, so adding and subtracting \( B\phi^k \), it follows

\[Bu(t^{k+1}) - Bu^k = B(u(t^{k+1}) - u(t^k)) + B\eta^k + B\phi^k.\]

Hence by choosing \( v = \phi^{k+1} \), (2.25) becomes

\[
\frac{1}{\Delta t} \left( \phi^{k+1} - \phi^k, \phi^{k+1} \right) + \|\phi^{k+1}\|_A^2 + (B\phi^k, \phi^{k+1})
\]
\[= -\frac{1}{\Delta t} \left( \eta^{k+1} - \eta^k, \phi^{k+1} \right) - (r^{k+1}, \phi^{k+1}) - (A\eta^{k+1}, \phi^{k+1})
\]
\[= (B\eta^k, \phi^{k+1}) - (B(u(t^{k+1}) - u(t^k)), \phi^{k+1}).\]

The first term on the LHS is bounded below as in the proof of Lemma 2.3.1. Add \( \delta \|\phi^{k+1}\|^2 \) to both sides, and apply \( \|\phi^{k+1}\|_A^2 + \delta \|\phi^{k+1}\|^2 = \|\phi^{k+1}\|_{A+\delta I}^2 \). This results in a new bound

\[
\frac{1}{2\Delta t} \left( \|\phi^{k+1}\|^2 - \|\phi^k\|^2 \right) + \|\phi^{k+1}\|_{A+\delta I}^2 + (B\phi^k, \phi^{k+1})
\]
\[\leq -\frac{1}{\Delta t} \left( \eta^{k+1} - \eta^k, \phi^{k+1} \right) - (r^{k+1}, \phi^{k+1}) - (A\eta^{k+1}, \phi^{k+1})
\]
\[= (B\eta^k, \phi^{k+1}) - (B(u(t^{k+1}) - u(t^k)), \phi^{k+1}) + \delta \|\phi^{k+1}\|^2. \tag{2.26}
\]

The error terms involving the operator \( B \) must be absorbed into the \( A + \delta I \) norms. First split \( \|\phi^{k+1}\|_{A+\delta I}^2 = \frac{1}{2} \|\phi^{k+1}\|_{A+\delta I}^2 + \frac{1}{2} \left( \|\phi^{k+1}\|_{A+\delta I}^2 - \|\phi^k\|_{A+\delta I}^2 \right) + \frac{1}{2} \|\phi^k\|_{A+\delta I}^2 \). Then bound
below \((B\phi^k, \phi^{k+1}) \geq -\frac{1}{2} (B\phi^{k+1}, \phi^{k+1}) - \frac{1}{2} (B\phi^k, \phi^k)\), so from (2.26) after multiplying through by 2 comes the bound
\[
\frac{1}{\Delta t} (\|\phi^{k+1}\|^2 - \|\phi^k\|^2) + \|\phi^{k+1}\|^2_{A+\delta I-B} + \|\phi^k\|^2_{A+\delta I-B} + (\|\phi^{k+1}\|^2_{A+\delta I} - \|\phi^k\|^2_{A+\delta I}) \leq -\frac{2}{\Delta t} (\eta^{k+1} - \eta^k, \phi^{k+1}) - 2 (r^{k+1}, \phi^{k+1}) - 2 (A\eta^{k+1}, \phi^{k+1}) - 2 (B\eta^k, \phi^{k+1}) - 2 (B(u(t^{k+1}) - u(t^{k})), \phi^{k+1}) + 2\delta \|\phi^{k+1}\|^2. \tag{2.27}
\]

The right hand side of (2.27) must be bounded in a suitable way. The first two terms require only Hölder’s and Young’s inequalities to bound as
\[
-\frac{2}{\Delta t} (\eta^{k+1} - \eta^k, \phi^{k+1}) - 2 (r^{k+1}, \phi^{k+1}) \leq \left\| \frac{\eta^{k+1} - \eta^k}{\Delta t} \right\|^2 + \|r^{k+1}\|^2 + 2\|\phi^{k+1}\|^2. \tag{2.28}
\]
The remaining three terms in (2.27) require special treatment. Using (2.9), apply Hölder’s inequality to derive the first of the necessary bounds,
\[
-2 (A\eta^{k+1}, \phi^{k+1}) = -2 \sum_{i=1,2} \nu_i \int_{\Omega_i} \nabla \eta^{k+1}_i \cdot \nabla \phi^{k+1}_{h,i} \, dx \\
\leq \sum_{i=1,2} \nu_i \left\{ \int_{\Omega_i} |\nabla \eta^{k+1}_i|^2 \, dx \right\}^{1/2} \left\{ \int_{\Omega_i} |\nabla \phi^{k+1}_{h,i}|^2 \, dx \right\}^{1/2} \\
\leq C(\nu_1, \nu_2) \|\eta^{k+1}\|_X \|\phi^{k+1}\|_X.
\]

Applying Lemma 2.2.2, note that \(\|\phi^{k+1}\|_X \leq C \|\phi^{k+1}\|_{A+\delta I-B}\). Then use Young’s inequality to get the bound
\[
-2 (A\eta^{k+1}, \phi^{k+1}) \leq C \|\eta^{k+1}\|_X \|\phi^{k+1}\|_{A+\delta I-B} \leq C \|\eta^{k+1}\|^2_X + \frac{1}{12} \|\phi^{k+1}\|^2_{A+\delta I-B}. \tag{2.29}
\]
The two remaining terms in (2.27) requiring bounds are treated in the same way. In general, for \(\phi = (\phi_1, \phi_2) \in X\) and \(\psi = (\psi_1, \psi_2) \in X_h\), bound the term \(-2 (B\phi, \psi)\) as follows. Note that, by (2.10),
\[
-2 (B\phi, \psi) = \kappa \int_I (\phi_1 - \phi_2)(\psi_1 - \psi_2) \, ds \leq \kappa \left\{ \int_I |\phi_1 - \phi_2|^2 \, ds \right\}^{1/2} \left\{ \int_I |\psi_1 - \psi_2|^2 \, ds \right\}^{1/2}.
\]
From the proof of Lemma 2.2.2 it is clear these two last terms can be bounded above in the norm $\| \cdot \|_X$. Furthermore, Lemma 2.2.2 also implies

$$-2(B\phi, \psi) \leq C(\kappa, \Omega_1, \Omega_2) \|\phi\|_X \|\psi\|_X \leq C \|\phi\|_X \|\psi\|_{A+\delta I - B}$$

(2.30)

Hence by taking $\psi = \phi^{k+1}$ and either $\phi = u(t^{k+1}) - u(t^k)$ or $\phi = \eta^k$ in (2.30) provides the needed bounds for (2.27). Combine results (2.28)–(2.30) to derive the new bound from (2.27) given by

$$\frac{1}{\Delta t} \left( \|\phi^{k+1}\|_X^2 - \|\phi^k\|_X^2 \right) + \|\phi^{k+1}\|_{A+\delta I - B}^2 + \|\phi^k\|_{A+\delta I - B}^2$$

$$+ \left( \|\phi^{k+1}\|_{A+\delta I}^2 - \|\phi^k\|_{A+\delta I}^2 \right) \leq \left\| \eta^{k+1} - \eta^k \right\|_X^2 + \|r^{k+1}\|_X^2$$

(2.31)

$$+ 2(1 + \delta) \|\phi^{k+1}\|_X^2 + C \|\eta^{k+1}\|_X^2 + C \|u(t^{k+1}) - u(t^k)\|_X^2 + C \eta^k$$

$$+ C \|\eta^k\|_{A+\delta I - B}^2.$$  

Now the last term on the RHS of (2.31) is subsumed. After multiplying through by $\Delta t$ and summing over $k = 0, 1, 2, \cdots, n$ it follows

$$\|\phi_n^{n+1}\|_X^2 + \Delta t \sum_{k=0}^n \|\phi_n^{k+1}\|_{A+\delta I - B}^2 + \Delta t \sum_{k=0}^n \|\phi_n^k\|_{A+\delta I - B}^2$$

$$\leq \|\phi_n^0\|_X^2 + \Delta t \sum_{k=0}^n \|\phi_n^0\|_{A+\delta I}^2 + \Delta t \sum_{k=0}^n \left\{ \left\| \eta^{k+1} - \eta^k \right\|_X^2 + \|r^{k+1}\|_X^2 \right\}$$

$$+ 2(1 + \delta) \Delta t \sum_{k=0}^n \|\phi^{k+1}\|_X^2 + C \Delta t \sum_{k=0}^n \left\{ \left\| \eta^{k+1}\right\|_X^2 + \left\|u(t^{k+1}) - u(t^k)\right\|_X^2 + \left\| \eta^k\right\|_X^2 \right\}.$$  

(2.32)

The discrete Gronwall lemma may be applied to (2.32). Then combining repeated terms in the sums, a simplified bound follows:

$$\|\phi_n^{n+1}\|_X^2 + \Delta t \sum_{k=0}^n \|\phi_n^{k+1}\|_{A+\delta I - B}^2 + \Delta t \sum_{k=0}^n \|\phi_n^k\|_{A+\delta I - B}^2$$

$$\leq e^{C_2(\delta)T} \left\{ \|\phi_n^0\|_X^2 + \Delta t \sum_{k=0}^n \|\phi_n^0\|_{A+\delta I}^2 + C \Delta t \sum_{k=0}^n \|\eta^k\|_X^2 \right\}$$

(2.33)

$$+ \Delta t \sum_{k=0}^n \left\{ \left\| \eta^{k+1} - \eta^k \right\|_X^2 + \|r^{k+1}\|_X^2 + C \|u(t^{k+1}) - u(t^k)\|_X^2 \right\}.$$  
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with $C_2(\delta) = 2(1 + \delta)(1 - 2\Delta t(1 + \delta))^{-1}$. Bounds for the last three terms in (2.33) can be derived using well known arguments [45, 69]. Indeed, the following inequalities hold:

$$\Delta t \sum_{k=0}^{n} \left| \frac{\eta_{k+1} - \eta_k}{\Delta t} \right|^2 \leq \int_0^{\eta_{1}} \| \eta_t \|^2 \, dt \leq \| \eta_t \|_{L^2(0,T;L^2(\Omega))}^2$$

$$(2.34)$$

$$\Delta t \sum_{k=0}^{n} \| u(t^{k+1}) - u(t^k) \|^2 \leq \Delta t^2 \int_0^{\eta_{1}} \| u_t \|^2 \, dt \leq \Delta t^2 \| u_t \|_{L^2(0,T;L^2(\Omega))}^2$$

Apply the triangle inequality to $\| \phi_h^{n+1} \|^2 + \Delta t \| \phi_h^{n+1} \|_{A+\delta I}^2$. Recall $\eta^k = u(t^k) - v^k$ with $v^k \in X_h$ arbitrarily chosen, so take the infimum over $v^k \in X_h$ on the RHS. Combined with the inequalities in (2.34) it follows

$$\| \phi_h^{n+1} \|^2 + \Delta t \| \phi_h^{n+1} \|_{A+\delta I}^2 + \frac{3\Delta t}{4} \sum_{k=0}^{n} \| \phi^k \|_{A+\delta I-B}^2$$

$$\leq C_1^* e^{C_2(\delta)T} \left\{ \| u(0) - u_0 \|^2 + \Delta t \| u(0) - u_0 \|_{A+\delta I}^2 \right. \right.$$  

$$+ \inf_{\nu_0^h \in X_h} \left\{ \| \nu_0^h \|^2 + \Delta t \| \phi_0^h \|_{A+\delta I}^2 \right. \right.$$  

$$+ \inf_{v^k \in X_h} \| \eta^k \|^2_X + \inf_{v \in X_h} \| \eta_t \|^2_{L^2(0,T;L^2(\Omega))}$$

$$+ \Delta t^2 \left( \| u_t \|^2_{L^2(0,T;L^2(\Omega))} + \| u_{tt} \|^2_{L^2(0,T;L^2(\Omega))} \right) \left\} \right.$$

$$(2.35)$$

Lemma 2.2.2 can now be applied to replace all norms of type $\| \cdot \|_{A+\delta I-B}$ and $\| \cdot \|_{A+\delta I}$ with the norm $\| \cdot \|_X$. Bound above $\Delta t \inf_{v^k \in X_h} \sum_{k=0}^{n} \| \eta^k \|^2_X \leq T \max_{k=0,2,\ldots,n+1} \inf_{v^k \in X_h} \| \eta^k \|^2_X$. One more application of the triangle inequality and rearranging constants yields the final result.

$$\Box$$

In Algorithm 2.2.2 no time-step restriction is needed if $\kappa \leq \gamma \min \{ \nu_1, \nu_2 \}$, for some positive constant $\gamma = \gamma(\Omega_1, \Omega_2)$. The case of larger $\kappa$ is less clear. For large $\kappa$ the analysis indicates that convergence will require $\Delta t \leq O\left( \frac{\min \{ \nu_1, \nu_2 \}}{\kappa^2} \right)$ and the error might grow as fast as $e^{\kappa^2}$, so that computations for $\kappa >> 1$ may require very small meshes and large numbers of time steps unless $\min \{ \nu_1, \nu_2 \} >> \kappa$. 
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The proof of convergence for Algorithm 2.2.3 is technically simpler, and shows optimal convergence in \( L^2(0, T; \mathcal{H}^1) \) with no time step restriction. \( \kappa \) should have only a small effect on error for the implicit method, while error of the partitioned method may increase proportional to \( \kappa \), Theorem 2.4.2 next.

**Theorem 2.4.2.** (Convergence of the data-passing partitioned scheme)

Let \( u(t; x) \in X \) for all \( t \in (0, T) \) solve (2.1)–(2.4), such that \( u_t \in L^2(0, T; \mathcal{H}^1) \) and \( u_{tt} \in L^2(0, T; L^2(\Omega)) \). Then \( \exists C > 0 \) independent of \( h, \Delta t \) such that for any \( n \leq M - 1 \), the solution \( u^{n+1} \in X_h \) of (2.19) satisfies:

\[
\|u(t^{n+1}) - u^{n+1}\|^2 + \kappa \Delta t \|u(t^{n+1}) - u^{n+1}\|^2 + \Delta t \sum_{k=0}^{n} \|u(t^{k+1}) - u^{k+1}\|_X^2 \leq C \left\{ \|u(0) - u^0\|^2 + \kappa \Delta t \|u(0) - u^0\|^2 \|u_t\|_{L^2(0,T;X)}^2 + \Delta t \|u_{tt}\|_{L^2(0,T;L^2(\Omega))}^2 \right. \\
+ \left. \inf_{v^0 \in X_h} \{ \|u(0) - v^0\|^2 + \Delta t \|u(0) - v^0\|_X^2 \} + \inf_{v \in X_h} \|(u(0) - v)\|_X^2 \right. \\
+ \left. T \max_{k=1,2,\ldots,n+1} \inf_{v^k \in X_h} \|u(t^k) - v^k\|_X^2 \}.
\]

**Proof.** Restricting test functions to \( X_h \), subtract (2.19) from (2.6), to get the error equation:

\[
(u(t^{k+1}) - \frac{u^{k+1} - u^k}{\Delta t}, v) + (A(u(t^{k+1}) - u^{k+1}), v) + \kappa \int_I [u(t^{k+1})][v] \, ds \\
- \kappa \int_I (u_1^{k+1} - u_2^k) v_1 \, ds - \kappa \int_I (u_2^{k+1} - u_1^k) v_2 \, ds = 0.
\]

Define \( r^{k+1} = u(t^{k+1}) - \frac{u(t^{k+1}) - u(t^k)}{\Delta t} \) and rearrange terms.

\[
(r^{k+1}, v) + \left( \frac{u(t^{k+1}) - u^{k+1}}{\Delta t} - \frac{u(t^k) - u^k}{\Delta t}, v \right) + (A(u(t^{k+1}) - u^{k+1}), v) + \kappa \int_I [u(t^{k+1})][v] \, ds \\
- \kappa \int_I (u_1^{k+1} - u_2^k) v_1 \, ds - \kappa \int_I (u_2^{k+1} - u_1^k) v_2 \, ds = 0, \forall v \in X_h.
\]
Define for each $k = 0, 1, 2, \cdots$ the functions $(u(t^k) - v^k) + (v^k - u^k) = \eta^k + \phi^k$, where $v^k \in X_h$ is arbitrary. Then by adding and subtracting $v^k$ where appropriate,

$$\frac{1}{\Delta t} (\phi^{k+1} - \phi^k, v) + (A\phi^{k+1}, v) + \kappa \int_I [u(t^{k+1})][v] \, ds$$

$$- \kappa \int_I (u_1^{k+1} - u_2^k)v_1 \, ds - \kappa \int_I (u_2^{k+1} - u_1^k)v_2 \, ds$$

$$= -\frac{1}{\Delta t} (\eta^{k+1} - \eta^k, v) - (r^{k+1}, v) - (A\eta^{k+1}, v), \forall v \in X_h. \tag{2.36}$$

Choosing $v = \phi^{k+1}$, (2.36) becomes

$$\frac{1}{\Delta t} (\phi^{k+1} - \phi^k, \phi^{k+1}) + \|\phi^{k+1}\|^2_A + \kappa \int_I [u(t^{k+1})][\phi^{k+1}] \, ds$$

$$- \kappa \int_I (u_1^{k+1} - u_2^k)\phi_1^{k+1} \, ds - \kappa \int_I (u_2^{k+1} - u_1^k)\phi_2^{k+1} \, ds$$

$$= -\frac{1}{\Delta t} (\eta^{k+1} - \eta^k, \phi^{k+1}) - (r^{k+1}, \phi^{k+1}) - (A\eta^{k+1}, \phi^{k+1}).$$

The first term on the LHS is bounded below as in the proof of Lemma 2.3.1, yielding the new bound

$$\frac{1}{2\Delta t} (\|\phi^{k+1}\|^2 - \|\phi^k\|^2) + \|\phi^{k+1}\|^2_A + \kappa \int_I [u(t^{k+1})][\phi^{k+1}] \, ds$$

$$- \kappa \int_I (u_1^{k+1} - u_2^k)\phi_1^{k+1} \, ds - \kappa \int_I (u_2^{k+1} - u_1^k)\phi_2^{k+1} \, ds$$

$$\leq -\frac{1}{\Delta t} (\eta^{k+1} - \eta^k, \phi^{k+1}) - (r^{k+1}, \phi^{k+1}) - (A\eta^{k+1}, \phi^{k+1}). \tag{2.37}$$

The interface terms must be handled in a useful way. Algebraically rearranging terms, adding and subtracting $u_1(t^k), u_2(t^k)$ to retain first order accuracy in time it follows

$$\kappa \int_I [u(t^{k+1})][\phi^{k+1}] \, ds - \kappa \int_I (u_1^{k+1} - u_2^k)\phi_1^{k+1} \, ds - \kappa \int_I (u_2^{k+1} - u_1^k)\phi_2^{k+1} \, ds$$

$$= \kappa \int_I (u(t^{k+1}) - u^k) \cdot \phi^{k+1} \, ds - \kappa \int_I (u_2(t^{k+1}) - u_2(t^k))\phi_1^{k+1} \, ds$$

$$- \kappa \int_I (u_1(t^{k+1}) - u_1(t^k))\phi_2^{k+1} \, ds - \kappa \int_I (u_2(t^k) - u_2^k)\phi_1^{k+1} \, ds - \kappa \int_I (u_1(t^k) - u_1^k)\phi_2^{k+1} \, ds. \tag{2.38}$$
Now expand (2.38) by substituting $\mathbf{u}(t^j) - \mathbf{u}^j = \eta^j + \phi^j$ where $j = k, k + 1$,

$$
\kappa \int_I [\mathbf{u}(t^{k+1})][\phi^{k+1}] ds - \kappa \int_I (u_1^{k+1} - u_2^k)\phi_1^{k+1} ds - \kappa \int_I (u_2^{k+1} - u_1^k)\phi_2^{k+1} ds
$$

$$
= \kappa \|\phi^{k+1}\|^2_I + \kappa \int_I \eta^{k+1} \cdot \phi^{k+1} ds - \kappa \int_I (u_2(t^{k+1}) - u_2(t^k))\phi_1^{k+1} ds
$$

$$
- \kappa \int_I (u_1(t^{k+1}) - u_1(t^k))\phi_2^{k+1} ds - \kappa \int_I \eta_2^k \phi_1^{k+1} ds - \kappa \int_I \phi_2^{k+1} ds
$$

(2.39)

Substitution of (2.39) into (2.37) provides a more useful expression to bound $\phi^{k+1}$. After rearranging terms,

$$
\frac{1}{2\Delta t}(\|\phi^{k+1}\|^2 - \|\phi^k\|^2) + \|\phi^{k+1}\|^2_A + \kappa \|\phi^{k+1}\|^2_I \leq -\frac{1}{\Delta t} (\eta^{k+1} - \eta^k, \phi^{k+1})
$$

$$
- \mathbf{u}^{k+1} + \mathbf{u}^k - (A\eta^{k+1}, \phi^{k+1}) - \kappa \int_I \eta^{k+1} \cdot \phi^{k+1} ds
$$

$$
+ \kappa \int_I (u_1(t^{k+1}) - u_1(t^k))\phi_2^{k+1} ds + \kappa \int_I (u_2(t^{k+1}) - u_2(t^k))\phi_1^{k+1} ds
$$

$$
+ \kappa \int_I \eta_2^k \phi_1^{k+1} ds + \kappa \int_I \phi_2^{k+1} ds + \kappa \int_I \eta_1^k \phi_2^{k+1} ds + \kappa \int_I \phi_1^{k+1} ds.
$$

(2.40)

The right hand side of (2.40) must be bounded in a suitable way. The first three terms are the same as in (2.28) and are treated the same way. In fact most of the remaining proof is similar to that of Theorem 2.4.1, apart from properly bounding the interface terms. All but two of these terms contain some factor known to be $O(h)$ or $O(\Delta t)$, so Young’s inequality is applied:

$$
\kappa \int_I (u_i(t^{k+1}) - u_i(t^k))\phi_j^{k+1} ds \leq \kappa \|u_i(t^{k+1}) - u_i(t^k)\|_I \|\phi_j^{k+1}\|_I
$$

$$
\leq C(\Omega_j, \nu_j, \kappa)\|u_i(t^{k+1}) - u_i(t^k)\|_I (\nu_j^{1/2} \|
abla \phi_j^{k+1}\|_{\Omega_j})
$$

$$
\leq C(\Omega_j, \nu_j, \kappa^2, \epsilon)\|u_i(t^{k+1}) - u_i(t^k)\|^2 + \frac{\epsilon}{2} \nu_j \|
abla \phi_j^{k+1}\|^2_{\Omega_j}
$$

$$
\kappa \int_I \eta_i^{k+1} \phi_j^{k+1} ds \leq \kappa \|\eta_i^{k+1}\|_I \|\phi_j^{k+1}\|_I \leq C(\Omega_j, \nu_j, \kappa)\|\eta_i^{k+1}\|_I (\nu_j^{1/2} \|
abla \phi_j^{k+1}\|_{\Omega_j})
$$

$$
\leq C(\Omega_j, \nu_j, \kappa^2, \epsilon)\|\eta_i^{k+1}\|^2_I + \frac{\epsilon}{2} \nu_j \|
abla \phi_j^{k+1}\|^2_{\Omega_j},
$$
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where $\epsilon$ is chosen small enough so that all terms occurring on the RHS of (2.40) of the form 
$\frac{\epsilon}{2} \nu_j \| \nabla \phi_j^{k+1} \|^2_{\Omega_j}$ may be added so as not to exceed $\frac{1}{2} \| \phi^{k+1} \|^2_A$. This leaves only two interface terms to bound. Applying Hölder’s and Young’s inequalities to these, the bounds

$$\kappa \int_I \phi_1^k \phi_2^{k+1} \, ds + \kappa \int_I \phi_2^k \phi_1^{k+1} \, ds \leq \frac{1}{2} \| \phi^{k+1} \|^2_I + \frac{1}{2} \| \phi^k \|^2_I,$$

are applied and subtract both of these terms to the LHS of (2.40) to get the new expression

$$\frac{1}{2 \Delta t} (\| \phi^{k+1} \|^2 - \| \phi^k \|^2) + \frac{1}{2} \| \phi^{k+1} \|^2_A + \frac{\kappa}{2} (\| \phi^{k+1} \|^2_I - \| \phi^k \|^2_I)$$

$$\leq C \left\{ \frac{\| \eta^{k+1} - \eta^k \|^2}{\Delta t} + \| r^{k+1} \|^2 + \| \nabla \eta^{k+1} \|^2 + \| \eta^{k+1} \|^2_I + \| \eta^k \|^2_I \right\}$$

(2.41)

Multiply through (2.41) by $2 \Delta t$ and sum over $k = 0, 1, \ldots, n$ to derive a bound of the form

$$\| \phi^{n+1} \|^2 + \kappa \Delta t \| \phi^{n+1} \|^2_I + \Delta t \sum_{k=0}^{n} \| \phi^{k+1} \|^2_A$$

$$\leq \| \phi^0 \|^2 + \kappa \Delta t \| \phi^0 \|^2_I + C \Delta t \sum_{k=0}^{n} \left\{ \frac{\| \eta^{k+1} - \eta^k \|^2}{\Delta t} + \| r^{k+1} \|^2 + \| \nabla \eta^{k+1} \|^2 + \| \eta^{k+1} \|^2_I + \| \eta^k \|^2_I \right\}$$

(2.42)

As an application of the Trace Theorem, note that

$$\| u(t^{k+1}) - u(t^k) \|^2_I \leq C \| u(t^{k+1}) - u(t^k) \|^2_X$$

$$\| \eta^k \|^2_I \leq C \| \eta^k \|^2_X.$$

The rest of the proof follows as for Theorem 2.4.1. The norm $\| \cdot \|_A$ is replaced with $\| \cdot \|_X$ after applying Lemma 2.2.2 with $\delta = 0$. Application of the bounds (2.34) and the triangle inequality finishes the proof.

\[\Box\]
Corollary 2.4.1. Let \( X_h \subset X \) be a finite element space corresponding to continuous piecewise polynomials of degree \( k \). If \( u(\cdot, t) \) is a solution of (2.1)–(2.4) satisfying the assumptions of Theorem 2.4.1, (respectively Theorem 2.4.2) and \( u^0 \) approximates \( u(\cdot, 0) \) such that

\[
\| u(\cdot, 0) - u^0 \| = O(h^q),
\]

then the corresponding approximations (2.17) and (2.19) converge at the rate \( O(\Delta t + h^q) \) in the norm

\[
\left\{ \Delta t \sum_{k=0}^{M} \| u(t^k) - u^k \|^2_X \right\}^{1/2}.
\]

Proof. Applying the results of the respective theorems this follows from finite element analysis, (e.g. [45, 69]). Indeed, the result follows from applying the following interpolation error estimates for \( \phi \in X \).

\[
\inf_{v \in X_h} \| \phi - v \| \leq C h^{k+1} \| \phi \|_{W^{k+1}(\Omega)}
\]

\[
\inf_{v \in X_h} \| \phi - v \|_X \leq C h^k \| \phi \|_{W^{k+1}(\Omega)}
\]

\[
\inf_{v \in X_h} \| (\phi - v)_t \| \leq C h^{k+1} \| \phi_t \|_{W^{k+1}(\Omega)}.
\]

\[\square\]

2.5 COMPUTATIONAL TESTING

This section investigates the two methods of uncoupling the subdomain problems given in Algorithms 2.2.2 and 2.2.3, the IMEX approach (2.17) and the data passing partitioned approach (2.19). We also solve the fully coupled, monolithic problem (2.13) and use its solution as a baseline for comparison. In Section 2.5.1, the predicted rates of convergence are verified for the two (plus fully implicit) methods on two problems. In Section 2.5.2, computational issues related to dependence of the methods stability and accuracy on the parameters \( \kappa, \nu_1, \) and \( \nu_2 \) are studied. In Section 2.5.3, a brief discussion and a numerical example of a second-order IMEX scheme is presented.
2.5.1 Convergence Rate Verification

Assume $\Omega_1 = [0, 1] \times [0, 1]$ and $\Omega_2 = [0, 1] \times [-1, 0]$, so $I$ is the portion of the $x$-axis from 0 to 1. Then $\mathbf{n}_1 = [0, -1]^T$ and $\mathbf{n}_2 = [0, 1]^T$. For $a, \nu_1, \nu_2$, and $\kappa$ all arbitrary positive constants, the right hand side function $f$ is chosen to ensure that

\[
\begin{align*}
    u_1(t, x, y) &= ax(1-x)(1-y)e^{-t} \\
    u_2(t, x, y) &= ax(1-x)(c_1 + c_2y + c_3y^2)e^{-t}.
\end{align*}
\]

The constants $c_1, c_2, c_3$ are determined from the interface conditions (2.2) and the boundary conditions for $u_2$. One may verify that with the following choices for $c_1, c_2, c_3, u_1$ and $u_2$ will satisfy (2.1)–(2.4) with $g_1 = g_2 = 0$, i.e. when $x \in \{0, 1\}$ or $y \in \{-1, 1\}$:

\[
c_1 = 1 + \frac{\nu_1}{\kappa}, \quad c_2 = \frac{-\nu_1}{\nu_2}, \quad c_3 = c_2 - c_1.
\]

The numerical analysis performed in Section 2.4 indicates that by choosing $\kappa$ to be no larger than $\nu_1, \nu_2$ the IMEX scheme should perform as well as the implicit scheme. Computational results comparing the performance of the two methods are listed for two test problems:

- Test Problem 1: $a = \nu_1 = \nu_2 = \kappa = 1$.
- Test Problem 2: $a = 4, \nu_1 = 5, \nu_2 = 10, \kappa = 1/4$.

A plot of the approximation computed by the implicit method at $T = 1$ for test problem 1 is given in Figure 2.5.1.

For both problems, computations were performed using the implicit, partition, and IMEX schemes with finite element spaces consisting of continuous piece-wise polynomials of degree 1. While the analysis does not require the meshes on $\Omega_1$ and $\Omega_2$ to match on the interface $I$, the meshes used for tests herein are chosen to match on $I$. The code was implemented using the software package FreeFEM++ [35]. By choosing $\Delta t = h$ the expected convergence rate of $O(\Delta t)$ was achieved by all algorithms for these two test problems. In the following
tables and everywhere hereafter, the norm $\|u\|$ is always the discrete $L^2(0,T; H^1(\Omega))$ norm, given by

$$\|u\| = \left( \sum_{n=1}^{N} \Delta t |u(t_n)|_{H^1(\Omega)} \right)^{1/2},$$

where $N = T/\Delta t$ and $|\cdot|_{H^1(\Omega)}$ is the $H^1(\Omega)$ spatial seminorm. Tables 1 and 2 give the errors produced by each of the methods, showing that for these choices of parameters, all three methods compute solutions to very similar levels of accuracy.

The IMEX scheme lags the interface term, and the theory indicates that numerical difficulties may occur if $\kappa$ is too large, or if the jump $u_1 - u_2$ is large compared to the dissipation rates $\nu_1, \nu_2$. Computations for $\nu_1 = \nu_2 = 1$ were also performed while varying $\kappa$ between $10^{-3}$ and $10^{3}$, showing the implicit scheme converges optimally choosing $\Delta t = h$ in all cases. These calculations are omitted for brevity. The IMEX scheme fails to converge for $\kappa > 5$ when choosing $\Delta t = h$. For these parameter values the IMEX scheme is expected to require a condition on the time step as outlined in the proof of Theorem 2.4.1. This issue is further explored in Section 2.5.2.
Table 1: Errors for computed approximations, test problem 1

<table>
<thead>
<tr>
<th>h</th>
<th>Δt</th>
<th>∥u(t_n) − u_{imp}∥</th>
<th>rate</th>
<th>∥u_1(t_n) − u_{1,imp}∥</th>
<th>rate</th>
<th>∥u_2(t_n) − u_{2,imp}∥</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>0.339237</td>
<td>0.098187</td>
<td>0.324717</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>0.190973 0.84</td>
<td>0.0629993 0.64</td>
<td>0.178269 0.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>0.10112 0.90</td>
<td>0.0345772 0.87</td>
<td>0.0950246 0.91</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/16</td>
<td>1/16</td>
<td>0.0522111 0.95</td>
<td>0.0179662 0.94</td>
<td>0.0490226 0.95</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/32</td>
<td>1/32</td>
<td>0.0265096 0.98</td>
<td>0.00913733 0.98</td>
<td>0.0248851 0.98</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/64</td>
<td>1/64</td>
<td>0.0133544 0.99</td>
<td>0.0046665 0.99</td>
<td>0.0125397 0.99</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In Figure 4, a plot of ∥u∥ computed by each of the solution methods for decreasing time step size is given. For these plots, \(a = \nu_1 = \nu_2 = 1\) and \(h = 1/64\). As the size of \(\kappa\) grows, it is observed that the stability of the IMEX method decreases.

### 2.5.2 Relative Parameter Scaling

The computational results above imply the IMEX scheme will present an attractive alternative to the implicit scheme for problems where decoupling is necessary, so long as energy transfer across \(I\) is not too fast, i.e. except when \(\kappa >> \min\{\nu_1, \nu_2\}\). To gain a more precise understanding of the time step requirements of the IMEX scheme, consider the case when \(\kappa\) is large compared to \(\nu_2\). This corresponds to a high flux of energy into \(\Omega_2\) with little diffusion, and thus lagging the interface term requires smaller time steps be taken to maintain stability and accuracy of the scheme. Referring to Theorem 2.4.1, note that choosing \(\Delta t < (2 + 2\delta)^{-1}\) should ensure optimal convergence. The size of \(\delta\) depends on the relative sizes of \(\kappa, \nu_1, \nu_2\).

From the proof of Lemma 2.2.2 if \(\nu_1 = \nu_2 = 1\) it follows that \(\delta = C(\kappa^2)\), and thus the time step size for the IMEX scheme should scale like \(\kappa^{-2}\) for \(\kappa\) sufficiently large.
Table 2: Errors for computed approximations, test problem 2

<table>
<thead>
<tr>
<th>h</th>
<th>Δt</th>
<th>∥u(t_n) - u_{imp}^n∥</th>
<th>rate</th>
<th>∥u_1(t_n) - u_{imp}^n∥</th>
<th>rate</th>
<th>∥u_2(t_n) - u_{imp}^n∥</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>11.6344</td>
<td>0.393197</td>
<td>11.6277</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>6.60502</td>
<td>0.252197</td>
<td>6.6002</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>3.53635</td>
<td>0.13829</td>
<td>3.53365</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/16</td>
<td>1/16</td>
<td>1.82584</td>
<td>0.071831</td>
<td>1.82443</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/32</td>
<td>1/32</td>
<td>0.926987</td>
<td>0.0365283</td>
<td>0.92627</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/64</td>
<td>1/64</td>
<td>0.466956</td>
<td>0.0184091</td>
<td>0.466593</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>h</th>
<th>Δt</th>
<th>∥u(t_n) - u_{part}^n∥</th>
<th>rate</th>
<th>∥u_1(t_n) - u_{part}^n∥</th>
<th>rate</th>
<th>∥u_2(t_n) - u_{part}^n∥</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>11.6345</td>
<td>0.397053</td>
<td>11.6277</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>6.6052</td>
<td>0.256811</td>
<td>6.60021</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>3.53648</td>
<td>0.14154</td>
<td>3.53365</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/16</td>
<td>1/16</td>
<td>1.82591</td>
<td>0.0736946</td>
<td>1.82443</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/32</td>
<td>1/32</td>
<td>0.927027</td>
<td>0.0375179</td>
<td>0.926267</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/64</td>
<td>1/64</td>
<td>0.466977</td>
<td>0.0189183</td>
<td>0.466593</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Remark 2.5.1. In the stability plots of Figure 4, one method slightly overestimates the fully implicit solution and one slightly underestimates it. This suggests a possible difference, worthy of further study, in the numerical dissipation introduced by the two approaches. However, this test is too limited to draw general conclusions.

Using the test problem of Section 4.1 with \( a = \nu_1 = \nu_2 = 1 \) and \( \kappa = 10 \) and 100, calculations were performed with \( \Delta t = h \), yielding no convergence, for mesh sizes as small as 1/32. For these mesh sizes, the value of \( \Delta t \) is not small enough compared to \( \kappa^{-2} \). The computations were repeated for fixed \( \Delta t = \frac{1}{2\kappa} \) and mesh sizes between 1/2 and 1/32, also yielding no convergence. However, using the fixed time step size of \( \Delta t = \frac{1}{\kappa^2} \), optimal convergence for the IMEX method was recovered as seen in Tables 3 and 4. Results for the fully implicit and partitioned methods are presented as well for comparison.

For the choice \( \kappa = 10 \), restricting \( \Delta t < h^2 \) is too restrictive, as seen by the error for the mesh size \( h = 1/32 \) in Table 3. For \( \kappa = 100 \), using the scaling \( \Delta t < 0.5h^2 \) is not restrictive enough, as shown in calculations omitted herein for brevity, on mesh sizes as small as \( h = 1/32 \). Computational evidence supports that for larger values of \( \kappa \), the time
Theorem 2.4.2 predicts that no timestep restriction is required for convergence of the data passing partitioned time stepping method, but that error may increase proportional to \( \kappa \). In Table 5 the computational results are listed for the partitioned method applied to the test problem with \( a = \nu_1 = \nu_2 = 1 \) and \( \kappa = 10 \), choosing \( \Delta t = h \). For these parameters and time step scaling, the IMEX method was shown to be unstable (Figure 4), but the partitioned method is stable and asymptotically approaches the theoretical convergence rate \( O(\Delta t) \). The convergence rate does not approach \( O(\Delta t) \) as rapidly as when \( \kappa \) is smaller.

Table 6 lists the corresponding results using the partitioned method with \( \kappa = 100 \), and while the convergence rates have degraded in this case compared to \( \kappa \leq 10 \), there is evidence that the convergence rate may be asymptotically approaching \( O(\Delta t) \).
Table 3: Errors for computed approximations, $\kappa = 10.0$, $\Delta t = (2 \kappa^2)^{-1}$

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u^{n}_{imp}|$</th>
<th>rate</th>
<th>$|u_1(t_n) - u^0_{imp}|$</th>
<th>rate</th>
<th>$|u_2(t_n) - u^0_{imp}|$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/200</td>
<td>0.295742</td>
<td></td>
<td>0.129064</td>
<td></td>
<td>0.266094</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>-</td>
<td>0.143320 1.05</td>
<td></td>
<td>0.071672 0.85</td>
<td></td>
<td>0.124112 1.10</td>
<td></td>
</tr>
<tr>
<td>1/8</td>
<td>-</td>
<td>0.071857 1.00</td>
<td></td>
<td>0.036764 0.96</td>
<td></td>
<td>0.061740 1.01</td>
<td></td>
</tr>
<tr>
<td>1/16</td>
<td>-</td>
<td>0.035946 1.00</td>
<td></td>
<td>0.018489 0.99</td>
<td></td>
<td>0.030826 1.00</td>
<td></td>
</tr>
<tr>
<td>1/32</td>
<td>-</td>
<td>0.017967 1.00</td>
<td></td>
<td>0.009254 1.00</td>
<td></td>
<td>0.015400 1.00</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u^{n}_{part}|$</th>
<th>rate</th>
<th>$|u_1(t_n) - u^0_{part}|$</th>
<th>rate</th>
<th>$|u_2(t_n) - u^0_{part}|$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/200</td>
<td>0.295704</td>
<td></td>
<td>0.129267</td>
<td></td>
<td>0.265953</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>-</td>
<td>0.143345 1.04</td>
<td></td>
<td>0.071873 0.85</td>
<td></td>
<td>0.124024 1.10</td>
<td></td>
</tr>
<tr>
<td>1/8</td>
<td>-</td>
<td>0.071987 0.99</td>
<td></td>
<td>0.036995 0.96</td>
<td></td>
<td>0.061754 1.01</td>
<td></td>
</tr>
<tr>
<td>1/16</td>
<td>-</td>
<td>0.036253 0.99</td>
<td></td>
<td>0.018843 0.97</td>
<td></td>
<td>0.030972 1.00</td>
<td></td>
</tr>
<tr>
<td>1/32</td>
<td>-</td>
<td>0.018597 0.96</td>
<td></td>
<td>0.009889 1.00</td>
<td></td>
<td>0.015749 0.98</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u^{n}_{imex}|$</th>
<th>rate</th>
<th>$|u_1(t_n) - u^0_{imex}|$</th>
<th>rate</th>
<th>$|u_2(t_n) - u^0_{imex}|$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/200</td>
<td>0.295741</td>
<td></td>
<td>0.129068</td>
<td></td>
<td>0.266090</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>-</td>
<td>0.143322 1.05</td>
<td></td>
<td>0.071673 0.85</td>
<td></td>
<td>0.124113 1.10</td>
<td></td>
</tr>
<tr>
<td>1/8</td>
<td>-</td>
<td>0.071858 1.00</td>
<td></td>
<td>0.036765 0.96</td>
<td></td>
<td>0.061741 1.01</td>
<td></td>
</tr>
<tr>
<td>1/16</td>
<td>-</td>
<td>0.035947 1.00</td>
<td></td>
<td>0.018490 0.99</td>
<td></td>
<td>0.030827 1.00</td>
<td></td>
</tr>
<tr>
<td>1/32</td>
<td>-</td>
<td>0.017967 1.00</td>
<td></td>
<td>0.009255 1.00</td>
<td></td>
<td>0.015400 1.00</td>
<td></td>
</tr>
</tbody>
</table>

2.5.3 Second Order Numerical Schemes

The problem can also be discretized using the Crank-Nicolson method, a second order fully implicit method.

**Algorithm 2.5.1 (Second-order Implicit Scheme).** Let $\Delta t > 0$, $f \in L^2(\Omega)$. For each $M \in \mathbb{N}$, $M \leq \frac{T}{\Delta t}$, given $u^k \in X_h$, $k = 0, 1, 2, \cdots, M - 1$, find $u^{k+1} \in X_h$ satisfying

$$
\frac{u^{k+1} - u^k}{\Delta t} + A_h \left( \frac{u^{k+1} + u^k}{2} \right) + B_h \left( \frac{u^{k+1} + u^k}{2} \right) = f(t^{k+1/2}).
$$

Second and higher order IMEX schemes are well known, [4], and a commonly employed example is given by Algorithm 2.5.2, where the operator $A$ is discretized using Crank-Nicolson, and the interface operator $B$ is discretized using second order Adams-Bashforth-2. Thus the algorithm is dubbed CNAB2 (ref. [4]), and provides a second order decoupled algorithm with which computations were attempted for the example problem in Section 2.5.1. Using the parameters $a = \nu_1 = \nu_2 = 1$ and $T = 1$ with $\kappa = 0.1$ the second order scheme achieved order $O(\Delta t^2)$ accuracy using a finite element space consisting of continuous piece-wise polynomials of degree 2, shown in Table 7. However, for larger values of $\kappa$ no convergence was observed using CNAB2 for a reasonable time step size.
Table 4: Errors for computed approximations, $\kappa = 100.0$, $\Delta t = (2 \kappa^2)^{-1}$

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u_{\text{imp}}^n|$</th>
<th>rate</th>
<th>$|u_1(t_n) - u_{1,\text{imp}}^n|$</th>
<th>rate</th>
<th>$|u_2(t_n) - u_{2,\text{imp}}^n|$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1/2$</td>
<td>$\frac{1}{2} \times 10^{-4}$</td>
<td>0.283101</td>
<td>0.130035</td>
<td>0.251470</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1/4$</td>
<td>0.137155</td>
<td>1.05</td>
<td>0.071969</td>
<td>0.85</td>
<td>0.116756</td>
<td>1.11</td>
<td></td>
</tr>
<tr>
<td>$1/8$</td>
<td>0.068752</td>
<td>1.00</td>
<td>0.036872</td>
<td>0.96</td>
<td>0.058029</td>
<td>1.01</td>
<td></td>
</tr>
<tr>
<td>$1/16$</td>
<td>0.034391</td>
<td>1.00</td>
<td>0.018537</td>
<td>0.99</td>
<td>0.028967</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>$1/32$</td>
<td>0.017189</td>
<td>1.00</td>
<td>0.009277</td>
<td>1.00</td>
<td>0.014471</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u_{\text{part}}^n|$</th>
<th>rate</th>
<th>$|u_1(t_n) - u_{1,\text{part}}^n|$</th>
<th>rate</th>
<th>$|u_2(t_n) - u_{2,\text{part}}^n|$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1/2$</td>
<td>$\frac{1}{2} \times 10^{-4}$</td>
<td>0.283096</td>
<td>0.130060</td>
<td>0.251452</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1/4$</td>
<td>0.137152</td>
<td>1.05</td>
<td>0.071988</td>
<td>0.85</td>
<td>0.116740</td>
<td>1.11</td>
<td></td>
</tr>
<tr>
<td>$1/8$</td>
<td>0.068751</td>
<td>1.00</td>
<td>0.036884</td>
<td>0.96</td>
<td>0.058020</td>
<td>1.01</td>
<td></td>
</tr>
<tr>
<td>$1/16$</td>
<td>0.034392</td>
<td>1.00</td>
<td>0.018545</td>
<td>0.99</td>
<td>0.028964</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>$1/32$</td>
<td>0.017194</td>
<td>1.00</td>
<td>0.009285</td>
<td>1.00</td>
<td>0.014472</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

Algorithm 2.5.2 (Second-order IMEX Scheme). Let $\Delta t > 0$, $f \in L^2(\Omega)$ and $M \leq \frac{T}{\Delta t}$. Given $u^k \in X_h$, $k = 0, 1, 2, \cdots, M - 1$, find $u^{k+1} \in X_h$ for $M = 1, 2, \cdots, \frac{T}{\Delta t}$ satisfying

$$
\frac{u^{k+1} - u^k}{\Delta t} + A_h \left( \frac{u^{k+1} + u^k}{2} \right) + B_h \left( \frac{3}{2} u^k - \frac{1}{2} u^{k-1} \right) = f(t^{k+1/2}).
$$

Stability results for the second order IMEX algorithm are not available, except for the case $A$ and $B$ commute, i.e. are simultaneously diagonalizable, and some stability analysis can be performed as detailed in Section 2.2.1. Preliminary computational evidence suggests a general theory will not show such a stability result for CNAB2 unless possibly under a restriction on the spatial discretization. Thus a need still exists for development of efficient higher order algorithms. One possibility is to try other second-order methods as presented by Ascher, Ruuth and Wetton [4]. Second-order consistency is expected for CNAB2, so employing the technique of Burman and Fernández [14] to the CNAB2 algorithm may be sufficient, i.e. a penalty term on the boundary followed by defect correction steps to recover consistency. Furthermore, such techniques may extend directly to the fully nonlinear fluid-fluid problem, since recovery of accuracy for both spatial and time discretization errors has been proved by Labovschii [42, 43] for second-order algorithms when solving the full incompressible NSE. These are important open questions for further work.
Table 5: Partitioned method convergence results for $\kappa = 10.0$, $\Delta t = h$

<table>
<thead>
<tr>
<th>$h$</th>
<th>$|u(t_n) - u_{part}^n|$ rate</th>
<th>$|u_1(t_n) - u_{1,part}^n|$ rate</th>
<th>$|u_2(t_n) - u_{2,part}^n|$ rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.262699</td>
<td>0.146467</td>
<td>0.218078</td>
</tr>
<tr>
<td>1/4</td>
<td>0.173203 0.601</td>
<td>0.108455 0.433</td>
<td>0.135029 0.691</td>
</tr>
<tr>
<td>1/8</td>
<td>0.106726 0.699</td>
<td>0.0691402 0.650</td>
<td>0.0813029 0.732</td>
</tr>
<tr>
<td>1/16</td>
<td>0.061409 0.797</td>
<td>0.0404435 0.774</td>
<td>0.0462102 0.815</td>
</tr>
<tr>
<td>1/32</td>
<td>0.030993 0.892</td>
<td>0.0219521 0.882</td>
<td>0.0247723 0.899</td>
</tr>
<tr>
<td>1/64</td>
<td>0.0171554 0.948</td>
<td>0.0114099 0.944</td>
<td>0.012811 0.951</td>
</tr>
</tbody>
</table>

Table 6: Partitioned method convergence results for $\kappa = 100.0$, $\Delta t = h$

<table>
<thead>
<tr>
<th>$h$</th>
<th>$|u(t_n) - u_{part}^n|$ rate</th>
<th>$|u_1(t_n) - u_{1,part}^n|$ rate</th>
<th>$|u_2(t_n) - u_{2,part}^n|$ rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.306537</td>
<td>0.195865</td>
<td>0.235801</td>
</tr>
<tr>
<td>1/4</td>
<td>0.237524 0.368</td>
<td>0.161744 0.276</td>
<td>0.173944 0.439</td>
</tr>
<tr>
<td>1/8</td>
<td>0.190785 0.316</td>
<td>0.132736 0.285</td>
<td>0.137041 0.344</td>
</tr>
<tr>
<td>1/16</td>
<td>0.159422 0.259</td>
<td>0.112014 0.245</td>
<td>0.113438 0.273</td>
</tr>
<tr>
<td>1/32</td>
<td>0.128235 0.314</td>
<td>0.0904377 0.309</td>
<td>0.0909134 0.319</td>
</tr>
<tr>
<td>1/64</td>
<td>0.0926935 0.468</td>
<td>0.0654566 0.466</td>
<td>0.0656318 0.470</td>
</tr>
</tbody>
</table>

Table 7: Convergence results for second order IMEX

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u_{imex}^n|$ rate</th>
<th>$|u_1(t_n) - u_{1,imex}^n|$ rate</th>
<th>$|u_2(t_n) - u_{2,imex}^n|$ rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>0.167902</td>
<td>0.018283</td>
<td>0.166994</td>
</tr>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>0.068184 1.300</td>
<td>0.005730 1.674</td>
<td>0.067943 1.297</td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>0.021351 1.675</td>
<td>0.001669 1.780</td>
<td>0.021286 1.674</td>
</tr>
<tr>
<td>1/16</td>
<td>1/16</td>
<td>0.005942 1.845</td>
<td>0.000451 1.886</td>
<td>0.005924 1.845</td>
</tr>
<tr>
<td>1/32</td>
<td>1/32</td>
<td>0.001565 1.925</td>
<td>0.000117 1.944</td>
<td>0.001561 1.925</td>
</tr>
</tbody>
</table>
3.0 SEMI-IMPLICIT SPECTRAL DEFERRED CORRECTION

3.1 INTRODUCTION

In this chapter we seek to improve the time accuracy of the partitioned time stepping techniques from Chapter 2. The model problem remains unchanged, but for convenience it is briefly described again here. The domain consists of two subdomains $\Omega_1$ and $\Omega_2$ coupled across an interface $I$ (example in Figure 2). The problem is: given $\nu > 0, f_i : [0,T] \to H^1(\Omega_i), u_i(0) \in H^1(\Omega_i)$ and $\kappa \in \mathbb{R}$, find (for $i = 1, 2$) $u_i : \Omega_i \times [0, T] \to \mathbb{R}$ satisfying

$$u_{i,t} - \nu \Delta u_i = f_i, \text{ in } \Omega_i, \quad (3.1)$$

$$-\nu \nabla u_i \cdot \hat{n}_i = \kappa(u_i - u_j), \text{ on } I, \ i, j = 1, 2, i \neq j, \quad (3.2)$$

$$u_i(x,0) = u_i^0(x), \text{ in } \Omega_i, \quad (3.3)$$

$$u_i = g_i, \text{ on } \Gamma_i = \partial \Omega_i \setminus I. \quad (3.4)$$

Let

$$X_i := \{v_i \in H^1(\Omega_i) : v_i = 0 \text{ on } \Gamma_i\}.$$ 

For $u_i \in X_i$ we denote $u = (u_1, u_2)$ and $X := \{v = (v_1, v_2) : v_i \in H^1(\Omega_i) : v_i = 0 \text{ on } \Gamma_i, i = 1, 2\}$. A natural subdomain variational formulation for (3.1)-(3.4), obtained by multiplying (3.1) by $v_i$, integrating and applying the divergence theorem, is to find (for $i, j = 1, 2, i \neq j$) $u_i : [0, T] \to X_i$ satisfying

$$(u_{i,t}, v_i)_{\Omega_i} + (\nu \nabla u_i, \nabla v_i)_{\Omega_i} + \int_I \kappa(u_i - u_j)v_i ds = (f_i, v_i)_{\Omega_i}, \text{ for all } v_i \in X_i. \quad (3.5)$$
The natural monolithic variational formulation for (3.1)-(3.4) is found by summing (3.5) over $i, j = 1, 2$ and $i \neq j$ and is to find $u : [0, T] \to X$ satisfying

$$\langle u_t, v \rangle + (\nu \nabla u, \nabla v) + \int_I \kappa[u][v]ds = (f, v), \quad \forall v \in X, \tag{3.6}$$

where $[\cdot]$ denotes the jump of the indicated quantity across the interface $I$, $\langle \cdot, \cdot \rangle$ is the $L^2(\Omega_1 \cup \Omega_2)$ inner product and $\nu = \nu_i$ and $f = f_i$ in $\Omega_i$.

As discussed in Chapter 2, we see that the monolithic problem (3.6) has a global energy that is exactly conserved, but the sub-problems (3.5) do not possess a subdomain energy which behaves similarly due to energy transfer back and forth across the interface $I$. It is possible for decoupling strategies to become unstable due to the input of non-physical energy as a numerical artifact.

This was one motivation for the work of Chapter 2 in developing partitioned schemes for (3.1)-(3.4), as a model capturing some of the technical difficulties of the coupled fluid-fluid problem. Two first order in time algorithms were analyzed, one an implicit-explicit (IMEX) approach where the interface term in the variational formulation are treated explicitly. The problem can also be discretized using the second and higher order IMEX schemes, [4]. However, stability results for the second order IMEX algorithm are not available. In this chapter, a second order in time, non-overlapping uncoupling method for (3.1)-(3.4) is presented: the two-step Semi-Implicit Spectral Deferred Correction (SISDC) method, based on the IMEX method of Chapter 2. At each step of the method the interface term in (3.5) is advanced in time to give one step black box decoupling of the subdomain problems in $\Omega_1$ and $\Omega_2$.

The main advantage of the deferred correction approach is that a simple low-order method can be employed, and the recovered solution is of high-order accuracy, due to a sequence of deferred correction equations. The general idea of defect correction and deferred correction methods for solving partial differential equations has been known for a long time, see the survey article [10]. The classical deferred correction approach could be seen, e.g., in [31]. However, in 2000 a modification of the classical deferred correction approach was introduced by Dutt, Greengard and Rokhlin, [29]. This allowed the construction of stable
and high-order accurate spectral deferred correction methods. In [53] M.L. Minion discusses these spectral deferred correction (SDC) methods in application to an initial value ODE

\[
\phi'(t) = F(t, \phi(t)), \quad t \in [a, b] \\
\phi(a) = \phi_a.
\]

The solution is written in terms of the Picard integral equation; a polynomial is used to interpolate the subintegrand function and the obtained integral term is replaced by its quadrature approximation. In the case when the right hand side of the ODE can be decomposed into a sum of the stiff and non-stiff terms, a Semi-Implicit SDC method (SISDC) is introduced, which allows to treat the non-stiff terms explicitly and the stiff terms implicitly. These SISDC methods for solving ordinary differential equations are further discussed in [54].

The remainder of this chapter is organized as follows: in Section 3.2, notation and mathematical time-stepping algorithms are described: the family of the higher-order semi-implicit spectral deferred correction methods. Results regarding the stability of the two-step method are presented in Section 3.3. Convergence results are presented in Section 3.4, and computations are performed to investigate stability and accuracy of a two-step SISDC algorithm in Section 3.5.

### 3.2 METHOD DESCRIPTION, NOTATION AND PRELIMINARIES

This section presents the numerical schemes for (3.1)-(3.4), and provides the necessary definitions and lemmas for the stability and convergence analysis. For \( D \subset \Omega \), the Sobolev space \( H^k(D) = W^{k,2}(D) \) is equipped with the usual norm \( \| \cdot \|_{H^k(D)} \) and semi-norm \( |\cdot|_{H^k(D)} \), for \( 1 \leq k < \infty \), e.g. Adams [1]. The \( L^2 \) norm is denoted by \( \| \cdot \|_D \). For functions \( v(x,t) \) defined for almost every \( t \in (0, T) \) on a function space \( V(D) \), we define the norms (1 ≤ \( p \) ≤ \( \infty \))

\[
\|v\|_{L^\infty(0,T;V)} = \text{ess sup}_{0<t<T} \|v(\cdot,t)\|_V \quad \text{and} \quad \|v\|_{L^p(0,T;V)} = \left( \int_0^T \|v\|_V^p dt \right)^{1/p}.
\]

The dual space of the Banach space \( V \) is denoted \( V' \).
Let the domain $\Omega \subset \mathbb{R}^d$ (typically $d = 2, 3$) have convex, polygonal subdomains $\Omega_i$ for $i = 1, 2$ with $\partial \Omega_1 \cap \partial \Omega_2 = \Omega_1 \cap \Omega_2 = I$. Let $\Gamma_i$ denote the portion of $\partial \Omega_i$ that is not on $I$, i.e. $\Gamma_i = \partial \Omega_i \setminus I$. For $i = 1, 2$, let $X_i = \{ v \in H^1(\Omega_i) : v|_{\Gamma_i} = g_i \}$, let $(\cdot, \cdot)_{\Omega_i}$ denote the standard $L^2$ inner product on $\Omega_i$, and let $(\cdot, \cdot)_{X_i}$ denote the standard $H^1$ inner product on $\Omega_i$. Define $X = X_1 \times X_2$ and $L^2(\Omega) = L^2(\Omega_1) \times L^2(\Omega_2)$ for $u, v \in X$ with $u = [u_1, u_2]^T$ and $v = [v_1, v_2]^T$, define the $L^2$ inner product

$$ (u, v) = \sum_{i=1,2} \int_{\Omega_i} u_i v_i \, dx, $$

and the $H^1$ inner product

$$ (u, v)_X = \sum_{i=1,2} \left( \int_{\Omega_i} u_i v_i \, dx + \int_{\Omega_i} \nabla u_i \cdot \nabla v_i \, dx \right), $$

and the induced norms $\|v\| = (v, v)^{1/2}$ and $\|v\|_X = (v, v)_X^{1/2}$, respectively. The case where $g_i = 0, i = 1, 2$ will be considered here, and can be easily extended to the case of nonhomogeneous Dirichlet conditions on $\partial \Omega_i \setminus I$.

### 3.2.1 Discrete Formulation

Let $\mathcal{T}_i$ be a triangulation of $\Omega_i$ and $\mathcal{T}_h = \mathcal{T}_1 \cup \mathcal{T}_2$. Take $X_{i,h} \subset X_i$ to be conforming finite element spaces for $i = 1, 2$, and define $X_h = X_{1,h} \times X_{2,h} \subset X$. It follows that $X_h \subset X$ is a Hilbert space with corresponding inner product and induced norm. For $u \in X$, define the operators $A, B : X \rightarrow (X)'$ via the Riesz Representation Theorem as

$$ (Au, v) = \sum_{i=1,2} \nu_i \int_{\Omega_i} \nabla u_i : \nabla v_i \, dx, \quad \forall v \in X \quad \text{and} \quad (3.8) $$

$$ (Bu, v) = \kappa \int_I [u] [v] \, ds, \quad \forall v \in X. \quad (3.9) $$

The discrete operators $A_h, B_h : X_h \rightarrow (X_h)' = X_h$ are defined analogously by restricting (3.8) and (3.9) to $v_h \in X_h$. With this notation the coupled problem can be written

$$ \frac{\partial u}{\partial t} + Au + Bu = f, \quad u(x, 0) = u_0. \quad (3.10) $$
For \( t_k \in [0, T] \), \( u^k \) will denote the discrete approximation to \( u(t_k) \).

Consider the IMEX partitioned time stepping approach for solving (3.10) of Chapter 2, copied here:

**Algorithm 3.2.1** (First-order IMEX Scheme). Let \( \Delta t > 0 \), \( f \in L^2(\Omega) \). For each \( M \in \mathbb{N}, M \leq \frac{T}{\Delta t} \), given \( u^n \in X_h, n = 0, 1, 2, \ldots, M - 1 \), find \( u^{n+1} \in X_h \) satisfying

\[
\frac{u^{n+1} - u^n}{\Delta t} + A_h u^{n+1} + B_h u^n = f(t^{n+1}),
\]

or, in variational form,

\[
\left( \frac{u^{n+1} - u^n}{\Delta t}, v \right) + (A_h u^{n+1}, v) + (B_h u^n, v) = (f(t^{n+1}), v), \quad \forall v \in X_h.
\]

This scheme was proven to be stable (provided \( \Delta t \leq C \min\{\nu_1, \nu_2\} \kappa^{-2} \)) and first order accurate. It will be shown in Section 3.3 that the SISDC method is also stable under these conditions (and higher order accurate).

The SISDC method constructs a sequence of approximations to the sought solution \( u \). The algorithm for the general family of SISDC applied to the model problem (3.10) is as follows.

**Algorithm 3.2.2** (General SISDC). Calculate \( u_0, u_1, \ldots, u_m \) - approximations to \( u \) via

\[
\begin{align*}
\frac{u_0^{n+1} - u_0^n}{\Delta t} + A_h u_0^{n+1} + B_h u_0^n &= f^{n+1}, \quad (3.13a) \\
\frac{u_k^{n+1} - u_k^n}{\Delta t} + A_h r_k^{n+1} + B_h r_k^n &= \frac{1}{\Delta t} I_n^{n+1}(u_k), \quad \text{for } k = 0, 1, \ldots, m - 1. \quad (3.13b)
\end{align*}
\]

Here \( r_{k+1}^i = u_{k+1}^i - u_k^i, k = 0, 1, \ldots, m - 1, i = 0, 1, \ldots, N \).

\( I_n^{n+1}(u_k) \) is a numerical quadrature approximation to \( \int_{t_n}^{t_{n+1}} F(\tau, u_k(\tau)) d\tau \), where

\[
F(t, u) = f(t) - A_h u(t) - B_h u(t).
\]

**Remark 3.2.1.** Provided the integral terms \( I_n^{n+1}(u_k) \) are computed with the accuracy of order \( O((\Delta t)^{k+1}) \), after \( k \) iterations the above procedure will produce an approximate solution with global accuracy \( O((\Delta t)^{k+1}) \). If the points \( t_m \in [t_n, t_{n+1}] \) are chosen to be Gaussian quadrature nodes, then the integral is being computed with a spectral integration rule, which is the reason for the name spectral deferred corrections.
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We will consider the two-step SISDC method and prove its stability and second order temporal accuracy. The method computes an approximation to the solution $u$ of (3.10). At the first step the initial approximation $u_0$ is computed via (3.13a). Thus, at the first step we use the Implicit Explicit Algorithm 3.2.1. For the second step we consider (3.13b) with $k = 0$. The second step approximation $u_1$ satisfies

$$\frac{u_1^{n+1} - u_1^n}{\Delta t} + A_h u_1^{n+1} + B_h u_1^n = A_h u_0^{n+1} + B_h u_0^n + \frac{1}{\Delta t} I_n^{n+1}(u_0). \quad (3.14)$$

It follows from Remark 3.2.1 that we need the numerical quadrature approximation of the integral term in (3.14) to be of the second order accuracy. We use Gaussian quadrature with one point - midpoint of the interval. Thus, the integral term in (3.14) is replaced by

$$F(t_n, u_0) + F(t_{n+1}, u_0) = \frac{f^{n+1} + f^n}{2} - \frac{A_h u_0^{n+1} + A_h u_0^n}{2} - \frac{B_h u_0^{n+1} + B_h u_0^n}{2}. \quad (3.15)$$

Therefore, in the case when the second order accuracy is sought and we only make two steps of the SISDC procedure, the second step equation could be written as:

$$\frac{u_1^{n+1} - u_1^n}{\Delta t} + A_h u_1^{n+1} + B_h u_1^n = \frac{f^{n+1} + f^n}{2} + \frac{\Delta t}{2} A_h \left( \frac{u_0^{n+1} - u_0^n}{\Delta t} \right) - \frac{\Delta t}{2} B_h \left( \frac{u_0^{n+1} - u_0^n}{\Delta t} \right). \quad (3.16)$$

The variational formulation of the two-step Semi-Implicit Spectral Deferred Correction method is:

**Algorithm 3.2.3** (Two-Step SISDC Method). Let $\Delta t > 0$, $f \in L^2(\Omega)$. For each $M \in \mathbb{N}, M \leq \frac{T}{\Delta t}$, given $u_0^n, u_1^n \in X_h$, $n = 0, 1, 2, \ldots, M - 1$, find $u_0^{n+1}, u_1^{n+1} \in X_h$ satisfying

$$\left( \frac{u_0^{n+1} - u_0^n}{\Delta t}, v \right) + (A_h u_0^{n+1}, v) + (B_h u_0^n, v) = (f^{n+1}, v), \quad \forall v \in X_h \quad (3.17)$$

$$\left( \frac{u_1^{n+1} - u_1^n}{\Delta t}, v \right) + (A_h u_1^{n+1}, v) + (B_h u_1^n, v) = \left( \frac{f^{n+1} + f^n}{2}, v \right) + \frac{\Delta t}{2} \left( A_h \left( \frac{u_0^{n+1} - u_0^n}{\Delta t} \right), v \right) - \frac{\Delta t}{2} \left( B_h \left( \frac{u_0^{n+1} - u_0^n}{\Delta t} \right), v \right), \quad \forall v \in X_h. \quad (3.18)$$
### 3.2.2 Analytical Tools

In this section results that will be utilized in the stability and convergence analysis are presented. It is necessary to work with norms induced by the operators $A$ and $B$, and relate these norms back to $\|\cdot\|$ and $\|\cdot\|_X$. The next lemma serves to introduce useful norms for the numerical analysis and prove equivalence with the $\|\cdot\|_X$-norm. This lemma is restated here but was proved in Section 2.2.2.

**Lemma 3.2.1.** Let $v = (v_1, v_2) \in X$ and $\delta \geq 0$. The following is a norm on $X$:

$$
\|v\|_{A+\delta I} = \left\{ \sum_{i=1,2} \nu_i \int_{\Omega_i} |\nabla v_i|^2 \, dx + \delta \sum_{i=1,2} \int_{\Omega_i} |v_i|^2 \, dx \right\}^{1/2}.
$$

(3.19)

This norm is equivalent to $\|\cdot\|_X$. For $\delta \geq C \kappa^2 \max\{\nu_1^{-1}, \nu_2^{-1}\}$,

$$
\kappa \int_I [v]^2 \, ds \leq \sum_{i=1,2} \nu_i \int_{\Omega_i} |\nabla v_i|^2 \, dx + \delta \sum_{i=1,2} \int_{\Omega_i} |v_i|^2 \, dx, \text{ and thus}
$$

$$
\|v\|_{A+\delta I-B} = \left\{ \sum_{i=1,2} \nu_i \int_{\Omega_i} |\nabla v_i|^2 \, dx + \delta \sum_{i=1,2} \int_{\Omega_i} |v_i|^2 \, dx - \kappa \int_I |v_1 - v_2|^2 \, ds \right\}^{1/2}
$$

is a norm on $X$ equivalent to $\|\cdot\|_X$.

The following discrete Gronwall lemma from [36] will also be utilized in the subsequent analysis.

**Lemma 3.2.2.** Let $k$, $M$, and $a_\mu, b_\mu, c_\mu, \gamma_\mu$, for integers $\mu > 0$, be nonnegative numbers such that

$$
a_n + k \sum_{\mu=0}^n b_\mu \leq k \sum_{\mu=0}^n \gamma_\mu a_\mu + k \sum_{\mu=0}^n c_\mu + M \text{ for } n \geq 0.
$$

(3.20)

Suppose that $k \gamma_\mu < 1$, for all $\mu$, and set $\sigma_\mu \equiv (1 - k \gamma_\mu)^{-1}$. Then,

$$
a_n + k \sum_{\mu=0}^n b_\mu \leq \exp \left( k \sum_{\mu=0}^n \sigma_\mu \gamma_\mu \right) \left\{ k \sum_{\mu=0}^n c_\mu + M \right\} \text{ for } n \geq 0.
$$

(3.21)

Throughout the chapter we use the following Modified H1 Projection.
Definition 3.2.1 (Modified H1 Projection). The Modified H1 Projection operator \( P: X \rightarrow X_h \), \( P(u) = \tilde{u} \), satisfies

\[
((I + A + B)(u - \tilde{u}), v^h) = 0,
\]

for any \( v^h \in X_h \).

Proposition 3.2.3 (Stability of the Modified H1 Projection). Let \( u, \tilde{u} \) satisfy \((3.22)\). Then there exists a constant \( C = C(\kappa, \Omega_1, \Omega_2) \) such that

\[
\|\tilde{u}\|^2 + \|\nabla\tilde{u}\|^2 + (B\tilde{u}, \tilde{u}) \leq C\|u\|_X^2.
\]

Proof. Take \( v^h = \tilde{u} \in X_h \) in \((3.22)\). Use Cauchy-Schwarz and Young’s inequalities to obtain

\[
\|\tilde{u}\|^2 + \|\nabla\tilde{u}\|^2 + (B\tilde{u}, \tilde{u}) \leq \frac{1}{2}\|\tilde{u}\|^2 + \frac{1}{2}\|u\|^2 + \frac{1}{4}\|\nabla\tilde{u}\|^2 + \frac{1}{4}\|\nabla u\|^2 + (Bu, \tilde{u}).
\]

Using the trace inequality as in the proof of Lemma 3.2.1 one can show that

\[
(Bu, \tilde{u}) \leq \frac{1}{4}\|\tilde{u}\|^2 + \frac{1}{4}\|\nabla\tilde{u}\|^2 + C(\kappa, \Omega_1, \Omega_2)\|u\|_X^2,
\]

which concludes the proof. \( \square \)

In the error analysis we shall use the error estimate of the Modified H1 Projection \((3.22)\).

Proposition 3.2.4 (Error estimate for the Modified H1 Projection). The error in the Modified H1 Projection satisfies

\[
\|u - \tilde{u}\|^2 + \|\nabla(u - \tilde{u})\|^2 + (B(u - \tilde{u}), u - \tilde{u}) \leq C \inf_{v^h \in X_h} \|(u - v^h)\|_X^2,
\]

where \( C = C(\kappa, \Omega_1, \Omega_2) \).
Proof. Decompose the projection error $u - \tilde{u} = u - I(u) + (I(u) - \tilde{u}) = \eta + \phi$, where $\eta = u - I(u)$, $\phi = I(u) - \tilde{u}$, and $I(u)$ approximates $u$ in $X_h$. Take $v^h = \phi \in X_h$ in (3.22). This gives

$$\|\phi\|^2 + \|\nabla \phi\|^2 + (B\phi, \phi) = - (\eta, \phi) - (\nabla \eta, \nabla \phi) - (B\eta, \phi). \quad (3.25)$$

Using the trace inequality as in the proof of Lemma 3.2.1 and applying the Cauchy-Schwarz and Young’s inequalities leads to

$$\|\phi\|^2 + \|\nabla \phi\|^2 + (B\phi, \phi) \leq C\|\eta\|^2. \quad (3.26)$$

Since $I(u)$ is an approximation of $u$ in $X_h$, we can take infimum over $X_h$. The proof is concluded by applying the triangle inequality.

3.3 STABILITY

Stability of the IMEX scheme (Algorithm 3.2.1) was established in [18], see the lemma below.

**Lemma 3.3.1. (IMEX Stability)** Let $u^{n+1}_0 \in X^h$ satisfy (3.17) for each $n \leq \frac{T}{\Delta t} - 1$, and $0 < \Delta t < (2\delta + 1)^{-1}$. Then $\exists C_1, C_2 > 0$ independent of $h, \Delta t$ such that $u^{n+1}_0$ satisfies:

$$\|u^{n+1}_0\|^2 + \Delta t \sum_{k=0}^{n+1} \|u^k_0\|^2_X \leq C_1(\delta)e^{C_2(\delta)T} \left\{ \|u^0_0\|^2 + \Delta t\|u^0_0\|^2_X + \Delta t \sum_{k=0}^{n} \|f(t^{k+1})\|^2 \right\}. \quad (3.27)$$

Hence, the initial approximation $u_0$ which satisfies (3.17) is stable. We conclude the proof of stability of the SISDC approximations by considering the second step approximation $u_1$ satisfying (3.18).

**Theorem 3.3.2 (Stability of SISDC).** Let $u^{n+1}_1 \in X^h$ satisfy (3.18) for each $n \leq \frac{T}{\Delta t} - 1$, and $0 < \Delta t < (2\delta + 1)^{-1}$. Then $\exists C_1, C_2 > 0$ independent of $h, \Delta t$ such that $u^{n+1}_1$ satisfies:

$$\|u^{n+1}_1\|^2 + \Delta t \sum_{k=0}^{n+1} \|u^k_1\|^2_X \leq C_1(\delta)e^{C_2(\delta)T} \left\{ \|u^0_1\|^2 + \Delta t\|u^0_1\|^2_X + \Delta t \sum_{k=0}^{n} \|f(t^{k+1})\|^2 \right\}. \quad (3.28)$$
Proof. Choose \( \mathbf{v} = \mathbf{u}_i^{n+1} \) in (3.18). Then it follows:

\[
\left( \frac{\mathbf{u}_i^{n+1} - \mathbf{u}_i^n}{\Delta t}, \mathbf{u}_i^{n+1} \right) + (A_h \mathbf{u}_i^{n+1}, \mathbf{u}_i^{n+1}) + (B_h \mathbf{u}_i^n, \mathbf{u}_i^{n+1}) = \left( \frac{\mathbf{f}_n^{n+1} + \mathbf{f}_n}{2}, \mathbf{u}_i^{n+1} \right) \\
+ \Delta t \left( A_h \frac{\mathbf{u}_0^{n+1} - \mathbf{u}_0^n}{\Delta t}, \mathbf{u}_i^{n+1} \right) - \Delta t \left( B_h \frac{\mathbf{u}_0^{n+1} - \mathbf{u}_0^n}{\Delta t}, \mathbf{u}_i^{n+1} \right).
\]

Add \( \delta(\mathbf{u}_i^{n+1}, \mathbf{u}_i^{n+1}) \) to both sides and apply (3.19). Then apply Young's inequality using the fact that

\[
(B_h \mathbf{u}_i^n, \mathbf{u}_i^{n+1}) \geq -\frac{1}{2} (B_h \mathbf{u}_i^{n+1}, \mathbf{u}_i^{n+1}) - \frac{1}{2} (B_h \mathbf{u}_i^n, \mathbf{u}_i^n).
\]

Then split the term

\[
\left\| \mathbf{u}_i^{n+1} \right\|^2_{A+\delta I} = \frac{1}{2} \left\| \mathbf{u}_i^{n+1} \right\|^2_{A+\delta I} + \frac{1}{2} \left( \left\| \mathbf{u}_i^{n+1} \right\|^2_{A+\delta I} - \left\| \mathbf{u}_i^n \right\|^2_{A+\delta I} \right) + \frac{1}{2} \left\| \mathbf{u}_i^n \right\|^2_{A+\delta I}.
\]

These results together with Lemma 3.2.1 imply the new estimate

\[
\frac{1}{2\Delta t} \left( \left\| \mathbf{u}_i^{n+1} \right\|^2 - \left\| \mathbf{u}_i^n \right\|^2 \right) + \frac{1}{2} \left\| \mathbf{u}_i^{n+1} \right\|^2_{A+\delta I-B} + \frac{1}{2} \left( \left\| \mathbf{u}_i^{n+1} \right\|^2_{A+\delta I} - \left\| \mathbf{u}_i^n \right\|^2_{A+\delta I} \right) + \frac{1}{2} \left\| \mathbf{u}_i^n \right\|^2_{A+\delta I-B} \\
\leq \left( \frac{\mathbf{f}_n^{n+1} + \mathbf{f}_n}{2}, \mathbf{u}_i^{n+1} \right) + \delta \left\| \mathbf{u}_i^{n+1} \right\|^2 + \frac{1}{4} \left\| \mathbf{u}_i^{n+1} \right\|^2_{A+\delta I-B} + C(\left\| \mathbf{u}_0^{n+1} \right\|^2_{\mathbb{X}} + \left\| \mathbf{u}_0^n \right\|^2_{\mathbb{X}}).
\]

Rearranging terms,

\[
\left\| \mathbf{u}_i^{n+1} \right\|^2 + \Delta t \left\| \mathbf{u}_i^{n+1} \right\|^2_{A+\delta I} + \Delta t \sum_{k=0}^n \left\{ \left\| \mathbf{u}_i^{k+1} \right\|^2_{A+\delta I-B} + \left\| \mathbf{u}_i^k \right\|^2_{A+\delta I-B} \right\} \\
\leq \left\| \mathbf{u}_i^0 \right\|^2 + \Delta t \left\| \mathbf{u}_i^0 \right\|^2_{A+\delta I} + \Delta t \sum_{k=0}^n \left( \left\| \mathbf{u}_i^{k+1} \right\|^2_{\mathbb{X}} + \left\| \mathbf{f}_k^{k+1} + \frac{\mathbf{f}_k}{2} \right\|^2 \right) + \Delta t(2\delta + 1) \sum_{k=0}^n \left\| \mathbf{u}_i^{k+1} \right\|^2.
\]

Take \( \gamma_n \equiv 2\delta + 1 \) in Lemma 3.2.2. Choose \( C_2(\delta) = 2(2\delta + 1)(1 - \Delta t(2\delta + 1)^{-1}) \). Applying Lemma 3.3.1 and Lemma 3.2.1 concludes the proof.

\[\square\]
3.4 CONVERGENCE ANALYSIS

The convergence analysis for Algorithm 3.2.1 was performed in [18], see the theorem below.

**Theorem 3.4.1.** (Convergence of the IMEX scheme) Let \( u(t; x) \in X \) for all \( t \in (0, T) \) solve (3.1)–(3.4), such that \( u_t \in L^2(0, T; X) \) and \( u_{tt} \in L^2(0, T; L^2(\Omega)) \). Then \( \exists C_1, C_2 > 0 \) independent of \( h, \Delta t \) such that for any \( n \in \{0, 1, 2, \ldots, M - 1 = \frac{T}{\Delta t} - 1\} \) and \( 0 < \Delta t < (2 + 2\delta)^{-1} \), the solution \( u_0^{n+1} \in X_h \) of (3.17) satisfies:

\[
\| u(t^{n+1}) - u_0^{n+1} \|^2 + \Delta t \| u(t^{n+1}) - u_0^{n+1} \|^2_X + \frac{3\Delta t}{4} \sum_{k=0}^{n} \| u(t^{k+1}) - u_0^{k+1} \|^2_X \\
\leq C_1(\delta) e^{C_2(\delta)T} \left\{ \| u(0) - u_0^0 \|^2 + \Delta t \| u(0) - u_0^0 \|^2_X + \Delta t^2 \| u_t \|^2_{L^2(0, T; X)} \right. \\
+ \left. \Delta t^2 \| u_{tt} \|^2_{L^2(0, T; L^2(\Omega))} \right\} \\
+ \inf_{v_0 \in X_h} \left\{ \| u(0) - v_0^0 \|^2 + \Delta t \| u(0) - v_0^0 \|^2_X \right\} + \inf_{v_0 \in X_h} \| (u(0) - v)_t \|^2 \\
+ T \max_{k=1, 2, \ldots, n+1} \inf_{v_k \in X_h} \| u(t^k) - v_k \|^2_X .
\]

**Corollary 3.4.1.** Let \( X_h \subset X \) be a finite element space corresponding to continuous piece-wise polynomials of degree \( k \). If \( u(\cdot, t) \) is a solution of (3.1)–(3.4) satisfying the assumptions of Theorem 3.4.1, and \( u_0^0 \) approximates \( u(\cdot, 0) \) such that

\[
\| u(\cdot, 0) - u_0^0 \| = O(h^q),
\]

then the approximation (3.17) converges at the rate \( O(\Delta t + h^q) \) in the norm

\[
\left\{ \Delta t \sum_{k=0}^{M} \| u(t^k) - u_0^k \|^2_X \right\}^{1/2}.
\]

The rest of this section will be devoted to deriving a bound on the error in the second step approximation \( u - u_1 \). Let \( e_j^i = u(t_i) - u_j^i, \forall i = 0, 1, \ldots, N, j = 1, 2 \). The bounds on \( e_j^i \) have been derived in Theorem 3.4.1. We now need the bounds on \( \frac{e_j^{i+1} - e_j^i}{\Delta t} \).
Theorem 3.4.2 (IMEX time derivative). Let \( \mathbf{u}(t; x) \in X \) for all \( t \in (0, T) \) solve (3.1)–(3.4), such that \( \mathbf{u}_t \in L^2(0, T; X) \), \( \mathbf{u}_{tt} \in L^2(0, T; L^2(\Omega)) \) and \( \mathbf{u}_{ttt} \in L^2(0, T; L^2(\Omega)) \). Then \( \exists \mathcal{C} > 0 \) independent of \( h, \Delta t \) such that for any \( n \in \{0, 1, 2, \cdots, M - 1 = \frac{T}{\Delta t} - 1 \} \) and \( 0 < \Delta t < (2 + 2\delta)^{-1} \), the discrete time derivative of the error \( \frac{\mathbf{e}_{i+1}^n - \mathbf{e}_i^0}{\Delta t} \) satisfies:

\[
\| \frac{\mathbf{e}_{i+1}^n - \mathbf{e}_i^0}{\Delta t} \|^2 + \Delta t \sum_{i=0}^n \| \frac{\mathbf{e}_{i+1}^n - \mathbf{e}_i^0}{\Delta t} \|_{X}^2 \leq \mathcal{C}[\| \mathbf{e}_i^0 \|^2 + \Delta t \sum_{i=0}^n \| \mathbf{e}_{i+1}^n \|_{X}^2].
\]

Proof. Restricting test functions to \( X_h \), subtract (3.17) from (3.10) to get the error equation. Let \( \mathbf{e}_0^n = \eta^n + \phi^n \), where \( \eta^n = \mathbf{u}(t^n) - v^h \), \( \phi^n = v^h - \mathbf{u}_0^n \), for some \( v^h \in X_h \). Then for \( \forall n \geq 0 \):

\[
(\frac{\phi^n - \phi^{n+1}}{\Delta t}, v) + (A\phi^{n+1}, v) + (B(\mathbf{u}(t^{n+1}) - \mathbf{u}_0^n), v)
= - (\frac{\eta^n - \eta^{n+1}}{\Delta t}, v) - (r^{n+1}, v) - (A\eta^{n+1}, v), \quad \forall v \in X_h,
\]

where \( r^{n+1} = \mathbf{u}_t(t^{n+1}) - \frac{\mathbf{u}(t^{n+1}) - \mathbf{u}(t^n)}{\Delta t} \).

In order to treat the \( B \)-term, add and subtract \( B\mathbf{u}(t^k) \); it follows that

\[
B\mathbf{u}(t^{n+1}) - B\mathbf{u}_0^n = B(\mathbf{u}(t^{n+1}) - \mathbf{u}(t^n)) + B\eta^n + B\phi^n.
\]

Consider (3.27) at the current time level \( n+1 \) and the previous time level \( n \). Subtract the latter from the current time level, making the same choice \( v = \frac{s^{n+1} - \phi^n}{\Delta t} \) in both equations. Denoting \( s^{n+1} = \frac{s^{n+1} - \phi^n}{\Delta t} \) for \( \forall n \geq 0 \), we obtain, after dividing by \( \Delta t \):

\[
(\frac{s^{n+1} - s^n}{\Delta t}, s^{n+1}) + (As^{n+1}, s^{n+1}) + \Delta t(B(\frac{u^{n+1} - 2u^n + u^{n-1}}{\Delta t^2}), s^{n+1})
+ (B(\frac{\eta^n - \eta^{n-1}}{\Delta t}, s^{n+1}) + (Bs^n, s^{n+1})
= - (\frac{\eta^{n+1} - 2\eta^n + \eta^{n-1}}{\Delta t^2}, s^{n+1})
- (A(\frac{\eta^{n+1} - \eta^n}{\Delta t}, s^{n+1}) - (\frac{r^{n+1} - r^n}{\Delta t}, s^{n+1}).
\]

Replacing \( \phi \) by \( s \) in the IMEX error equation (3.27) results exactly in (3.28), but the regularity assumptions are now needed for \( \mathbf{u}_{ttt} \) instead of \( \mathbf{u}_{tt} \). Hence, the result analogous
to Theorem 3.4.1 can be obtained by an argument similar to the proof of Theorem 3.4.1. However, the summation is now possible only up to \( s = 1 \), leaving two extra terms in the right hand side:

\[
\begin{align*}
\|e_{n+1}^n - e_0^n\|_2^2 + \Delta t \sum_{i=0}^{n} \|e_{i+1}^{i+1} - e_0^{i+1}\|_X^2 & \leq C[\|\phi^1 - \phi^0\|_2^2] \\
+ \Delta t \|\nabla(\frac{\phi^1 - \phi^0}{\Delta t})\|_2^2 + (\Delta t)^2 \|u_{tt}\|_{L^2(0,T;L^2(\Omega))}^2 + \|e_{n+1}^{n+1}\|_2^2 + \Delta t \sum_{i=0}^{n} \|e_{i+1}^{i+1}\|_X^2. 
\end{align*}
\] (3.29)

Consider (3.27) at the initial time level \( n = 0 \). Take \( v = \frac{\phi^1 - \phi^0}{\Delta t} \in X_h \). Choose the initial time level approximation \( u_0^0 \in X_h \) to be the Modified H1 Projection of \( u(x,0) \in X \): \( P(u(x,0)) = u_0^0 \). It follows from (3.22) that

\[
(A(\eta^0 + \phi^0) + B(\theta^0 + \phi^0), \frac{\phi^1 - \phi^0}{\Delta t}) = - (\eta^0 + \phi^0, \frac{\phi^1 - \phi^0}{\Delta t}).
\]

Thus, we obtain from (3.27) that

\[
\begin{align*}
\|\frac{\phi^1 - \phi^0}{\Delta t}\|_2^2 + \Delta t \|\nabla(\frac{\phi^1 - \phi^0}{\Delta t})\|_2^2 & \leq C(\Delta t)^2 \|u_i\|_X^2 \\
+ \Delta t (B(\frac{u_1 - u_0}{\Delta t}), \frac{\phi^1 - \phi^0}{\Delta t}) + \Delta t (A(\frac{\eta^1 - \eta^0}{\Delta t}), \frac{\phi^1 - \phi^0}{\Delta t}) & = 0.
\end{align*}
\] (3.30)

Therefore, using Cauchy-Schwarz and Young’s inequalities, we get

\[
\|\frac{\phi^1 - \phi^0}{\Delta t}\|_2^2 + \Delta t \|\nabla(\frac{\phi^1 - \phi^0}{\Delta t})\|_2^2 \leq C(\Delta t)^2 \|u_i\|_X^2.
\]

This result combined with (3.29) concludes the proof.

Finally, we have derived all the intermediate results necessary for the proof of the main theorem of this section.
Theorem 3.4.3 (SISDC error estimate). Let the conditions of the Theorem 3.4.2 be satisfied. Let also \( u_t \in L^2(0,T;X) \) and \( u_{tt} \in L^2(0,T;L^2(\Omega)) \). Then \( \exists C > 0 \) independent of \( h, \Delta t \) such that for any \( n \in \{0, 1, 2, \ldots, M - 1\} \) and \( 0 < \Delta t < (2 + 2\delta)^{-1} \), the second step approximation error \( e_{i+1} \) satisfies:

\[
\|u(t^{n+1}) - u_{i+1}^n\|^2 + \Delta t\|u(t^{n+1}) - u_i^{n+1}\|^2_X + \Delta t \sum_{k=0}^{n} \|u(t^{k+1}) - u_i^{k+1}\|^2_X \\
\leq C \left\{ \|u(0) - u_0\|^2 + \Delta t\|u(0) - u_0\|^2_X + \Delta t^2\|u_t\|^2_{L^2(0,T;X)} + \Delta t^2\|u_{tt}\|^2_{L^2(0,T;L^2(\Omega))} + \inf_{v_n \in X_h} \{\|u(0) - v_0\|^2 + \Delta t\|u(0) - v_0\|^2_X\} + \inf_{v_n \in X_h} \|u(0) - v\|^2 \right\} \\
+ T \max_{k=1,2,\ldots,n+1} \inf_{v_n \in X_h} \|u(t^k) - v^k\|^2_X.
\]

Corollary 3.4.2. Let \( X_h \subset X \) be a finite element space corresponding to continuous piecewise polynomials of degree \( k \). If \( u(\cdot, t) \) is a solution of (3.1)–(3.4) satisfying the assumptions of Theorem 3.4.1, and \( u_0^0, u_1^0 \) approximates \( u(\cdot, 0) \) such that

\[
\|u(\cdot, 0) - u_0^0\| = O(h^q),
\]

\[
\|u(\cdot, 0) - u_0^0\| = O(h^q),
\]

then the approximation (3.18) converges at the rate \( O((\Delta t)^2 + h^q + h^k) \) in the norm

\[
\left\{ \Delta t \sum_{k=0}^{M} \|u(t^k) - u_i^k\|^2_X \right\}^{1/2}.
\]

Proof. The equation for the true solution (3.10) could be written as

\[
\left( \frac{u^{n+1} - u^n}{\Delta t}, v \right) + (Au^{n+1}, v) + (Bu^n, v) = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} F(\tau, u)d\tau + (Au^{n+1}, v) + (Bu^n, v), \forall v \in X.
\]

The Gaussian quadrature rule with one point (midpoint of \([t_n, t_{n+1}]\)) gives

\[
\frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} F(\tau, u)d\tau = \frac{F(t_n, u) + F(t_{n+1}, u)}{2} + C(\Delta t)^2 F_t(\xi, u) + \frac{f^{n+1} + f^n}{2} - A\left( \frac{u^{n+1} + u^n}{2} \right) - B\left( \frac{u^{n+1} + u^n}{2} \right) + C(\Delta t)^2 F_{tt}(\xi, u),
\]
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for some $\xi \in [t_n, t_{n+1}]$. Hence, it follows from (3.31)-(3.32) that the equation for the true solution $u$ can be written as:

\[
\left( \frac{u^{n+1} - u^n}{\Delta t}, v \right) + (Au^{n+1}, v) + (Bu^n, v) = \left( \frac{f^{n+1} + f^n}{2}, v \right) \tag{3.33}
\]

\[
+ \frac{\Delta t}{2}(A\left( \frac{u^{n+1} - u^n}{\Delta t} \right), v) - \frac{\Delta t}{2}(B\left( \frac{u^{n+1} - u^n}{\Delta t} \right), v) + C(\Delta t)^2(F_{tt}(\xi, u), v), \forall v \in X.
\]

Subtracting (3.18) from (3.33) gives

\[
\left( \frac{e_1^{n+1} - e_1^n}{\Delta t}, v \right) + (Ae_1^{n+1}, v) + (Be_1^n, v) = \frac{\Delta t}{2}(A\left( \frac{e_0^{n+1} - e_0^n}{\Delta t} \right), v) \tag{3.34}
\]

\[
- \frac{\Delta t}{2}(B\left( \frac{e_0^{n+1} - e_0^n}{\Delta t} \right), v) + C(\Delta t)^2(F_{tt}(\xi, u), v), \forall v \in X_h.
\]

Take $v = e_1^{n+1}$. The Cauchy-Schwarz and Young inequalities, together with the results of Lemma 3.2.1 and Theorem 3.4.2 complete the proof.

\[\square\]

### 3.5 COMPUTATIONAL TESTING

The convergence properties of the two-step SISDC method (Algorithm 3.2.3) are investigated here in the case of a test problem previously discussed in [18] using the first-order in time IMEX method. Emphasis is placed on understanding time accuracy and errors related to the interface. Each iteration of Algorithm 3.2.3 performs a first order in time IMEX half-step followed by a correction half-step to obtain second order in time accuracy. Thus the output of the algorithm is compared between the uncorrected and corrected steps. Comparison of Algorithm 3.2.3 with the classical (coupled) Crank-Nicholson discretization is also provided.

Assume $\Omega_1 = [0, 1] \times [0, 1]$ and $\Omega_2 = [0, 1] \times [-1, 0]$, so $I$ is the portion of the $x$-axis from 0 to 1. Then $n_1 = [0, -1]^T$ and $n_2 = [0, 1]^T$. For $\nu_1, \nu_2$, and $\kappa$ all arbitrary positive constants, the right hand side function $f$ from (3.1) is calculated by differentiating

\[
u_1(t, x, y) = x(1-x)(1-y)e^{-t}
\]

\[
u_2(t, x, y) = x(1-x)(1+\frac{\nu_1}{\kappa})y - (1+\frac{\nu_1}{\nu_2})y^2)e^{-t}.
\]
This choice of $u$ satisfies the interface conditions (3.2) and the boundary conditions (3.4) with $g_1 = g_2 = 0$. Choosing $\kappa$ to be no larger than $\nu_1, \nu_2$ the IMEX scheme will be stable. Computations were performed using finite element spaces consisting of continuous piece-wise polynomials of degree 2. The code was implemented using the software package FreeFEM++ [35].

### 3.5.1 Convergence Rate Study

Computational results are provided choosing parameters $\nu_1 = \nu_2 = 1, \kappa = 0.01, 0.1, 1, 2, 4$. In the following tables, the norm $\|u\|$ is the discrete $L^2(0,T;H^1(\Omega))$ norm, given by

$$\|u\| = \left(\sum_{n=1}^{N} \Delta t |u(t_n)|^2_{H^1(\Omega)}\right)^{1/2}, \quad (3.35)$$

and $\|u\|_I$ is the discrete $L^2(0,T;L^2(I))$ norm, given by

$$\|u\|_I = \left(\sum_{n=1}^{N} \Delta t \|u(t_n)\|^2_{L^2(I)}\right)^{1/2}, \quad (3.36)$$

where $N = T/\Delta t$ and $|\cdot|_{H^1(\Omega)}$ is the $H^1(\Omega)$ spatial seminorm.

Tables 8 - 12 give the errors produced using Algorithm 3.2.3 with $\kappa = 0.01, 0.1, 1, 2, 4$, respectively. The errors are calculated in the norms (3.35),(3.36) in all cases, for both uncorrected and corrected substeps. For each spatial mesh size $h$ the time step size is chosen to be $\Delta t = h$. The errors should then scale proportional to $\Delta t + h^2 = O(h)$ for the uncorrected substeps and $\Delta t^2 + h^2 = O(h^2)$ for the corrected substeps. Convergence of the IMEX scheme (uncorrected substeps) and Algorithm 3.2.3 is clear for $\kappa = 0.1, 1, 2$, consistent with the analysis. The uncorrected substeps show first order convergence in $h$, while the corrected substeps show very nearly second order convergence in the norm (3.35), consistent with the theory. When $\kappa = 4$ the theory predicts a time step restriction $\Delta t \leq C/\kappa^2 = C/16$, explaining the lack of convergence at larger mesh sizes choosing $h = \Delta t$. 

57
Table 8: Errors for computed approximations, $\kappa = 0.01$

<table>
<thead>
<tr>
<th>FIRST SUBSTEP</th>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u^n|$</th>
<th>Rate</th>
<th>$|u(t_n) - u^n|_I$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>2.39459e+0</td>
<td>1.89181e-1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>7.95856e-1</td>
<td>5.21486e-2</td>
<td>0.96</td>
<td>2.65604e-2</td>
<td>0.97</td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>2.47129e-1</td>
<td>1.59</td>
<td>1.69</td>
<td>1.01190e-1</td>
<td>0.90</td>
</tr>
<tr>
<td>1/16</td>
<td>1/16</td>
<td>8.79992e-2</td>
<td>5.21486e-2</td>
<td>0.96</td>
<td>2.65604e-2</td>
<td>0.97</td>
</tr>
<tr>
<td>1/32</td>
<td>1/32</td>
<td>3.78155e-2</td>
<td>1.59</td>
<td>1.69</td>
<td>1.01190e-1</td>
<td>0.90</td>
</tr>
<tr>
<td>1/64</td>
<td>1/64</td>
<td>1.80809e-2</td>
<td>1.59</td>
<td>1.69</td>
<td>1.01190e-1</td>
<td>0.90</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SECOND SUBSTEP</th>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u^n|$</th>
<th>Rate</th>
<th>$|u(t_n) - u^n|_I$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>2.36605e+0</td>
<td>1.30618e-1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>7.54202e-1</td>
<td>5.21486e-2</td>
<td>0.96</td>
<td>2.65604e-2</td>
<td>0.97</td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>2.06455e-1</td>
<td>5.21486e-2</td>
<td>0.96</td>
<td>2.65604e-2</td>
<td>0.97</td>
</tr>
<tr>
<td>1/16</td>
<td>1/16</td>
<td>5.36284e-2</td>
<td>1.74183e-3</td>
<td>1.84</td>
<td>1.74183e-3</td>
<td>1.84</td>
</tr>
<tr>
<td>1/32</td>
<td>1/32</td>
<td>1.36432e-2</td>
<td>1.74183e-3</td>
<td>1.84</td>
<td>1.74183e-3</td>
<td>1.84</td>
</tr>
<tr>
<td>1/64</td>
<td>1/64</td>
<td>3.43948e-3</td>
<td>1.25325e-4</td>
<td>1.92</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Application of trace theory suggests asymptotic convergence behavior in $L^2(0,T;L^2(I))$ should mimic that of the global approximations in $L^2(0,T;H^1(\Omega))$. However, this leaves the possibility of approximation errors concentrating near the interface and possibly causing a drop in accuracy of the correction substep of Algorithm 3.2.3, particularly when $\kappa$ is much larger than $\min\{\nu_1,\nu_2\}$ and the true solution will have a large gradient near $I$. In this case the basic IMEX scheme has a small time step restriction, requiring expensive computations to investigate. The results in Tables 8-12 show an agreement in convergence behavior between $L^2(0,T;L^2(I))$ and $L^2(0,T;H^1(\Omega))$. Table 11 presents an interesting case, as second order convergence is approached quickly in $L^2(0,T;H^1(\Omega))$ as $h, \Delta t \to 0$, whereas in $L^2(0,T;L^2(I))$ smaller mesh sizes and time steps would be required to verify even that convergence on the interface does not plateau below the optimal rate. The data for $\kappa = 4$ reflects the time step restriction inherent in the method, and at mesh sizes larger than $h = 1/64$ the correction substep fails to improve accuracy.

The impact of errors on the interface on accuracy of Algorithm 3.2.3 may be better
understood comparing the results above to plots of the error, (interpolated into the finite element space with \( h = 1/16 \)) in Figure 5. The errors are globally distributed for \( \kappa = 1, 2 \) and concentrated more toward the interface for \( \kappa = 4 \), both in corrected and uncorrected steps. Since errors are not concentrated at the interface for \( \kappa = 2 \), the reason for the seemingly anomalous convergence behavior in the correction step in \( L_2(0, T; L_2(I)) \) in Table 11 is an open question. The concentration of errors near \( I \) for \( \kappa = 4 \) does not help to answer this question, as convergence behavior in this case is dominated by the underlying IMEX scheme. Evidence herein suggests convergence and stability properties of Algorithm 3.2.3 are dominated by the corresponding properties of the IMEX scheme. Extension to problems with boundary layers may present a way to further understand SISDC type methods, emphasizing the difference between interface and global errors. For example, SISDC methods may be tenable for the coupled fluid-fluid problem, (see \([42, 43]\) showing application of defect correction methods to the Navier-Stokes equations).

### 3.5.2 Comparison of Algorithm 3.2.3 with Crank-Nicholson

In this section the notation and choice of problem are as in Section 3.5.1. The scaling \( \Delta t = h \) is again used with globally continuous piece-wise quadratic finite elements. Errors and rates
Table 10: Errors for computed approximations, $\kappa = 1$

<table>
<thead>
<tr>
<th>FIRST SUBSTEP</th>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u^n|$</th>
<th>rate</th>
<th>$|u(t_n) - u^n|_I$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>6.66799e-2</td>
<td>1.87087e-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>2.49435e-2</td>
<td>4.07453e-3</td>
<td>1.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>9.28931e-3</td>
<td>9.73713e-3</td>
<td>1.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/16</td>
<td>1/16</td>
<td>3.98260e-3</td>
<td>1.97159e-3</td>
<td>1.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/32</td>
<td>1/32</td>
<td>1.86625e-3</td>
<td>4.84781e-4</td>
<td>1.10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SECOND SUBSTEP</th>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u^n|$</th>
<th>rate</th>
<th>$|u(t_n) - u^n|_I$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>5.74386e-2</td>
<td>5.78786e-3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>1.92132e-2</td>
<td>1.92903e-3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>5.33777e-3</td>
<td>5.18933e-4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/16</td>
<td>1/16</td>
<td>1.40746e-3</td>
<td>1.38139e-4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/32</td>
<td>1/32</td>
<td>3.66342e-4</td>
<td>3.75883e-5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/64</td>
<td>1/64</td>
<td>9.57063e-5</td>
<td>1.03896e-5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

of convergence both globally and on the interface are listed using the classical, fully coupled and implicit Crank-Nicholson scheme, (Table 13), with parameters $\kappa = 0.01, 0.1, 1, 2$ and $\nu_1 = \nu_2 = 1$. For completeness the Crank-Nicholson algorithm for problem (3.1)-(3.4) is listed as Algorithm 3.5.1.

**Algorithm 3.5.1** (Crank-Nicholson Scheme). Let $\Delta t > 0$, $f \in L^2(\Omega)$. For each $M \in \mathbb{N}, M \leq \frac{T}{\Delta t}$, given $u^n \in X_h$, $n = 0, 1, 2, \ldots, M - 1$, find $u^{n+1} \in X_h$ satisfying

$$
\left( \frac{u^{n+1} - u^n}{\Delta t}, v \right) + A_h \left( \frac{u^{n+1} + u^n}{2}, v \right) + B_h \left( \frac{u^{n+1} + u^n}{2}, v \right) = \left( \left( \frac{f(t^{n+1}) + f(t^n)}{2} \right), v \right), \forall v \in X_h.
$$

Second order accuracy is approached using Algorithm 3.5.1. Comparing to Algorithm 3.2.3 in Tables 8 - 11, some improvement is shown in accuracy using the SISDC method over Crank-Nicholson for small $\kappa$, particularly on the interface. For $\kappa = 1, 2$ the Crank-Nicholson algorithm yields slightly better accuracy. Interestingly, errors in both substeps using the SISDC scheme and Crank-Nicholson for the chosen problem increase as $\kappa$ is decreased, probably because the size of $\nabla u_2$ increases, (as does the size of $[u]$ on $I$). The improvement in accuracy due to the correction substep using the SISDC method is thus more pronounced.
Table 11: Errors for computed approximations, $\kappa = 2$

<table>
<thead>
<tr>
<th>FIRST SUBSTEP</th>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u_h|$</th>
<th>Rate</th>
<th>$|u(t_n) - u_h|_I$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>5.97678e-2</td>
<td>1.36</td>
<td>2.05628e-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>2.33065e-2</td>
<td>1.56</td>
<td>3.52150e-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>7.91217e-3</td>
<td>1.33</td>
<td>1.54336e-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/16</td>
<td>1/16</td>
<td>3.15609e-3</td>
<td>1.11</td>
<td>7.45606e-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/32</td>
<td>1/32</td>
<td>1.45880e-3</td>
<td>1.03</td>
<td>3.69198e-4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SECOND SUBSTEP</th>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u_h|$</th>
<th>Rate</th>
<th>$|u(t_n) - u_h|_I$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>4.73283e-2</td>
<td>1.49</td>
<td>6.29809e-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>1.68062e-2</td>
<td>1.93</td>
<td>3.73213e-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>4.42209e-3</td>
<td>1.96</td>
<td>5.94709e-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/16</td>
<td>1/16</td>
<td>1.13583e-3</td>
<td>1.94</td>
<td>4.90307e-5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/32</td>
<td>1/32</td>
<td>2.96786e-4</td>
<td>1.93</td>
<td>1.98341e-5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/64</td>
<td>1/64</td>
<td>7.80296e-5</td>
<td>1.93</td>
<td>6.89075e-6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Remark 3.5.1. An alternative SISDC algorithm may be possible with a lessened restriction on the time step, employing a different partitioned scheme from [18], below, in place of the initial IMEX step. This should also help to illuminate the effect of the base partitioned scheme on the overall SISDC method.

Algorithm 3.5.2 (Data-passing partitioned scheme). Let $\Delta t > 0$, $f \in L^2(\Omega)$. For each $M \in \mathbb{N}$, $M \leq \frac{T}{\Delta t}$, given $u^n \in X_h$, $n = 0, 1, 2, \cdots, M - 1$, find $u^{n+1} \in X_h$ satisfying

$$
\left( \frac{u_{i+1}^{n+1} - u_i^n}{\Delta t}, v_i \right) + \nu_i (\nabla u_{i+1}^n, \nabla v_i) + \kappa \int_I (u_{i+1}^{n+1} - u_i^n) v_i \, ds \\
= (f_i(t^{n+1}), v_i), \ i \neq j, \ \forall v_i \in X_{i,h}.
$$

(3.38)
Table 12: Errors for computed approximations, $\kappa = 4$

<table>
<thead>
<tr>
<th>FIRST SUBSTEP</th>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u^n|$</th>
<th>rate</th>
<th>$|u(t_n) - u^n|_{\ell}$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>8.94746e-2</td>
<td>4.3531e-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{1}{4}$</td>
<td>$\frac{1}{4}$</td>
<td>1.79106e-1</td>
<td>9.3188e-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{1}{8}$</td>
<td>$\frac{1}{8}$</td>
<td>7.3654e-1</td>
<td>4.2026e-1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{1}{16}$</td>
<td>$\frac{1}{16}$</td>
<td>2.8058e+0</td>
<td>1.4386e+0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{1}{32}$</td>
<td>$\frac{1}{32}$</td>
<td>1.6378e+1</td>
<td>7.5304e+2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{1}{64}$</td>
<td>$\frac{1}{64}$</td>
<td>4.7381e+4</td>
<td>2.2879e-4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SECOND SUBSTEP</th>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u^n|$</th>
<th>rate</th>
<th>$|u(t_n) - u^n|_{\ell}$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>1.98918e-1</td>
<td>1.0760e-1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{1}{4}$</td>
<td>$\frac{1}{4}$</td>
<td>8.5783e-1</td>
<td>4.7872e-1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{1}{8}$</td>
<td>$\frac{1}{8}$</td>
<td>6.7871e+0</td>
<td>3.7090e+0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{1}{16}$</td>
<td>$\frac{1}{16}$</td>
<td>4.1475e+0</td>
<td>2.1287e+0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{1}{32}$</td>
<td>$\frac{1}{32}$</td>
<td>3.5298e+0</td>
<td>1.6377e+0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{1}{64}$</td>
<td>$\frac{1}{64}$</td>
<td>1.7516e+4</td>
<td>7.1460e-5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 5: Interpolated SISDC errors at T=1, \( h = 1/16 \).
Table 13: Errors for computed approximations using Crank-Nicholson.

<table>
<thead>
<tr>
<th>Data for: $\kappa = 0.01$</th>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u^0|$</th>
<th>rate</th>
<th>$|u(t_n) - u^n|_I$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>2.86768e+0</td>
<td>5.25666e-1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>8.28172e-1</td>
<td>1.79</td>
<td></td>
<td>9.90764e-2</td>
<td>2.41</td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>2.20823e-1</td>
<td>1.91</td>
<td></td>
<td>2.25657e-2</td>
<td>2.13</td>
</tr>
<tr>
<td>1/16</td>
<td>1/16</td>
<td>5.69206e-2</td>
<td>1.96</td>
<td></td>
<td>5.48666e-3</td>
<td>2.04</td>
</tr>
<tr>
<td>1/32</td>
<td>1/32</td>
<td>1.44421e-2</td>
<td>1.98</td>
<td></td>
<td>1.35979e-3</td>
<td>2.01</td>
</tr>
<tr>
<td>1/64</td>
<td>1/64</td>
<td>3.63678e-3</td>
<td>1.99</td>
<td></td>
<td>3.38928e-4</td>
<td>2.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data for: $\kappa = 0.1$</th>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u^0|$</th>
<th>rate</th>
<th>$|u(t_n) - u^n|_I$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>3.18416e-1</td>
<td>5.63760e-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>9.30861e-2</td>
<td>1.77</td>
<td></td>
<td>1.07763e-2</td>
<td>2.39</td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>2.48723e-2</td>
<td>1.90</td>
<td></td>
<td>2.46666e-3</td>
<td>2.13</td>
</tr>
<tr>
<td>1/16</td>
<td>1/16</td>
<td>6.41414e-3</td>
<td>1.96</td>
<td></td>
<td>6.00393e-4</td>
<td>2.04</td>
</tr>
<tr>
<td>1/32</td>
<td>1/32</td>
<td>1.62758e-3</td>
<td>1.98</td>
<td></td>
<td>1.48833e-4</td>
<td>2.01</td>
</tr>
<tr>
<td>1/64</td>
<td>1/64</td>
<td>4.09865e-4</td>
<td>1.99</td>
<td></td>
<td>3.70986e-5</td>
<td>2.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data for: $\kappa = 1.0$</th>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u^0|$</th>
<th>rate</th>
<th>$|u(t_n) - u^n|_I$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>6.85872e-2</td>
<td>1.13795e-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>2.07351e-2</td>
<td>1.72</td>
<td></td>
<td>2.19941e-3</td>
<td>2.37</td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>5.57045e-3</td>
<td>1.90</td>
<td></td>
<td>5.01824e-4</td>
<td>2.13</td>
</tr>
<tr>
<td>1/16</td>
<td>1/16</td>
<td>1.43712e-3</td>
<td>1.95</td>
<td></td>
<td>1.21797e-4</td>
<td>2.04</td>
</tr>
<tr>
<td>1/32</td>
<td>1/32</td>
<td>3.64604e-4</td>
<td>1.98</td>
<td></td>
<td>3.01616e-5</td>
<td>2.01</td>
</tr>
<tr>
<td>1/64</td>
<td>1/64</td>
<td>9.17998e-5</td>
<td>1.99</td>
<td></td>
<td>7.51597e-6</td>
<td>2.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data for: $\kappa = 2.0$</th>
<th>$h$</th>
<th>$\Delta t$</th>
<th>$|u(t_n) - u^0|$</th>
<th>rate</th>
<th>$|u(t_n) - u^n|_I$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>1/2</td>
<td>5.59925e-2</td>
<td>9.36826e-3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>1/4</td>
<td>1.70320e-2</td>
<td>1.72</td>
<td></td>
<td>1.79221e-3</td>
<td>2.39</td>
</tr>
<tr>
<td>1/8</td>
<td>1/8</td>
<td>4.57295e-3</td>
<td>1.90</td>
<td></td>
<td>4.05893e-4</td>
<td>2.14</td>
</tr>
<tr>
<td>1/16</td>
<td>1/16</td>
<td>1.17954e-3</td>
<td>1.95</td>
<td></td>
<td>9.82354e-5</td>
<td>2.05</td>
</tr>
<tr>
<td>1/32</td>
<td>1/32</td>
<td>2.99198e-4</td>
<td>1.98</td>
<td></td>
<td>2.43058e-5</td>
<td>2.01</td>
</tr>
<tr>
<td>1/64</td>
<td>1/64</td>
<td>7.53228e-5</td>
<td>1.99</td>
<td></td>
<td>6.05532e-6</td>
<td>2.01</td>
</tr>
</tbody>
</table>
4.0 TIME STEPPING ALGORITHMS FOR THE NONLINEARLY COUPLED SYSTEM OF ODES

4.1 INTRODUCTION

As a first step toward developing partitioned methods for nonlinear coupling between the atmosphere and ocean the problem is reduced to studying a representative system of ordinary differential equations. If the dynamic core of coupled atmosphere-ocean models are discretized in space a large, coupled system of ODEs in time is obtained of the general form

\[\frac{dx}{dt} + A(x)x + \kappa|x_1 - y_1|(x_1 - y_1)[1, 0]^T = f(t) \quad (4.1)\]
\[\frac{dy}{dt} + B(y)y + \kappa|x_1 - y_1|(y_1 - x_1)[1, 0]^T = g(t), \quad (4.2)\]

subject to \(x(0) = x_0\) and \(y(0) = y_0\). Loosely, \(x \in X\) and \(y \in Y\) represent the variables associated with the atmosphere and ocean respectively. Their components are ordered so that those at the atmosphere-ocean interface are the sub-vectors \(x_1\) and \(y_1\) respectively, (see Section 4.1.1 for full details and Section 4.1.2-4.1.3 for motivations.)

The practical demands of this and many coupled problems require time stepping methods for (4.1) - (4.2) that (i) have strong stability properties, (ii) require only uncoupled solves of the individual subsystems at each time step (i.e. partitioned methods), and (iii) preserve these good properties when different time steps are used for the individual subsystems (4.1) and (4.2).
We consider herein three partitioned timestepping methods for (4.1) - (4.2) aiming at achieving (i) and (ii) where possible and understanding the limitations the competing conditions (i) and (ii) place on methods. The methods we consider (see Section 4.2.1 for a full description) are:

Algorithm 2.1: the fully implicit and fully coupled method for comparison
Algorithm 2.2: partitioning based on explicit treatment of \( y_1 \) in (4.1) and \( x_1 \) in (4.2)
Algorithm 2.3: using Algorithm 2.2 with a simple (apparently new) stabilization
Algorithm 2.4: a new and unconditionally stable partitioned method based on using a geometric average of the coupling terms coefficients.

The discretizations of (4.1)-(4.2) we consider take the general form

\[
\frac{x^{n+1} - x^n}{\Delta t} + A(x^n)x^{n+1} + \kappa C(x, y) = f^{n+1}
\]

\[
\frac{y^{n+1} - y^n}{\Delta t} + B(y^n)y^{n+1} + \kappa C(y, x) = g^{n+1}.
\]

The main differences occur in how the coupling term \( C(x, y) \) is treated. We consider four methods:

- fully implicit (monolithic coupled):
  \[
  C(u, v) = |u_1^{n+1} - v_1^{n+1}|(u_1^{n+1} - v_1^{n+1})[1, 0]^T
  \]

- a data passing IMEX method
  \[
  C(u, v) = |u_1^n - v_1^n|(u_1^{n+1} - v_1^n)[1, 0]^T
  \]

- a stabilized IMEX method
  \[
  C(u, v) = |u_1^n - v_1^n|(u_1^{n+1} - v_1^n)[1, 0]^T + 2\mu(\kappa)^*u^{n+1}
  \]

- an IMEX method using geometric averaging to achieve unconditional stability
  \[
  C(u, v) = \left\{|u_1^n - v_1^n|u_1^{n+1} - |u_1^n - v_1^n|^{1/2}|u_1^{n-1} - v_1^{n-1}|^{1/2}v_1^n \right\}[1, 0]^T.
  \]

We focus directly on the essential difficulty of stability of partitioned time stepping methods. We prove the fully implicit, stabilized IMEX and geometric averaging methods are stable independent of \( \kappa, \Delta t \), and the data passing IMEX method is stable under the restriction \( \Delta t = O(\kappa^{-2}) \). In Section 4.5 we provide numerical experiments which confirm the stability proofs and rates of convergence (expected from stability and the Lax equivalence
theorem). These also explore important issues beyond the stability proofs and point to some important open problems, discussed in Section 4.6.

4.1.1 Model Problem

We shall make several notational simplifications from (4.1),(4.2) that do not affect the stability results. In particular, the notation simplifies when $\mathbb{X}, \mathbb{Y}$ have two components (which can be considered blocks of components). The nonlinearity in $A(\cdot), B(\cdot)$ is essential for the physical behavior but not for stability (since it occurs in skew-symmetric terms) or in algorithms (as it can be extrapolated from previous time levels in standard ways) so we take both to be linear with structure (4.7),(4.8) below. Given functions $f : [0, T] \to \mathbb{R}^2, g : [0, T] \to \mathbb{R}^2$, we consider the following initial value problem:

\[
\frac{\partial \mathbf{x}(t)}{\partial t} + A\mathbf{x}(t) + \kappa |x_1(t) - y_1(t)| (x_1(t) - y_1(t))[1 \ 0]^T = f(t) \tag{4.3}
\]

\[
\frac{\partial \mathbf{y}(t)}{\partial t} + B\mathbf{y}(t) + \kappa |y_1(t) - x_1(t)| (y_1(t) - x_1(t))[1 \ 0]^T = g(t) \tag{4.4}
\]

\[
\mathbf{x}(0) = \mathbf{x}_0 \tag{4.5}
\]

\[
\mathbf{y}(0) = \mathbf{y}_0 \tag{4.6}
\]

where $\mathbf{x} = [x_1 \ x_2]^T, \mathbf{y} = [y_1 \ y_2]^T : [0, T] \to \mathbb{R}^2$ and $A, B \in \mathbb{R}^{2 \times 2}$ are fixed, real matrices and $\kappa > 0$ is a fixed parameter. We furthermore assume $A, B$ may be decomposed into the sum of an SPD and a skew-symmetric matrix:

\[
A = A_{spd} + A_{sk} \tag{4.7}
\]

\[
B = B_{spd} + B_{sk}. \tag{4.8}
\]

The important features of system (4.3)-(4.4) are evident upon formulation of the corresponding energy equation. Assuming a solution $(\mathbf{x}, \mathbf{y})$ of (4.3)-(4.4), multiply through (4.3) by $\mathbf{x}^T$
and (4.4) by $y^T$ and integrate the equations over $t \in [0, s]$ for $s \leq T$.

\begin{align*}
\frac{1}{2} |x(s)|^2 + \int_0^s |x^T A_{spd} x|(t) \, dt &+ \kappa \int_0^s |x_1(t) - y_1(t)| (x_1(t) - y_1(t)) x_1(t) \, dt \\
&= \int_0^s (x^T f)(t) \, dt + \frac{1}{2} |x_0|^2 \quad (4.9) \\
\frac{1}{2} |y(s)|^2 + \int_0^s |y^T B_{spd} y|(t) \, dt &+ \kappa \int_0^s |x_1(t) - y_1(t)| (y_1(t) - x_1(t)) y_1(t) \, dt \\
&= \int_0^s (y^T g)(t) \, dt + \frac{1}{2} |y_0|^2. \quad (4.10)
\end{align*}

Considering the coupling, $\kappa$-terms, neither equation is individually monotone. Summing the equations and combining the coupling integrals one obtains monotone energy estimates and decay (when $f = g = 0$). Indeed,

\begin{align*}
\frac{1}{2} (|x(s)|^2 + |y(s)|^2) &+ \int_0^s |x^T A_{spd} x|(t) + |y^T B_{spd} y|(t) \, dt + \kappa \int_0^s |x_1(t) - y_1(t)|^3 \, dt \\
&= \int_0^s (x^T f)(t) \, dt + \int_0^s (y^T g)(t) \, dt + \frac{1}{2} (|x_0|^2 + |y_0|^2) \quad (4.11)
\end{align*}

where the skew-symmetric components of $A$ and $B$ are eliminated, $x^T A_{sk} x = y^T B_{sk} y = 0$.

The ODE system is dissipative, and the coupling terms act as a penalization on the size of the jump $x_1 - y_1$. As the parameter $\kappa$ is increased the size of the difference $|x_1(t) - y_1(t)|$ is forced to zero asymptotically. Stability of solutions to the ODE system follows from the energy equation (4.11). Existence and uniqueness of solutions follows immediately (e.g. the limit using successive approximations) as this is a finite system of ODEs and the nonlinearity is locally Lipschitz, (see [57]).

The main difficulty in using semi-implicit time discretizations to decouple the ODE system is clear from examining (4.9) and (4.10). Taken separately, the coupling integrals in these equations are not non-negative in general, as in (4.11), and indeed the size of the solution of $x(t)$ can only be bounded back in terms of $y(t)$ and vice-versa. Thus decoupling the equations introduces the possibility of numerical instability, and it becomes the goal of any such decoupling strategy to avoid this.
4.1.2 A Motivating Question: IMEX Stability

One possible approach to decoupling the equations using time stepping is to begin with a fully implicit time discretization of each equation (4.3) and (4.4). Given the approximations $x^j, y^j$ for $j = 0, 1, 2, \ldots, n$ we calculate $x^{n+1}, y^{n+1}$ by

$$
\frac{x^{n+1} - x^n}{\Delta t} + Ax^{n+1} + \kappa|x_1^{n+1} - y_1^{n+1}|(x_1^{n+1} - y_1^{n+1})[1 \ 0]^T = f(t^{n+1}) \quad (4.12)
$$

$$
\frac{y^{n+1} - y^n}{\Delta t} + By^{n+1} + \kappa|y_1^{n+1} - x_1^{n+1}|(y_1^{n+1} - x_1^{n+1})[1 \ 0]^T = g(t^{n+1}) \quad (4.13)
$$

Consider first the most natural partitioned discretization:

$$
\frac{x^{n+1} - x^n}{\Delta t} + Ax^{n+1} + \kappa|x_1^n - y_1^n|\big((x_1^{n+1} - y_1^n)\big)[1 \ 0]^T = f(t^{n+1}) \quad (4.14)
$$

$$
\frac{y^{n+1} - y^n}{\Delta t} + By^{n+1} + \kappa|y_1^n - x_1^n|\big((y_1^{n+1} - x_1^n)\big)[1 \ 0]^T = g(t^{n+1}). \quad (4.15)
$$

Energy estimates are derived by multiplying (4.14) by $x^{n+1}$ and (4.15) by $y^{n+1}$, then add the resulting equations:

$$
\frac{1}{\Delta t}\big(|x^{n+1}|^2 - (x^{n+1})^T x^n\big) + \frac{1}{\Delta t}\big(|y^{n+1}|^2 - (y^{n+1})^T y^n\big) + |(x^{n+1})^T A_{spd} x^{n+1}| + |(y^{n+1})^T B_{spd} y^{n+1}|

+ |(y^{n+1})^T B_{spd} y^{n+1}| + \kappa|x_1^n - y_1^n|\big((x_1^{n+1} - y_1^n)\big)x_1^{n+1} + \kappa|x_1^n - y_1^n|\big((y_1^{n+1} - x_1^n)\big)y_1^{n+1}

= ((x^{n+1})^T f(t^{n+1})) + ((y^{n+1})^T g(t^{n+1})) .
$$

Using Young’s inequality to bound below the nonlinear terms,

$$
\kappa|x_1^n - y_1^n|\big((x_1^{n+1} - y_1^n)\big)x_1^{n+1} + \kappa|x_1^n - y_1^n|\big((y_1^{n+1} - x_1^n)\big)y_1^{n+1}

\geq \kappa|x_1^n - y_1^n|\big(|x_1^{n+1}|^2 + |y_1^{n+1}|^2\big) - \kappa|x_1^n - y_1^n|\big(|x_1^n||x_1^{n+1}| + |x_1^n||y_1^{n+1}|\big)

\geq \frac{\kappa}{2}|x_1^n - y_1^n|\big(|x_1^{n+1}|^2 + |y_1^{n+1}|^2\big) - \frac{\kappa}{2}|x_1^n - y_1^n|\big(|x_1^n|^2 + |x_1^n|^2\big) .
$$

To prove stability, one hopes to obtain a telescoping series when summing over the index $n$, but this is not obtained. This is a difficulty associated with the nonlinearity of the coupling. In Chapter 2 it was shown with the linear coupling condition (i.e. $\kappa(x_1 - y_1)[1 \ 0]^T$), strong unconditional stability of the analog of (4.14) and (4.15) holds. For nonlinear coupling this does not appear to be the case in our numerical experiments on (4.14) and (4.15). A more sophisticated algorithm is required to avoid a time step restriction for stability.
The goal is to develop decoupled, unconditionally stable algorithms for use in applications where the computational cost of an implicit solution is prohibitive, and furthermore the cost of the decoupled solve at each time step may still be so expensive as to motivate taking as large a time step as possible. Such applications occur when multiscale, multiphysics, multidomain complex physical systems are modelled using coupled partial differential equations. Implicit time discretization preserves the coupling of the variables, requiring a parallelization strategy for the monolithic problem which results at each time step. Explicit time discretization of the coupling terms yields a system without coupling, and the uncoupled variables may be solved for in parallel. However, using explicit updates in certain applications will allow non-physical energy from the unresolved scales to build up and cause instabilities, unless the time step size is taken to be sufficiently small.

As shown above, one may strategically employ both explicit and implicit updating, known as semi-implicit or implicit-explicit (IMEX) methods. Families of such schemes are known to be stable for certain classes of PDEs, (see [4]), but coupling terms vary in structure among applications and introduce nontrivial complexities. However, viability of semi-implicit time discretizations has been demonstrated for coupled heat equations (see [18]) and in fluid-structure interaction, [14, 16]. A related problem which may benefit from semi-implicit based decoupling strategies is atmosphere-ocean interaction. Herein we introduce unconditionally stable semi-implicit time discretizations for a coupled system of ODE’s, motivated by the coupled fluid-fluid problem, resulting in uncoupled systems which may be solved in parallel.

4.1.3 A Motivating Problem: Atmosphere-Ocean Interaction

Numerous computer codes have been developed to simulate some aspects of the global climate, (some are described in [41, 51, 59]). One important part of any such climatology code will model global atmosphere and ocean circulations. At the interface of two fluids a no-slip condition is expected to hold [61], hence these circulations affect each other due to stresses caused by the relative motions of the two fluids at their interface. Due to the large length scale of this problem parallel to the interface, this translates to a severe boundary layer problem. Spatial discretizations of the corresponding partial differential equations re-
quire an unobtainable number of degrees of freedom to resolve all relevant scales of motion.
Recently, atmosphere-ocean models have been studied which allow slip with friction at the
interface, relaxing the severity of the boundary layers while still maintaining the important
physics caused by shear stresses. See [47, 48, 49, 7, 12, 46] for the PDE theory and numerical
modelling background.

Consider two fluid domains in $\mathbb{R}^2$, say $\Omega_1$ and $\Omega_2$ which share a common interface $I$, (Figure 2). The interface $I$ is assumed to remain fixed, the “rigid-lid” hypothesis used in some oceanography models. Let $u_j : \Omega_j \times [0, T] \to \mathbb{R}^2, j = 1, 2$ be the fluid velocities, satisfying the PDE system consisting of the Navier-Stokes equations posed in the two subdomains and coupled at the interface (the pressure may be neglected). Let the kinematic viscosity of the fluid in $\Omega_i$ be $\nu_i$, let $\tau$ be any tangent vector on $I$ and the velocities on the external boundaries of $\Omega_i$ be zero. On $I$ the velocities satisfy a condition which models the effect of tangential shear stresses:

\[-\nu_i \hat{n}_i \cdot \nabla u_i \cdot \tau = \kappa |u_i - u_j|(u_i - u_j) \cdot \tau, \quad \text{on } I, \ i, j = 1, 2, \ i \neq j. \quad (4.16)\]

The parameter $\kappa$ is dimensionless and can be tuned to control the amount of friction on $I$. As $\kappa \to \infty$ the jump in velocity on $I$ will vanish (at times $t > 0$), recovering the case of no-slip between the two fluids. Analogy with the coupled ODE system (4.3)-(4.4) may now be drawn by looking at the variational equation,

$$\int_{\Omega_i} \left\{ \frac{\partial u_i}{\partial t} \cdot v_i + \nu_i \nabla u_i : \nabla v_i + u_i \cdot \nabla u_i \cdot v_i \right\} dx + \kappa \int_I (u_i - u_j)|u_i - u_j| \cdot v_i ds = \int_{\Omega_i} f_i \cdot v_i dx$$

for appropriate divergence-free test functions $v_i$. Applying a finite element discretization to this variational problem results in a system of ODEs with a structure very similar to that of (4.1)-(4.2).
This section introduces notation convenient for studying the properties of the ODE system \((4.3)-(4.4)\). Also some useful lemmas are proved and methods for the time discretization of the ODE system are defined. We consider \(p \times q\) matrices as elements of \(\mathbb{R}^{p \times q}\) for natural numbers \(p, q\), equipped with the Euclidean norm, \(| \cdot |\). For clarity, in the case \(q = 1\) of a column vector, an element \(v \in \mathbb{R}^{p \times 1} \equiv \mathbb{R}^p\) is set in bold, and has components denoted by \(v_1, v_2, \ldots, v_p\). The spaces of mappings from the time interval \([0, T]\) to \(\mathbb{R}^{p \times q}\) with \(L^2\)-integrability in time is

\[
L^s(0, T; \mathbb{R}^{p \times q}) = \left\{ v : [0, T] \to \mathbb{R}^{p \times q} \text{ such that } \int_0^T |v(t)|^s \, dt < \infty \right\}, 1 < s < \infty
\]

Norms are induced on \(\mathbb{R}^2\) by the SPD matrices \(A_{ spd}, B_{ spd} \in \mathbb{R}^{2 \times 2}\) of \((4.3)-(4.4)\). In fact the same norms are induced by \(A, B\). It will be convenient to use the following notation to denote these induced norms.

**Definition 4.2.1** (Induced norms). Let \(Q \in \mathbb{R}^{n \times n}\) for \(n \in \mathbb{N}\) be an SPD matrix. Then \(Q\) induces a norm on \(\mathbb{R}^{n \times n}\) defined for all \(v \in \mathbb{R}^1\) by

\[
|v|_Q = \left\{ v^T Q v \right\}^{1/2}.
\]

Equivalence of the norms induced by \(A, B\) with respect to the Euclidean norm is represented using the constants \(\alpha_1, \alpha_2\) and \(\beta_1, \beta_2\) where

\[
\begin{align*}
\alpha_1 |v|_A &\leq |v| \leq \alpha_2 |v|_A \quad (4.18) \\
\beta_1 |v|_B &\leq |v| \leq \beta_2 |v|_B \quad (4.19)
\end{align*}
\]

The SPD components of \(A\) and \(B\) are used to help prove stability using energy methods. The following lemma is an example of one such usage.

**Lemma 4.2.1** (Data bounds). Let \(f, g \in \mathbb{R}^2\) and \(\gamma_1, \gamma_2\) be arbitrary positive numbers. Then for any elements \(v, w \in \mathbb{R}^2\),

\[
\begin{align*}
f^T v &\leq \frac{1}{2 \gamma_1} |f|_{A_{ spd}}^2 + \frac{\gamma_1}{2} |v|_A^2 \quad (4.20) \\
g^T w &\leq \frac{1}{2 \gamma_2} |g|_{B_{ spd}}^2 + \frac{\gamma_2}{2} |w|_B^2 \quad (4.21)
\end{align*}
\]
Proof. Both $A_{spd}$ and $B_{spd}$ have SPD square roots, and their square roots have inverses which are again SPD. Thus we may write

$$f^T v = f^T (A_{spd}^{-1/2})(A_{spd}^{1/2})v = (A_{spd}^{-1/2}f)^T (A_{spd}^{1/2}v).$$

Applying Young’s inequality to the expression,

$$f^T v \leq |(A_{spd}^{-1/2}f)^T (A_{spd}^{1/2}v)| \leq |A_{spd}^{-1/2}f| |A_{spd}^{1/2}v| \leq \frac{1}{2\gamma_1}|A_{spd}^{-1/2}f|^2 + \frac{\gamma_1}{2}|A_{spd}^{1/2}v|^2.$$ 

Expanding out these last terms, we achieve the desired result for (4.20):

$$|A_{spd}^{-1/2}f|^2 = f^T A_{spd}^{-1/2}A_{spd}^{-1/2}f = f^T A_{spd}^{-1}f = |f|^2_{A_{spd}^{-1}}$$

$$|A_{spd}^{1/2}v|^2 = v^T A_{spd}^{1/2}A_{spd}^{1/2}v = v^T A_{spd}v = |v|^2_A$$

and the proof of (4.21) is analagous. \qed

To implement time discretization techniques, the time interval $[0,T]$ is partitioned uniformly by choosing any natural number $N$ and defining $\Delta t = T/N$ and $t^k = k\Delta t$ for $k = 0, 1, 2, \ldots, N$. It is generally assumed the right hand side forcing functions $f(t), g(t)$ are bounded, in $L^2(0,T;\mathbb{R}^2)$. Thus the following useful quantities are well defined.

**Definition 4.2.2 (Uniform bound L).** *Given initial data $x_0, y_0 \in \mathbb{R}^2$ and forcing functions $f, g \in L^2(0,T;\mathbb{R}^2)$ define $L$ by*

$$L = |x_0|^2 + |y_0|^2 + \sup_{N \in \mathbb{N}} \Delta t \sum_{j=0}^{N-1} |f(t^{j+1})|_{A_{spd}^{-1}}^2 + |g(t^{j+1})|_{B_{spd}^{-1}}^2. \hspace{1cm} (4.22)$$

Furthermore, the following identity is used in the analysis. For $v^{k+1}, v^k \in \mathbb{R}^2$,

$$(v^{k+1})^T (v^{k+1} - v^k) = \frac{1}{2} (|v^{k+1}|^2 - |v^k|^2 + |v^{k+1} - v^k|^2). \hspace{1cm} (4.23)$$
4.2.1 Numerical Methods

Denote by \( x^k \) and \( y^k \) the approximation using a time stepping method to the solution values \( x(t^k) \) and \( y(t^k) \), respectively. We begin with a fully implicit and coupled algorithm which admits a relatively easy analysis and is used as a point of reference for the uncoupled algorithms which follow. Using a backward-Euler time discretization of (4.3)-(4.4) at time \( t^{k+1} \) results in the following method.

**Algorithm 4.2.1** (Implicit method). Let \( x^j, y^j \) be given for \( j = 0, 1, \ldots, k < N \). Then \( x^{k+1} \) and \( y^{k+1} \) are calculated by

\[
\begin{align*}
\frac{1}{\Delta t} (x^{k+1} - x^k) + A x^{k+1} + \kappa |x_1^{k+1} - y_1^{k+1}| (x_1^{k+1} - y_1^{k+1})[1 \ 0]^T &= f(t^{k+1}) \quad (4.24) \\
\frac{1}{\Delta t} (y^{k+1} - y^k) + B y^{k+1} + \kappa |x_1^{k+1} - y_1^{k+1}| (y_1^{k+1} - x_1^{k+1})[1 \ 0]^T &= g(t^{k+1}) \quad (4.25)
\end{align*}
\]

The next algorithm, discussed already (see Section 4.1.2), decouples the equations for \( x^{k+1} \) and \( y^{k+1} \). For example, in the \( x^{k+1} \)-equation (4.24), the term \( y_1^{k+1} \) is replaced with \( y_1^k \). Similarly the equation for \( y^{k+1} \) is modified and the resulting algorithm is referred to as the IMEX (implicit-explicit) method.

**Algorithm 4.2.2** (IMEX method). Let \( x^j, y^j \) be given for \( j = 0, 1, \ldots, k < N \). Then \( x^{k+1} \) and \( y^{k+1} \) are calculated by

\[
\begin{align*}
\frac{1}{\Delta t} (x^{k+1} - x^k) + A x^{k+1} + \kappa |x_1^{k+1} - y_1^{k+1}| (x_1^{k+1} - y_1^{k+1})[1 \ 0]^T &= f(t^{k+1}) \quad (4.26) \\
\frac{1}{\Delta t} (y^{k+1} - y^k) + B y^{k+1} + \kappa |x_1^{k+1} - y_1^{k+1}| (y_1^{k+1} - x_1^{k+1})[1 \ 0]^T &= g(t^{k+1}) \quad (4.27)
\end{align*}
\]

It will be shown that from an analytical and experimental point of view the IMEX method may not exhibit desirable stability properties, and utility of this algorithm in a general context becomes unclear. This motivates the addition of stabilization terms. The terms are added so as not to reintroduce coupling, making the stabilized IMEX method no more expensive than unstabilized IMEX.
\textbf{Algorithm 4.2.3} (Stabilized IMEX method). Let $x^j$, $y^j$ be given for $j = 0, 1, \ldots, k < N$. Denote by $\mu(\kappa)^k$ the quantity $\mu(\kappa)^k = \kappa^2(\Delta t) \left| x^k_1 - y^k_1 \right|^2$. Then $x^{k+1}$ and $y^{k+1}$ are calculated by

\begin{align*}
\frac{x^{k+1} - x^k}{\Delta t} &= A x^{k+1} + 2 \mu(\kappa)^k x^{k+1} \\
&+ \kappa \left| x^k_1 - y^k_1 \right| \left( x^{k+1}_1 - y^{k+1}_1 \right) [1 \ 0]^T = f(t^{k+1}) \tag{4.28}
\end{align*}

\begin{align*}
\frac{y^{k+1} - y^k}{\Delta t} &= B y^{k+1} + 2 \mu(\kappa)^k y^{k+1} \\
&+ \kappa \left| x^k_1 - y^k_1 \right| \left( y^{k+1}_1 - x^{k+1}_1 \right) [1 \ 0]^T = g(t^{k+1}) \tag{4.29}
\end{align*}

An alternative to this stabilization technique arises from using a two-step method designed to maintain stability of the algorithm after decoupling, referred to herein as the geometric averaging method ("GA method").

\textbf{Algorithm 4.2.4} (GA method). Let $x^j$, $y^j$ be given for $j = 0, 1, \ldots, k < N$. Then $x^{k+1}$ and $y^{k+1}$ are calculated by

\begin{align*}
\frac{1}{\Delta t} (x^{k+1} - x^k) + A x^{k+1} + \kappa \left| x^k_1 - y^k_1 \right| x^{k+1}_1 \left[ 1 \ 0 \right]^T \\
- \kappa \left| x^k_1 - y^k_1 \right|^{1/2} \left| x^{k-1}_1 - y^{k-1}_1 \right|^{1/2} y^{k}_1 \left[ 1 \ 0 \right]^T &= f(t^{k+1}) \tag{4.30}
\end{align*}

\begin{align*}
\frac{1}{\Delta t} (y^{k+1} - y^k) + B y^{k+1} + \kappa \left| x^k_1 - y^k_1 \right| y^{k+1}_1 \left[ 1 \ 0 \right]^T \\
- \kappa \left| x^k_1 - y^k_1 \right|^{1/2} \left| x^{k-1}_1 - y^{k-1}_1 \right|^{1/2} x^{k}_1 \left[ 1 \ 0 \right]^T &= g(t^{k+1}) \tag{4.31}
\end{align*}

\subsection*{4.2.2 Preliminary Results}

The linearized algorithms 4.2.2-4.2.4 admit a unique solution at each time step. This becomes clear after writing each of these algorithms in the form $T_n z^{n+1} = \text{data}$, where $z^{n+1} \in \mathbb{R}^4$ is the solution at time step $n + 1$ and $T_n \in \mathbb{R}^{4 \times 4}$ is a positive definite matrix depending only on $z^n$. Existence and uniqueness of solutions to Algorithm 4.2.1 may be established using e.g. energy estimates and Brouwer’s fixed point theorem. To clarify the stability proofs in Section 4.3, in some cases intermediate steps are eliminated by reference to the following lemmas.
Lemma 4.2.2. The solution $x^{j+1}, y^{j+1}$ of Algorithm 4.2.2 satisfies the following inequality for $j = 0, 1, 2, \ldots, N - 1$:

$$
\frac{1}{2\Delta t} \left\{ |x^{j+1}|^2 + |y^{j+1}|^2 - |x^j|^2 - |y^j|^2 \right\} + \frac{1}{4\Delta t} \left\{ |x^{j+1} - x^j|^2 + |y^{j+1} - y^j|^2 \right\}
+ \frac{1}{2} \left\{ |x^{j+1}|^2_A + |y^{j+1}|^2_B \right\} + \kappa |x^j - y^j| |x^{j+1} - y^{j+1}|^2 
\leq \frac{1}{2} \left\{ |f(t^{j+1})|^2_{A_{spd}} + |g(t^{j+1})|^2_{B_{spd}} \right\}
+ (\Delta t)\kappa^2 |x^j - y^j|^2 \{ |x^{j+1}|^2 + |y^{j+1}|^2 \}.
$$

(4.32)

Proof. At time level $j + 1$, left-multiply through (4.26) by $(x^{j+1})^T$ and (4.27) by $(y^{j+1})^T$. Then add the resulting equations, apply (4.17) and (4.23) to obtain

$$
\frac{1}{2\Delta t} \left\{ |x^{j+1}|^2 + |y^{j+1}|^2 - |x^j|^2 - |y^j|^2 + |x^{j+1} - x^j|^2 + |y^{j+1} - y^j|^2 \right\}
+ |x^{j+1}|^2_A + |y^{j+1}|^2_B + \kappa |x^j - y^j| (x^{j+1} - y^j) x^{j+1} + \kappa |x^j - y^j| (y^{j+1} - x^j) y^{j+1}
= (x^{j+1})^T f(t^{j+1}) + (y^{j+1})^T g(t^{j+1}).
$$

Add and subtract $x^{j+1}_1$ and $y^{j+1}_1$ and rearrange the coupling as follows.

$$
(x^{j+1}_1 - y^{j+1}_1) x^{j+1}_1 + (y^{j+1}_1 - x^{j+1}_1) y^{j+1}_1
= |x^{j+1}_1 - y^{j+1}_1|^2 + (y^{j+1}_1 - y^j_1) x^{j+1}_1 + (x^{j+1}_1 - x^j_1) y^{j+1}_1.
$$

The non-negative term is kept on the left hand side of the original equality and others moved to the right hand side. Bound $f(t^{j+1})$ and $g(t^{j+1})$ via Lemma 4.2.1:
Applying Young’s inequality,

\[
\frac{1}{2\Delta t} \left\{ |x^{j+1}|^2 + |y^{j+1}|^2 - |x^j|^2 - |y^j|^2 + |x^{j+1} - x^j|^2 + |y^{j+1} - y^j|^2 \right\} \\
+ \frac{1}{2} \left\{ |x^{j+1}|^2_A + |y^{j+1}|^2_B \right\} + \kappa |x^j - y^j| \left| x^{j+1} - y^{j+1} \right|^2
\]

\[
\leq \frac{1}{2} \left\{ \left| f(t^{j+1}) \right|^2_{A_{spd}} + \left| g(t^{j+1}) \right|^2_{B_{spd}} \right\} + \frac{1}{4\Delta t} |y^{j+1} - y^j|^2 + \frac{1}{4\Delta t} |x^{j+1} - x^j|^2
\]

\[
+ (\Delta t)\kappa^2 |x^j - y^j|^2 \left\{ |x^{j+1}|^2 + |y^{j+1}|^2 \right\}.
\]

Bound

\[
\frac{1}{4\Delta t} |y^{j+1} - y^j|^2 + \frac{1}{4\Delta t} |x^{j+1} - x^j|^2 \leq \frac{1}{4\Delta t} |y^{j+1} - y^j|^2 + \frac{1}{4\Delta t} |x^{j+1} - x^j|^2
\]

and subsume the terms, proving (4.32).

\[\square\]

### 4.3 NUMERICAL STABILITY

The following stability lemmas demonstrate many of the key properties of the time discretization methods under study. The implicit method will serve as a benchmark. The proofs employ energy estimates, making evident extension to analogous algorithms for solving systems of PDEs.

The stability proof for the IMEX method will illustrate how instabilities can occur when lagging the coupling terms. Using energy methods to prove stability, the nonlinearity appears to allow for quadratic growth of errors, which are only controlled once the time step size is taken sufficiently small. While not proved here, improved stability results can be shown in special cases, as when \( A \) and \( B \) are equal, or when they are diagonally dominant. However, we are interested in maintaining the asymptotic stability result seen for the implicit discretization whenever possible, which cannot be guaranteed in general using the IMEX algorithm. Reference to computational experiments (Section 4.5) helps to illustrate the subtle stability properties of the IMEX algorithm.
Lemma 4.3.1 (Stability: IMEX). Let \( f, g \in L^2(0, T; \mathbb{R}^2) \), independent of \( \kappa > 0 \). Assume \( \Delta t \) satisfies
\[
\Delta t \left( 8\kappa^2 \max\{(\alpha_2)^2, (\beta_2)^2\} \right) \leq 1,
\]
where \( L \) is defined by (4.22). Then for \( k = 0, 1, \ldots, N-1 \) the solution \( x^{k+1}, y^{k+1} \) of Algorithm 4.2.2 satisfies the following bound independent of \( \Delta t \) and \( \kappa \):
\[
|x^{k+1}|^2 + |y^{k+1}|^2 + \frac{1}{2} \sum_{j=0}^{k} \left\{ |x^{j+1} - x^j|^2 + |y^{j+1} - y^j|^2 \right\} \\
+ \frac{\Delta t}{2} \sum_{j=0}^{k} \left\{ |x^{j+1}|^2_A + |y^{j+1}|^2_B + 4\kappa |x^j - y^j| |x^{j+1} - y^{j+1}|^2 \right\} \leq L.
\]

Proof. Using Lemma 4.2.2, the inequality (4.32) holds at each time step \( j + 1 \). The data up to time step \( j \) will be known, thus an inductive argument may be used to control the size of the terms by making \( \Delta t \) sufficiently small. First, we simplify by noting
\[
|x^j - y^j|^2 \left\{ |x^{j+1}|^2 + |y^{j+1}|^2 \right\} \leq 2 \left\{ |x^j|^2 + |y^j|^2 \right\} \left\{ |x^{j+1}|^2 + |y^{j+1}|^2 \right\} \\
\leq 2C \left\{ |x^j|^2 + |y^j|^2 \right\} \left\{ |x^{j+1}|^2_A + |y^{j+1}|^2_B \right\}
\]
where \( C = \max\{(\alpha_2)^2, (\beta_2)^2\} \), coming from (4.18)-(4.19). To prove the inductive hypothesis, take first \( j = 0 \), and inserting into (4.32) one obtains
\[
\frac{1}{2\Delta t} \left\{ |x^1|^2 + |y^1|^2 - |x^0|^2 - |y^0|^2 \right\} + \frac{1}{4\Delta t} \left\{ |x^1 - x^0|^2 + |y^1 - y^0|^2 \right\} \\
+ \frac{1}{2} \left\{ |x^1|^2_A + |y^1|^2_B \right\} + \kappa |x_0 - y_0||x^1 - y^1|^2 \\
\leq \frac{1}{2} \left\{ |f(t^1)|^2_{A_{xpd}} + |g(t^1)|^2_{B_{xpd}} \right\} + (\Delta t)2 \kappa^2 C \left\{ |x^0|^2 + |y^0|^2 \right\} \left\{ |x^1|^2_A + |y^1|^2_B \right\}
\]
so that restricting
\[
(\Delta t)2 \kappa^2 C \left\{ |x^0|^2 + |y^0|^2 \right\} \leq \frac{1}{4}
\]
(4.35)
it follows
\[
\frac{1}{2\Delta t} \left\{ |x^1|^2 + |y^1|^2 - |x^0|^2 - |y^0|^2 \right\} + \frac{1}{4\Delta t} \left\{ |x^1 - x^0|^2 + |y^1 - y^0|^2 \right\} \\
+ \frac{1}{2} \left\{ |x^1|^2_A + |y^1|^2_B \right\} + \kappa |x_0 - y_0||x^1 - y^1|^2 \\
\leq \frac{1}{2} \left\{ |f(t^1)|^2_{A_{xpd}} + |g(t^1)|^2_{B_{xpd}} \right\} + \frac{1}{4} \left\{ |x^1|^2_A + |y^1|^2_B \right\}.
\]
These arguments are true, noting the restriction (4.35) holds because of assumption (4.33). Subsume the extra terms on the right hand side, and the desired bound results,

\[
\frac{1}{2\Delta t} \left\{ |\mathbf{x}|^2 + |\mathbf{y}|^2 - |\mathbf{x}_0|^2 - |\mathbf{y}_0|^2 \right\} + \frac{1}{4\Delta t} \left\{ |\mathbf{x}^1 - \mathbf{x}_0|^2 + |\mathbf{y}^1 - \mathbf{y}_0|^2 \right\} + \frac{1}{4} |\mathbf{x}|_A^2
\]
\[
+ \frac{1}{4} |\mathbf{y}|_B^2 + \kappa |x_0^1 - y_0^1| |x_1^1 - y_1^1|^2 \leq \frac{1}{2} \left\{ |\mathbf{f}(t^1)|^2_{A_{spd}} + |\mathbf{g}(t^1)|^2_{B_{spd}} \right\}.
\]

That case \(k\) implies case \(k+1\) in general follows by using the time step restriction (4.33).

For completeness, we show this explicitly. Assume that

\[
|x^k|^2 + |y^k|^2 + \frac{1}{2} \sum_{j=0}^{k-1} \left\{ |x^{j+1} - x^j|^2 + |y^{j+1} - y^j|^2 \right\}
\]
\[
+ \frac{\Delta t}{2} \sum_{j=0}^{k-1} \left\{ |x^{j+1}|_A^2 + |y^{j+1}|_B^2 \right\} + 2\kappa \Delta t \sum_{j=0}^{k-1} |x^j - y^j| |x^{j+1} - y^{j+1}|^2
\]
\[
\leq |x_0|^2 + |y_0|^2 + \Delta t \sum_{j=0}^{k-1} \left\{ |\mathbf{f}(t^{j+1})|_{A_{spd}}^2 + |\mathbf{g}(t^{j+1})|_{B_{spd}}^2 \right\} \leq L.
\]

Then it follows

\[
C \Delta t \kappa^2 |x^k - y^k|^2 \leq 2C \Delta t \kappa^2 (|x^k|^2 + |y^k|^2)
\]
\[
\Rightarrow C \Delta t \kappa^2 |x^k - y^k|^2 \leq 2C \Delta t \kappa^2 L \leq \frac{1}{4},
\]

by assumption (4.33). In (4.32) take \(j = k\), multiply through by \(2\Delta t\), and add the result to (4.37). This yields

\[
|x^{k+1}|^2 + |y^{k+1}|^2 + \frac{1}{2} \sum_{j=0}^{k} \left\{ |x^{j+1} - x^j|^2 + |y^{j+1} - y^j|^2 \right\} + \Delta t \left\{ |x^{k+1}|_A^2 + |y^{k+1}|_B^2 \right\}
\]
\[
+ \frac{\Delta t}{2} \sum_{j=0}^{k-1} \left\{ |x^{j+1}|_A^2 + |y^{j+1}|_B^2 \right\} + 2\kappa \Delta t \sum_{j=0}^{k} |x^j - y^j| |x^{j+1} - y^{j+1}|^2
\]
\[
\leq |x_0|^2 + |y_0|^2 + \Delta t \sum_{j=0}^{k} \left\{ |\mathbf{f}(t^{j+1})|_{A_{spd}}^2 + |\mathbf{g}(t^{j+1})|_{B_{spd}}^2 \right\}
\]
\[
+ 2\Delta t^2 \kappa^2 |x^k - y^k|^2 \left( |x^{k+1}|^2 + |y^{k+1}|^2 \right)
\]
\[
\leq L + 2\Delta t^2 \kappa^2 |x^k - y^k|^2 C \left\{ |x^{k+1}|_A^2 + |y^{k+1}|_B^2 \right\}.
\]
Applying (4.38),

\[
|x^{k+1}|^2 + |y^{k+1}|^2 + \frac{1}{2} \sum_{j=0}^{k} \left( |x^{j+1} - x^j|^2 + |y^{j+1} - y^j|^2 \right) + \Delta t \left\{ |x^{k+1}|_A^2 + |y^{k+1}|_B^2 \right\} \\
+ \frac{\Delta t}{2} \sum_{j=0}^{k-1} \left( |x^{j+1}|_A^2 + |y^{j+1}|_B^2 \right) + 2\kappa\Delta t \sum_{j=0}^{k} |x^j - y^j| |x^{j+1}_1 - y^{j+1}_1|^2 \\
\leq L + \frac{\Delta t}{2} \left\{ |x^{k+1}|_A^2 + |y^{k+1}|_B^2 \right\},
\]

and rearranging terms, the result follows,

\[
|x^{k+1}|^2 + |y^{k+1}|^2 + \frac{1}{2} \sum_{j=0}^{k} \left( |x^{j+1} - x^j|^2 + |y^{j+1} - y^j|^2 \right) \\
+ \frac{\Delta t}{2} \sum_{j=0}^{k} \left( |x^{j+1}|_A^2 + |y^{j+1}|_B^2 \right) + 2\kappa\Delta t \sum_{j=0}^{k} |x^j - y^j| |x^{j+1}_1 - y^{j+1}_1|^2 \leq L.
\]

An alternative to restricting the time step size is the addition of stabilizing terms. The proof of Lemma 4.3.2 contains the key ideas making this possible.

**Lemma 4.3.2 (Stability: stabilized IMEX).** Let \( f, g \in L^2(0, T; \mathbb{R}^2) \), independent of \( \kappa > 0 \). Then for \( k = 0, 1, \ldots, N-1 \) the solution \( x^{k+1}, y^{k+1} \) of Algorithm 4.2.2 satisfies the following bound independent of \( \Delta t \) and \( \kappa \):

\[
|x^{k+1}|^2 + |y^{k+1}|^2 \\
+ \sum_{j=0}^{k} \left( |x^{j+1} - x^j|^2 + |y^{j+1} - y^j|^2 + 2(\Delta t)\mu(\kappa)^2 \left( |x^{j+1}|^2 + |y^{j+1}|^2 \right) \right) \\
+ \Delta t \sum_{j=0}^{k} \left( |x^{j+1}|_A^2 + |y^{j+1}|_B^2 + 2\kappa |x^j - y^j| |x^{j+1}_1 - y^{j+1}_1|^2 \right) \leq L.
\]

where \( L \) is defined by (4.22).
Proof. Algorithms 4.2.2 and 4.2.3 differ only by the addition of one stabilization term for both the $x^{k+1}$ and $y^{k+1}$ equations. Thus the inequality (4.32) from the proof of Lemma 4.3.2 is easily modified to generate a new inequality valid for the stabilized IMEX method. At time $t^{j+1}$ we obtain

$$ \frac{1}{2\Delta t} \left\{ |x^{j+1}|^2 + |y^{j+1}|^2 - |x^j|^2 - |y^j|^2 \right\} + \frac{1}{4\Delta t} \left\{ |x^{j+1} - x^j|^2 + |y^{j+1} - y^j|^2 \right\} $$

$$ + 2\mu(\kappa) \left\{ |x^{j+1}|^2 + |y^{j+1}|^2 \right\} + \frac{1}{2} \left\{ |x^{j+1}|^2_A + |y^{j+1}|^2_B \right\} + \kappa |x^j - y^j| |x^{j+1} - y^{j+1}|^2 $$

$$ \leq \frac{1}{2} \left\{ |f(t^{j+1})|^2_{A_{spd}} + |g(t^{j+1})|^2_{B_{spd}} \right\} + (\Delta t) \kappa^2 |x^j - y^j|^2 \left\{ |x^{j+1}|^2 + |y^{j+1}|^2 \right\} . $$

Bound $|x^{j+1}|^2 + |y^{j+1}|^2 \leq |x^j|^2 + |y^j|^2$, and recalling $\mu(\kappa)^j = \Delta t \kappa^2 |x^j - y^j|^2$,

$$ \frac{1}{2\Delta t} \left\{ |x^{j+1}|^2 + |y^{j+1}|^2 - |x^j|^2 - |y^j|^2 \right\} + \frac{1}{4\Delta t} \left\{ |x^{j+1} - x^j|^2 + |y^{j+1} - y^j|^2 \right\} $$

$$ + 2\mu(\kappa) \left\{ |x^{j+1}|^2 + |y^{j+1}|^2 \right\} + \frac{1}{2} \left\{ |x^{j+1}|^2_A + |y^{j+1}|^2_B \right\} + \kappa |x^j - y^j| |x^{j+1} - y^{j+1}|^2 $$

$$ \leq \frac{1}{2} \left\{ |f(t^{j+1})|^2_{A_{spd}} + |g(t^{j+1})|^2_{B_{spd}} \right\} + \mu(\kappa)^j \left\{ |x^{j+1}|^2 + |y^{j+1}|^2 \right\} . $$

After subtracting $\mu(\kappa)^j \left\{ |x^{j+1}|^2 + |y^{j+1}|^2 \right\}$ to the left hand side, the rest of the proof follows by summing over the index $j$. \qed

The two step algorithm removes the need for stabilizations or time step restrictions.

**Lemma 4.3.3** (Stability: GA). Let $f$, $g \in L^2(0,T;\mathbb{R}^2)$, independent of $\kappa > 0$. Then for $k = 0, 1, \ldots, N - 1$ the solution $x^{k+1}$, $y^{k+1}$ of Algorithm 4.2.4 satisfies the following bound independent of $\Delta t$ and $\kappa$:

$$ |x^{k+1}|^2 + |y^{k+1}|^2 + \sum_{j=0}^{k} \left\{ |x^{j+1} - x^j|^2 + |y^{j+1} - y^j|^2 \right\} $$

$$ + \Delta t \sum_{j=0}^{k} \left\{ |x^{j+1}|^2_A + |y^{j+1}|^2_B \right\} + \Delta t \kappa |x^k - y^k| \left\{ |x^{k+1}|^2 + |y^{k+1}|^2 \right\} $$

$$ \leq L + \Delta t \kappa |x^0 - y^0| \left\{ |x^1|^2 + |y^1|^2 \right\} . $$

where $L$ is defined by (4.22).
Proof. At time level $j + 1$, left-multiply through (4.30) by $(\mathbf{x}^{j+1})^T$ and (4.31) by $(\mathbf{y}^{j+1})^T$. Then add the resulting equations, apply (4.23) and (4.17) to obtain

$$
\frac{1}{2\Delta t} \left\{ |\mathbf{x}^{j+1}|^2 + |\mathbf{y}^{j+1}|^2 - |\mathbf{x}^j|^2 - |\mathbf{y}^j|^2 + |\mathbf{x}^{j+1} - \mathbf{x}^j|^2 + |\mathbf{y}^{j+1} - \mathbf{y}^j|^2 \right\} \\
+ |\mathbf{x}^{j+1}|^2_A + |\mathbf{y}^{j+1}|^2_B + \kappa |x_1^j - y_1^j| |x_1^{j+1}|^2 - \kappa |x_1^j - y_1^j|^{1/2} |x_1^{j-1} - y_1^{j-1}|^{1/2} x_1^j y_1^j \\
+ \kappa |x_1^j - y_1^j| |y_1^{j+1}|^2 - \kappa |x_1^j - y_1^j|^{1/2} |x_1^{j-1} - y_1^{j-1}|^{1/2} y_1^{j+1} x_1^j \\
= (\mathbf{x}^{j+1})^T \mathbf{f}(\mathbf{x}^{j+1}) + (\mathbf{y}^{j+1})^T \mathbf{g}(\mathbf{y}^{j+1}).
$$

Using Young's inequality the following bounds are derived:

$$
\kappa |x_1^j - y_1^j|^{1/2} |x_1^{j-1} - y_1^{j-1}|^{1/2} |x_1^{j+1} y_1^j| \leq \frac{\kappa}{2} |x_1^j - y_1^j| |x_1^{j+1}|^2 + \frac{\kappa}{2} |x_1^{j-1} - y_1^{j-1}| |y_1^j|^2 \\
\kappa |x_1^j - y_1^j|^{1/2} |x_1^{j-1} - y_1^{j-1}|^{1/2} |y_1^{j+1} x_1^j| \leq \frac{\kappa}{2} |x_1^j - y_1^j| |y_1^{j+1}|^2 + \frac{\kappa}{2} |x_1^{j-1} - y_1^{j-1}| |x_1^j|^2
$$

After bounding the right hand side, it follows

$$
\frac{1}{2\Delta t} \left\{ |\mathbf{x}^{j+1}|^2 + |\mathbf{y}^{j+1}|^2 - |\mathbf{x}^j|^2 - |\mathbf{y}^j|^2 + |\mathbf{x}^{j+1} - \mathbf{x}^j|^2 + |\mathbf{y}^{j+1} - \mathbf{y}^j|^2 \right\} \\
+ \frac{\kappa}{2} |x_1^j - y_1^j| |x_1^{j+1}|^2 - \frac{\kappa}{2} |x_1^{j-1} - y_1^{j-1}| |x_1^j|^2 + \frac{1}{2} \left\{ |\mathbf{x}^{j+1}|^2_A + |\mathbf{y}^{j+1}|^2_B \right\} \\
+ \frac{\kappa}{2} |x_1^j - y_1^j| |y_1^{j+1}|^2 - \frac{\kappa}{2} |x_1^{j-1} - y_1^{j-1}| |y_1^j|^2 \leq \left\{ |\mathbf{f}(\mathbf{x}^{j+1})|_{A^{j+1}}^2 + |\mathbf{g}(\mathbf{y}^{j+1})|_{B^{j+1}}^2 \right\}.
$$

Multiply through by $2\Delta t$, sum over $j = 1, 2, \ldots, k$ and the result follows. 

\[\square\]

4.4 CONVERGENCE OF THE NUMERICAL METHODS

Consistency of the numerical methods will first be established. It is assumed the solution to the ODE system (4.3)-(4.4) is sufficiently smooth. Consistency of the methods then follows from Taylor’s theorem.
Lemma 4.4.1 (Consistency: IMEX, Stabilized IMEX). Let $x, y$ be the solution to \((4.3)-(4.4)\), with continuous second derivatives for $t \in [0,T]$. Let $\tau_{n+1}$ denote the local truncation error at time step $t_{n+1}$ for Algorithm 4.2.2, \((4.2.3)\). Then Algorithm 4.2.2, \((4.2.3)\), is consistent of order one, satisfying

\[
\begin{align*}
\max_{n=0,\ldots,N-1} |\tau_{n+1}| & \leq \frac{3}{2}(1 + C\kappa) \Delta t \max_{t \in [0,T]} \left\{ \left| \frac{d^2}{dt^2} x(t) \right| + \left| \frac{d^2}{dt^2} y(t) \right| \right\} \quad \text{IMEX} \\
\max_{n=0,\ldots,N-1} |\tau_{n+1}| & \leq \frac{3}{2}(1 + C\kappa) \Delta t \max_{t \in [0,T]} \left\{ \left| \frac{d^2}{dt^2} x(t) \right| + \left| \frac{d^2}{dt^2} y(t) \right| \right\} + \Delta t C^2 \kappa^2 \max_{t \in [0,T]} \{|x(t)| + |y(t)|\} \quad \text{Stabilized IMEX}
\end{align*}
\]

where $C = 2 \max_{t \in [0,T]} |x(t)| + |y(t)|$.

Proof. The truncation errors for the $x^{n+1}$ and $y^{n+1}$ equations may be considered independently. Denote by $\tau_{x}^{n+1}$ the truncation error derived by inserting $x(t_{n+1})$ into the discrete equation \((4.26)\),

\[
\begin{align*}
\tau_{x}^{n+1} &= \frac{1}{\Delta t} (x(t_{n+1}) - x(t_{n})) + Ax(t_{n+1}) \\
&\quad + \kappa |x_1(t^n) - y_1(t^n)| (x_1(t_{n+1}) - y_1(t_{n+1})) [1 \ 0]^T - f(t_{n+1}).
\end{align*}
\]

Subtract the corresponding expression derived from the ODE equation \((4.3)\)

\[
0 = \frac{d}{dt} x(t_{n+1}) + Ax(t_{n+1}) + \kappa |x_1(t^n) - y_1(t^n)| (x_1(t_{n+1}) - y_1(t_{n+1})) [1 \ 0]^T - f(t_{n+1})
\]

and it is clear the truncation error satisfies

\[
\tau_{x}^{n+1} = \frac{x(t_{n+1}) - x(t_{n})}{\Delta t} - \frac{d}{dt} x(t_{n+1}) + \kappa |x_1(t^n) - y_1(t^n)| (y_1(t_{n+1}) - y_1(t_{n})) \\
+ \kappa \left( |x_1(t^n) - y_1(t^n)| - |x_1(t_{n+1}) - y_1(t_{n+1})| \right) \left( x_1(t_{n+1}) - y_1(t_{n}) \right).
\]

The error in estimating the discrete derivative is bounded as follows.

\[
\begin{align*}
\left| \frac{1}{\Delta t} (x(t_{n+1}) - x(t_{n})) - \frac{d}{dt} x(t_{n+1}) \right| & \leq \left| \frac{1}{\Delta t} (x(t_{n+1}) - x(t_{n})) - \frac{d}{dt} x(t_{n}) \right| + \left| \frac{d}{dt} x(t_{n}) - \frac{d}{dt} x(t_{n+1}) \right| \\
& \leq \frac{1}{\Delta t} \int_{t_{n}}^{t_{n+1}} (t_{n+1} - s) \left| \frac{d^2}{dt^2} x(s) \right| ds + \Delta t \max_{t \in [t_{n},t_{n+1}]} \left| \frac{d^2}{dt^2} x(t) \right| \\
& \leq \frac{\Delta t^2}{2\Delta t} \max_{t \in [t_{n},t_{n+1}]} \left| \frac{d^2}{dt^2} x(s) \right| ds + \Delta t \max_{t \in [t_{n},t_{n+1}]} \left| \frac{d^2}{dt^2} x(t) \right|.
\end{align*}
\]
Therefore,
\[
|\tau_{n+1}^x| \leq \frac{3}{2} \Delta t \max_{t \in [0,T]} \left| \frac{d^2}{dt^2} x(t) \right| + \kappa \Delta t \max_{t \in [t^n, t^{n+1}]} \left| \frac{d}{dt} y_1(t) \right|
\]
\[
+ \kappa \left| (x_1(t^{n+1}) - x_1(t^n)) - (y_1(t^{n+1}) - y_1(t^n)) \right| \left| x_1(t^{n+1}) - y_1(t^n) \right|
\]
\[
\leq \frac{3}{2} \Delta t \max_{t \in [0,T]} \left| \frac{d^2}{dt^2} x(t) \right| + \kappa \Delta t \max_{t \in [t^n, t^{n+1}]} \left\{ |x_1(t)| + |y_1(t)| \right\} \left| \frac{d}{dt} y_1(t) \right|
\]
\[
+ \kappa \Delta t \max_{t \in [t^n, t^{n+1}]} \left\{ |x_1(t)| + |y_1(t)| \right\} \left\{ \left| \frac{d}{dt} x_1(t) \right| + \left| \frac{d}{dt} y_1(t) \right| \right\}.
\]

The corresponding result for $\tau_{n+1}^y$ is analogously derived. These bounds hold at each time step, so taking the maximum over $n = 0, 1, \ldots, N - 1$ gives the final result for the IMEX scheme. The stabilized IMEX result may be derived by adding in the error due to the stabilization terms. For example,

\[
2\mu(\kappa)^n |x(t^{n+1})| \leq \Delta t^2 \kappa^2 \left\{ |x_1(t^n)| + |y_1(t^n)| \right\}^2 |x(t^{n+1})|
\]
\[
\leq \Delta t^2 \kappa^2 \max_{t \in [t^n, t^{n+1}]} \left\{ |x_1(t)| + |y_1(t)| \right\}^2 |x(t)|
\]
\[
\leq \Delta t \kappa^2 C^2 \max_{t \in [t^n, t^{n+1}]} |x(t)|.
\]

\[\square\]

**Lemma 4.4.2** (Consistency: GA). Let $x, y$ be the solution to (4.3)-(4.4), with continuous second derivatives for $t \in [0, T]$. Let $\tau_{n+1}^x$ denote the local truncation error at time step $t^{n+1}$ for Algorithm 4.2.4. Then Algorithm 4.2.4 is consistent of order one, satisfying

\[
\max_{n=0,\ldots,N-1} |\tau_{n+1}^x| \leq \frac{3}{2} (1 + C\kappa) \Delta t \max_{t \in [0,T]} \left\{ \left| \frac{d^2}{dt^2} x(t) \right| + \left| \frac{d^2}{dt^2} y(t) \right| \right\}
\]

(4.43)

where $C = 4 \max_{t \in [0,T]} |x_1(t)| + |y_1(t)|$. 84
Proof. The truncation errors for the $x^{n+1}$ and $y^{n+1}$ equations may be considered independently. Denote by $\tau_x^{n+1}$ the truncation error derived by inserting $x(t^{n+1})$ into the discrete equation (4.30), subtract the corresponding expression derived from the ODE equation (4.3) and it is clear the truncation error satisfies

$$
\tau_x^{n+1} = \frac{x(t^{n+1}) - x(t^n)}{\Delta t} - \frac{d}{dt} x(t^{n+1}) + \kappa |x(t^{n+1}) - y_{1}(t^{n+1})| (y_1(t^{n+1}) - y_1(t^n))
$$

$$
+ \kappa \left( |x_1(t^n) - y_1(t^n)| - |x_1(t^{n+1}) - y_1(t^{n+1})| \right) x_1(t^{n+1})
$$

$$
+ \kappa \left( |x_1(t^{n+1}) - y_1(t^{n+1})| - |x_1(t^n) - y_1(t^n)| \right)^{1/2} |x_1(t^{n-1}) - y_1(t^{n-1})|^{1/2} y_1(t^n).
$$

More compact notation will be used, setting $\lambda^n = x_1(t^n) - y_1(t^n)$. Only the last error term differs from the IMEX case above. To show the consistency of this term, first add and subtract the algebraic average ($|\lambda^n| + |\lambda^{n-1}|)/2$:

$$
\left( |\lambda^{n+1}| - |\lambda^n|^{1/2} |\lambda^{n-1}|^{1/2} \right) y_1(t^n)
$$

$$
= \left( |\lambda^{n+1}| - \frac{|\lambda^n| + |\lambda^{n-1}|}{2} \right) y_1(t^n) + \left( \frac{|\lambda^n| + |\lambda^{n-1}|}{2} - |\lambda^n|^{1/2} |\lambda^{n-1}|^{1/2} \right) y_1(t^n)
$$

$$
\leq \left| \lambda^{n+1} \right| - \left( \frac{|\lambda^n| + |\lambda^{n-1}|}{2} \right) |y_1(t^n)| + \left( \frac{|\lambda^n| + |\lambda^{n-1}|}{2} - |\lambda^n|^{1/2} |\lambda^{n-1}|^{1/2} \right) |y_1(t^n)|
$$

$$
= \left| \lambda^{n+1} \right| - \left( \frac{|\lambda^n| + |\lambda^{n-1}|}{2} \right) |y_1(t^n)| + \frac{1}{2} \left| \lambda^n \right| |y_1(t^n)| - \frac{1}{2} \left| \lambda^n \right|^{1/2} |\lambda^{n-1}|^{1/2} |y_1(t^n)|.
$$

Using the mean value theorem, it can be shown

$$
\left| \lambda^{n+1} \right| - \left( \frac{|\lambda^n| + |\lambda^{n-1}|}{2} \right) |y_1(t^n)| \leq \Delta t \max_{t \in [t^{n-1}, t^{n+1}]} \left\{ \left| \frac{d}{dt} x_1(t) \right| + \left| \frac{d}{dt} y_1(t) \right| \right\} |y_1(t)|.
$$

Some algebraic manipulation helps to bound the last terms above:

$$
\frac{1}{2} \left| \lambda^n \right| + \left| \lambda^{n-1} \right| - 2 \left| \lambda^n \right|^{1/2} \left| \lambda^{n-1} \right|^{1/2} |y_1(t^n)|
$$

$$
= \frac{1}{2} \left| \lambda^n \right|^{1/2} - \left| \lambda^{n-1} \right|^{1/2} |y_1(t^n)|
$$

$$
\leq \frac{1}{2} \left| \lambda^n \right| - \left| \lambda^{n-1} \right| |y_1(t^n)|
$$

$$
\leq \frac{1}{2} \left| x_1(t^n) - x_1(t^{n-1}) \right| - \left| y_1(t^n) - y_1(t^{n-1}) \right| |y_1(t^n)|
$$

$$
\leq \frac{1}{2} \left\{ \left| x_1(t^n) - x_1(t^{n-1}) \right| + \left| y_1(t^n) - y_1(t^{n-1}) \right| \right\} |y_1(t^n)|
$$
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and applying the mean value theorem again,

\[
\frac{1}{2} \left\{ |x_1(t^n) - x_1(t^{n-1})| + |y_1(t^n) - y_1(t^{n-1})| \right\} |y_1(t^n)| \\
\leq \Delta t \frac{1}{2} \max_{t \in \left[t^{n-1}, t^n\right]} \left\{ \left| \frac{d}{dt} x_1(t) \right| + \left| \frac{d}{dt} y_1(t) \right| \right\} |y_1(t)|.
\]

Combining the above results,

\[
|\tau^{n+1}_x| \leq \frac{3}{2} \Delta t \max_{t \in [0, T]} \left| \frac{d^2}{dt^2} x(t) \right| + \kappa \Delta t \max_{t \in [t^n, t^{n+1}]} \left\{ |x_1(t)| + |y_1(t)| \right\} \left| \frac{d}{dt} y_1(t) \right| \\
+ \frac{5\kappa}{2} \Delta t \max_{t \in [t^n, t^{n+1}]} \left\{ |x_1(t)| + |y_1(t)| \right\} \left\{ \left| \frac{d}{dt} x_1(t) \right| + \left| \frac{d}{dt} y_1(t) \right| \right\}.
\]

The corresponding result for \(\tau^{n+1}_y\) is analogously derived. These bounds hold at each time step, so taking the maximum over \(n = 0, 1, \ldots, N - 1\) gives the final result for the GA scheme.

Convergence of the single step algorithms now follows from the Lax equivalence theorem, (see also [3]). The foremost interest is development of stable, decoupled algorithms which may be extended to the study of coupled systems of PDEs. The following result is to gain only an intuition into the convergence properties which can be expected in general of Algorithms 4.2.1-4.2.4. Numerical examples indicative of typical convergence behaviors for the algorithms are provided in Section 4.5.

**Theorem 4.4.3** (Convergence.). Let \(f, g \in L^2(0, T; \mathbb{R}^2), \kappa > 0\) and \(A, B \in \mathbb{R}^{2 \times 2}\) satisfying (4.7)-(4.8). For each respective one-step algorithm, assume \(\Delta t\) satisfies the assumptions of the corresponding stability lemma. Assume the solution of the ODE system (4.3)-(4.4) has regularity as required by the corresponding consistency lemma. Then there exists \(C > 0\), a generic constant depending on \(f, g, A, B\), independent of \(\kappa\), such that if

\[
\Delta t (1 + \kappa) < C \quad (4.44)
\]

then the algorithm converges to the solution of the ODE system, and the accuracy is \(O(\Delta t)\).
Proof. Each algorithm may be written in the form

$$\frac{u^{n+1} - u^n}{\Delta t} + G(t^{n+1}, u^{n+1}, u^n) = 0$$

with $u^{n+1} \in \mathbb{R}^4$ the solution at time step $n + 1$ of the numerical algorithm, ($G$ depends on the algorithm). Let $u(t^{n+1})$ be the solution of the ODE system at time $t^{n+1}$. Under the assumptions required for stability (Lemmas 4.3.1-4.3.2) and the regularity assumptions on $u(t)$ required for consistency, $G$ satisfies the following Lipschitz bounds for some fixed positive constants $L_1, L_2$:

$$|G(t^{n+1}, u(t^{n+1}), u(t^n)) - G(t^{n+1}, u^{n+1}, u^n)| \leq L_1 |u(t^{n+1}) - u^{n+1}| + L_2 |u(t^n) - u^n|.$$ 

Using the notation $\tau^{n+1}$ for the consistency error at time $t^{n+1}$ it follows

$$\max_{n=1,2,\ldots,N-1} |\tau^{n+1}| = \max_{n=1,2,\ldots,N-1} \left| \tau^{n+1} - \frac{u^{n+1} - u^n}{\Delta t} + G(t^{n+1}, u^{n+1}, u^n) \right| \geq \left| \frac{u(t^{n+1}) - u(t^n)}{\Delta t} + G(t^{n+1}, u(t^{n+1}), u(t^n)) - \frac{u^{n+1} - u^n}{\Delta t} - G(t^{n+1}, u^{n+1}, u^n) \right| \geq \left| \frac{u(t^{n+1}) - u^{n+1}}{\Delta t} - \frac{u(t^n) - u^n}{\Delta t} - G(t^{n+1}, u(t^{n+1}), u(t^n)) + G(t^{n+1}, u^{n+1}, u^n) \right|.$$ 

Thus after rearranging terms in the inequality,

$$|u(t^{n+1}) - u^{n+1}| \leq |u(t^n) - u^n| + \Delta t \left( \max_{n=1,2,\ldots,N-1} |\tau^{n+1}| \right) + \Delta t |G(t^{n+1}, u(t^{n+1}), u(t^n)) - G(t^{n+1}, u^{n+1}, u^n)| \leq |u(t^n) - u^n| + \Delta t \left( \max_{n=1,2,\ldots,N-1} |\tau^{n+1}| \right) + \Delta t L_1 |u(t^{n+1}) - u^{n+1}| + \Delta t L_2 |u(t^n) - u^n|.$$ 

Here the time step restriction is imposed. Take, for example, $\Delta t L_1 < 1/2$. It can be shown for each algorithm this is equivalent to the time step restriction (4.44), for an appropriate $C > 0$. Therefore,

$$\left(1 - \Delta t L_1\right) |u(t^{n+1}) - u^{n+1}| \leq (1 + \Delta t L_2) |u(t^n) - u^n| + \Delta t \left( \max_{n=1,2,\ldots,N-1} |\tau^{n+1}| \right) \Rightarrow |u(t^{n+1}) - u^{n+1}| \leq \frac{1 + \Delta t L_2}{1 - \Delta t L_1} |u(t^n) - u^n| + \frac{\Delta t}{1 - 1/2} \left( \max_{n=1,2,\ldots,N-1} |\tau^{n+1}| \right).$$
For convenience, define $s$ by

$$s = \frac{1 + \Delta t L_2}{1 - \Delta t L_1}$$

and recursively the following bounds are derived:

$$|u(t^{n+1}) - u^{n+1}| \leq s |u(t^n) - u^n| + 2\Delta t \left( \max_{n=1,2,\ldots,N-1} |\tau^{n+1}| \right)$$

$$\leq s^2 |u(t^{n-1}) - u^{n-1}| + 2\Delta t (1 + s) \left( \max_{n=1,2,\ldots,N-1} |\tau^{n+1}| \right)$$

$$\leq s^{n+1} |u(0) - u^0| + 2\Delta t \left( \sum_{j=0}^{n} s^j \right) \left( \max_{n=1,2,\ldots,N-1} |\tau^{n+1}| \right)$$

$$\leq 2\Delta t \frac{s^{n+1} - 1}{s - 1} \left( \max_{n=1,2,\ldots,N-1} |\tau^{n+1}| \right),$$

since $u(0) = u^0$. From the definition of $s$,

$$|u(t^{n+1}) - u^{n+1}| \leq 2 \frac{s^{n+1} - 1}{L_1 + L_2} \left( \max_{n=1,2,\ldots,N-1} |\tau^{n+1}| \right)$$

$$\leq \frac{2}{L_1 + L_2} \exp \left( 2T(L_1 + L_2) \right) \left( \max_{n=1,2,\ldots,N-1} |\tau^{n+1}| \right).$$

4.5 NUMERICAL EXPERIMENTS

The matrices $A$ and $B$ of (4.3)-(4.4) are taken to be

$$A = \eta \begin{bmatrix} 4 & 2 \\ 2 & 2 \end{bmatrix} + \omega \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$$

$$B = \eta \begin{bmatrix} 9 & 3 \\ 3 & 2 \end{bmatrix} + \omega \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$$

where $\eta, \omega \in \mathbb{R}$ are to be specified later. Assuming a global time interval $[0, T]$ for the problem and uniform time discretization with step size $\Delta t = T/N$, let $x, y : [0, T] \to \mathbb{R}^2$
be the solution of the ODE system. Assume $x^j, y^j \in \mathbb{R}^2$ are the approximations at time $t^j = j\Delta t$ to $x(t^j), y(t^j)$, respectively. The following errors occur in the tests.

$$E(t^j) = \left( |x(t^j) - x^j|^2 + |y(t^j) - y^j|^2 \right)^{1/2}$$

$$\text{error} = \left( \Delta t \sum_{j=0}^{N} E(t^j)^2 \right)^{1/2}.$$

### 4.5.1 Convergence Testing

It is expected that the choices of parameters $\eta, \omega, \kappa$ will play a large role in the relative size of errors and convergence properties of the decoupled algorithms. However, the implicit algorithm should have consistently superior performance in all respects, and is thus used as a benchmark. To demonstrate the convergence properties of all algorithms the solution of the ODE system is taken to be $x(t) = \cos(t)[1 \ 1]^T$ and $y(t) = -\sin(t)[1 \ 1]^T$. The right hand side forcing functions $f(t), g(t)$ in the ODE system are calculated by inserting this choice of $x(t), y(t)$ into (4.3)-(4.4). Using $\eta = 1$, errors and convergence rates are calculated for each combination of the parameter values $\omega = 1, 100$ and $\kappa = 1, 1000$.

The implicit method shows the expected first order convergence rate, regardless of parameter choices; no time step restriction is needed. Increasing $\kappa$ causes an increase in the error, though relatively small. An interesting observation is that smaller errors are observed using larger $\omega$, indicating the solution is easier to estimate using a large skew-symmetric component in this case. Errors using the implicit method are close to those of the decoupled methods for $\kappa = 1$. When $\kappa = 1000$, the errors using the implicit method are in many cases a few orders of magnitude smaller than using the decoupled methods. It is not yet clear what scaling of $\kappa$ would be most interesting for the atmosphere-ocean problem. As one example, numerical work by Bresch and Koko [12] studying two coupled fluids uses $\kappa = 2.45 \cdot 10^{-3}$.

Using the larger $\kappa$ value is the most obvious source of difficulty, demonstrating one possible challenge for decoupled algorithms. Where for $\kappa = 1000$ and $\omega = 100$ the implicit algorithm generates smaller errors than for $\omega = 1$, the opposite effect is seen at the larger step sizes for both Algorithm 4.2.2 and 4.2.4, as a smaller time step size is required for convergence. Algorithm 4.2.3 behaves more like the implicit algorithm in this respect. Stability problems
may degrade performance of Algorithms 4.2.2, 4.2.4 in these cases, though it is not clear, (see Section 4.5.2).

The results confirm predictions for Algorithm 4.2.3 that the consistency error is largest amongst the algorithms studied. The offsetting advantage is in the unconditional stability of the algorithm. For some problems the stabilized algorithm may have better accuracy than Algorithms 4.2.2, 4.2.4 but not this has not been observed. Indeed, errors for $\kappa = 1000$ are large and convergence is slow. The asymptotic convergence rate of order one was finally observed using time steps $\approx 10^{-7}$.

The decoupled algorithms converge optimally for $\kappa = 1$. In particular, Algorithms 4.2.2, 4.2.4 prove to make good choices of decoupled algorithms using large time step sizes for $\kappa = O(1)$. Errors are generally largest using Algorithm 4.2.3 for this test problem. However, the size of the jump $x_1 - y_1$ in the coupling terms does not decrease with increasing $\kappa$ for this test problem, as when $f, g$ are chosen $\kappa$-independent. An interesting case is zero forcing, where (for $t > 0$) the size of the coupling terms decreases with increasing $\kappa$.

### 4.5.2 A Study of Discrete Asymptotic Stability

Only energetic stability of the decoupled algorithms has been addressed in the analysis. Asymptotic stability is of interest for the decoupled algorithms studied herein, as the matrices $A, B$ and parameter $\kappa$ will effect the eigenvalues of the system, and large time steps are desirable. In the present context, discrete asymptotic stability means that if $f = g = 0$, the discrete solution will exhibit a monotonic decay of energy regardless of any parameter choices, as for the true solution. This differs from the typical A-stability definition (Dahlquist, [24]) mainly in the requirement of monotonic decay.

Algorithms 4.2.1 and 4.2.3 will have this property, evident from their stability proofs. However, it is not clear for Algorithms 4.2.2, 4.2.4. A numerical example will clarify the situation. Take $\eta = 1/100$, $\omega = 1$, $\kappa = 100$ with initial conditions $x_0 = [2 \quad -2]^T$ and $y_0 = [-1 \quad 1]^T$. Choose final time $T = 1$ and $N = 10$ time steps. The Euclidean norm of the approximations using each algorithm is plotted in Figure 6 for this problem, at each time step. Asymptotic stability is studied by setting $f = g = 0$ and examining the plot. Algorithms
4.2.1 and 4.2.3 show the expected monotonic decrease in norm. The plot provides a good illustration of the excessive dissipation inherent to Algorithm 4.2.3 for large \( \kappa \). It is clear that both Algorithm 4.2.2 and Algorithm 4.2.4 are not asymptotically stable in the sense described above. This leads to a natural next step in the study of decoupled algorithms: to combine the asymptotically stable nature of Algorithm 4.2.3 and smaller consistency errors of Algorithms 4.2.2, 4.2.4 somehow in hope of achieving improved convergence results. Such a result could reasonably inspire analogous algorithms for the type of difficult, long-time calculations necessary in applications such as atmosphere-ocean interaction.

4.6 CONSIDERATIONS FOR FURTHER STUDY.

Concerning stability analysis, it is not completely clear which particular type of stability is most important for the motivating application. Energetic stability, zero-stability and asymptotic stability are all seen as important. The numeric results indicate the unconditional, energetic stability of Algorithms 4.2.3, 4.2.4 is not sufficient to guarantee the rate of convergence for large time steps, including for the asymptotically stable Algorithm 4.2.3. This could be attributed to a lack of “unconditional” zero-stability, meaning no restriction on the time step size for which the zero-stability bound (see [3]) holds, which would guarantee convergence rates at large time steps by the Lax equivalence theorem. In particular, the algorithms are all based upon modification of the fully implicit time discretization, for which it is not known if the zero-stability bound could require a time step restriction. However, in numerical testing the fully implicit algorithm appears to be unconditionally convergent.

Energetic stability of Algorithm 4.2.2 is an important open question. Energetic blow-up has not thus far been observed. This algorithm has often exhibited better behavior than other decoupled algorithms.

Numerical testing suggests large time steps can not be used with decoupled algorithms except for \( \kappa \) below some value depending on the problem. The dependence of stability properties of uncoupling algorithms upon \( \kappa \) is a very important open problem. We have given some preliminary results and experiments, but do not believe either to be sharp. Thus
a list of questions arises.

- What are the most important stability considerations in developing decoupled algorithms?
- Is an unconditional zero-stability result ever possible for the implicit algorithm?
- May Algorithm 4.2.2 ever exhibit energetic instability? How may stability of this algorithm best be characterized?
Table 14: Errors and convergence rates for test problem 1.

<table>
<thead>
<tr>
<th>( \kappa, \omega )</th>
<th>( \Delta t )</th>
<th>Alg. 4.2.1</th>
<th>Alg. 4.2.2</th>
<th>Alg. 4.2.3</th>
<th>Alg. 4.2.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1, 1 )</td>
<td>0.6284</td>
<td>0.3015</td>
<td>0.5877</td>
<td>0.9561</td>
<td>0.5976</td>
</tr>
<tr>
<td></td>
<td>0.3142</td>
<td>0.1570</td>
<td>0.2978</td>
<td>0.6091</td>
<td>0.3916</td>
</tr>
<tr>
<td></td>
<td>0.1571</td>
<td>0.0803</td>
<td>0.1533</td>
<td>0.3664</td>
<td>0.1630</td>
</tr>
<tr>
<td></td>
<td>0.0765</td>
<td>0.0461</td>
<td>0.0780</td>
<td>0.2044</td>
<td>0.0842</td>
</tr>
<tr>
<td></td>
<td>0.0393</td>
<td>0.0204</td>
<td>0.0394</td>
<td>0.1084</td>
<td>0.0430</td>
</tr>
<tr>
<td></td>
<td>0.0196</td>
<td>0.0102</td>
<td>0.0198</td>
<td>0.0559</td>
<td>0.0217</td>
</tr>
</tbody>
</table>

| \( 100, 1 \)    | 0.6284      | 0.0106     | 0.0284     | 0.0682     | 0.0273     |
|                 | 0.3142      | 0.0054     | 0.0147     | 0.0339     | 0.0153     |
|                 | 0.1571      | 0.0027     | 0.0074     | 0.0169     | 0.0081     |
|                 | 0.0765      | 0.0013     | 0.0037     | 0.0084     | 0.0041     |
|                 | 0.0393      | 0.0007     | 0.0019     | 0.0042     | 0.0021     |
|                 | 0.0196      | 0.0003     | 0.0009     | 0.0021     | 0.0010     |

| \( 1000, 1000 \)| 0.6284      | 0.3042     | 7.1916     | 396.90     | 7.6946     |
|                 | 0.3142      | 0.1582     | 19.392     | 261.12     | 19.683     |
|                 | 0.1571      | 0.0809     | 16.066     | 167.93     | 8.0611     |
|                 | 0.0765      | 0.0409     | 8.565      | 97.310     | 7.7455     |
|                 | 0.0393      | 0.0206     | 8.1615     | 52.987     | 7.6964     |
|                 | 0.0196      | 0.0103     | 6.9940     | 27.607     | 6.0873     |
|                 | 0.0098      | 0.0048     | 5.7246     | 14.091     | 5.0520     |
|                 | 0.0049      | 0.0024     | 4.6289     | 7.4609     | 4.1606     |
|                 | 0.0025      | 0.0012     | 3.6118     | 4.6689     | 5.3596     |
|                 | 0.0012      | 0.0006     | 2.5052     | 3.6698     | 0.7266     |
|                 | 0.0006      | 0.0003     | 0.4781     | 2.9854     | 0.3936     |
|                 | 0.0003      | 0.0002     | 0.2492     | 2.8656     | 0.2049     |

| \( 10000, 1000 \)| 0.6284      | 0.1139     | 21.734     | 22.258     | 20.121     |
|                 | 0.3142      | 0.0597     | 13.750     | 29.820     | 10.153     |
|                 | 0.1571      | 0.0307     | 28.170     | 30.976     | 10.201     |
|                 | 0.0765      | 0.0155     | 30.922     | 29.898     | 20.373     |
|                 | 0.0393      | 0.0078     | 34.408     | 27.184     | 12.925     |
|                 | 0.0196      | 0.0039     | 36.142     | 21.041     | 9.0967     |
|                 | 0.0098      | 0.0020     | 33.656     | 13.098     | 5.6369     |
|                 | 0.0049      | 0.0010     | 26.705     | 7.3666     | 13.114     |
|                 | 0.0025      | 0.0005     | 17.479     | 4.6157     | 17.251     |
|                 | 0.0012      | 0.0002     | 7.4980     | 3.5416     | 0.0392     |
|                 | 0.0006      | 0.0001     | 0.0018     | 2.7200     | 0.0197     |
|                 | 0.0003      | 5.0e-5     | 0.0092     | 2.5364     | 0.0099     |
Figure 6: Euclidean norm of numerical approximations.
5.0 PARTITIONED TIME STEPPING FOR COUPLED FLUIDS

5.1 INTRODUCTION

This chapter will build upon the results of Chapters 2-4 by considering partitioned methods for the system of partial differential equations resulting from two coupled Navier-Stokes fluids as one component of the dynamic core of climate models. The dynamic core in atmosphere-ocean interaction is a critical component of climatology models and has attracted the interest of many mathematical researchers due to the richness of the theory and technical complexities of efficiently computing approximations to the coupled system using only (uncoupled) atmosphere and ocean solves, (see e.g. [7, 12, 47, 48, 49]). Motivated by this problem we consider uncoupled or “partitioned” methods for two fluids coupled across their shared interface $I$ by a rigid-lid coupling condition, i.e. no penetration and a slip with friction condition allowing a jump in the tangential velocities across $I$. This rigid-lid assumption is used in many oceanography models, [55, 70].

The coupling between the atmosphere and the ocean dynamics occurs in the nonlinear interface condition (5.2) below. We have discovered (Chapter 2) that the nonlinearity in (5.2) cannot be treated in the most natural way (which is stable if (5.2) is linear). We give in (5.17)-(5.18) below an uncoupled and surprising (to us) discretization for the nonlinear condition (5.2) which has no analog for the linear version of (5.2) and which yields an unconditionally stable partitioned method for the fully coupled problem (5.1) - (5.6) below.

To reduce the dynamic core of the coupled atmosphere-ocean problem to its simplest form which still retains the essential difficulty of the coupling condition, let the domain consist of two subdomains $\Omega_1$ and $\Omega_2$ of $\mathbb{R}^d, d = 2, 3$ with outward unit normal vectors $\hat{n}_1$ and $\hat{n}_2$, respectively, coupled across an interface $I$ (example in Figure 2 below). The
problem is: given \( \nu_i > 0, f_i : [0,T] \to H^1(\Omega_i), u_i(0) \in H^1(\Omega_i) \) and \( \kappa \in \mathbb{R} \), find (for \( i = 1,2 \)) \( u_i : \overline{\Omega_i} \times [0,T] \to \mathbb{R}^d \) and \( p_i : \overline{\Omega_i} \times [0,T] \to \mathbb{R} \) satisfying

\[
\begin{align*}
\frac{d u_i}{d t} + u_i \cdot \nabla u_i - \nu_i \Delta u_i + \nabla p_i &= f_i, \quad \text{in } \Omega_i, \\
-\nu_i \hat{n}_i \cdot \nabla u_i \cdot \tau &= \kappa |u_i - u_j|(u_i - u_j) \cdot \tau, \quad \text{on } I \text{, for } i, j = 1,2, i \neq j, \\
u_i \cdot \hat{n}_i &= 0 \text{ on } I, i = 1,2 \\
\nabla \cdot u_i &= 0, \quad \text{in } \Omega_i \\
u_i(x,0) &= u_0^i(x), \quad \text{in } \Omega_i, \\
u_i &= 0, \quad \text{on } \Gamma_i = \partial \Omega_i \setminus I.
\end{align*}
\]

Here \( \tau \) may be any tangent vector on \( I \). The lateral boundary conditions on \( \Omega_i \), (5.6), are not essential for our study. We focus on (5.2). Let

\[
X_i := \{ v_i \in H^1(\Omega_i)^d : v_i = 0 \text{ on } \Gamma_i = \partial \Omega_i \setminus I, v_i \cdot \hat{n}_i = 0 \text{ on } I \} \\
Q_i := \left\{ q_i \in L^2(\Omega_i)^d : \int_{\Omega_i} q_i \, d\Omega_i = 0 \right\}.
\]

For \( u_i \in X_i \) we denote \( u = (u_1, u_2) \) and \( X := \{ v = (v_1, v_2) : v_i \in X_i, i = 1,2 \} \). Similarly, for \( q_i \in Q_i \) we denote \( q = (q_1, q_2) \) and \( Q := \{ q = (q_1, q_2) : q_i \in Q_i, i = 1,2 \} \). A natural subdomain variational formulation for (5.1)-(5.6), obtained by multiplying (5.1) by \( v_i \) and (5.4) by \( q_i \), integrating and applying the divergence theorem, is to find (for \( i, j = 1,2, i \neq j \)) \( u_i : [0,T] \to X_i \) and \( p_i : [0,T] \to Q_i \) satisfying

\[
(\frac{d u_i}{d t}, v_i)_{\Omega_i} + (\nu_i \nabla u_i, \nabla v_i)_{\Omega_i} + (u_i \cdot \nabla u_i, v_i)_{\Omega_i} - (p_i, \nabla \cdot v_i)_{\Omega_i} \\
+ \int_I \kappa |u_i - u_j|(u_i - u_j) v_i \, ds = (f_i, v_i)_{\Omega_i}, \quad \forall v_i \in X_i \quad (5.7)
\]

\[
(\nabla \cdot u_i, q_i)_{\Omega_i} = 0, \quad \forall q_i \in Q_i.
\]

Let \( [\cdot] \) denote the jump of the indicated quantity across the interface \( I \), \( (\cdot, \cdot) \) the \( L^2(\Omega_1 \cup \Omega_2) \) inner product and \( \nu = \nu_i \) and \( f = f_i \) in \( \Omega_i \). The natural coupled or monolithic variational
formulation for (5.1)-(5.6) is found by summing (5.7) over \(i, j = 1, 2\) and \(i \neq j\) and is to find \(u : [0, T] \to X\) and \(p : [0, T] \to Q\) satisfying

\[
(u_t, v) + (\nu \nabla u, \nabla v) + (u \cdot \nabla u, v) - (p, \nabla \cdot v) + \int_I \kappa |u| |u[v]ds = (f, v), \forall v \in X, \tag{5.8}
\]

\[
(\nabla \cdot u, q) = 0, \forall q \in Q.
\]

We note that a realistic atmosphere-ocean model would contain many more terms including (typically) some eddy-viscosity term representing the effects of unresolved turbulent fluctuations on resolved scales. Without such a term there is an interesting theoretical question as to whether weak solutions of (5.1) - (5.6) possess enough regularity for their traces to be well defined in \(L^3(I)\). We focus on algorithmic issues herein and suppose that the solution to (5.1) - (5.6) approximated is a strong solution.

### 5.1.1 Partitioned Stability

The simplest and most natural partitioned method for (5.1) - (5.6) is to extrapolate from past time values the speed \(|u_i - u_j|\) in the friction coefficient, pass the previous, known interface velocity \(u_j\) across \(I\) to the problem in \(\Omega_i\) and solve the problem in \(\Omega_i\). The natural extension of the partitioned method Algorithm 2.2.3 from Chapter 2 to using nonlinear coupling is given as follows. For final time \(T\) and time step size \(\Delta t/N\), find \(u_i^{n+1} \in X_i^h \subset X_i\), \(p_i^{n+1} \in Q_i^h \subset Q_i\) for \(i, j = 1, 2, i \neq j\) satisfying

\[
\left(\frac{u_i^{n+1} - u_i^n}{\Delta t}, v_i\right)_{\Omega_i} + (\nu_i \nabla u_i^{n+1}, \nabla v_i)_{\Omega_i} + (u_i^{n+1} \cdot \nabla u_i^{n+1}, v_i)_{\Omega_i} \nonumber
\]

\[-(p_i^{n+1}, \nabla \cdot v_i)_{\Omega_i} + \kappa \int_I |u_i^n - u_j^n|(u_i^{n+1} - u_j^n)v_i ds = (f_i(t_i^{n+1}), v_i)_{\Omega_i}, \forall v_i \in X_i^h, \tag{5.9} \]

In the case of linear coupling (without \(|u_i^n - u_j^n|\)), (5.9) can be proven (a simple modification of the results in Chapter 2) to be unconditionally stable. We also present strong numerical evidence in Section 5.4 that (5.9) is in fact unstable for the nonlinear problem unless \(\Delta t\) is taken very small. The development of a partitioned discretization method which is unconditionally and nonlinearly stable for large time steps for the nonlinear interface condition (5.2)
is the main motivation of this chapter. We show that replacing the term \( u_j^n |u_i^n - u_j^n| \) in (5.9) by using a geometric averaging of the jump,

\[
u_j^n |u_i^n - u_j^n|^{1/2} |u_i^{n-1} - u_j^{n-1}|^{1/2},
\]
gives this partitioned method.

The remainder of this chapter is organized as follows: in Section 5.2, the mathematical setting and notation are described, and the partitioned time-stepping algorithm is presented. Theoretical results regarding the stability and convergence of the method are presented in Section 5.3. Unconditional stability of the proposed numerical method is proven and an optimal error estimate is derived. A remark is included discussing the expected dissipation of the decoupled algorithm. Numerical results that support the theoretical results are presented in Section 5.4. Convergence rates are demonstrated for an academic test, as well as a problem representing the flow of air over a container of water. For this problem, it is furthermore shown that with certain parameter choices the unmodified IMEX discretization (5.9) is unstable for a range of time step sizes, but our proposed method is stable.

### 5.1.2 Related Work

A standard simplification of the interface condition (5.5) used in some climate models, (e.g. [70]), is to represent the “wind shear stress” or “momentum flux” by a relationship of the form

\[
\rho_O \nu_O \nabla u_O \cdot \hat{n}_O = C_D \rho_a |u_a| u_a
\]

where \( \rho_O, \rho_a \) are densities of the ocean and atmosphere, respectively, \( \nu_O \) is the kinematic viscosity of the ocean, \( u_O \) and \( u_a \) are the velocities of the ocean and atmosphere, respectively, \( \hat{n}_O \) is the unit outward normal vector of the ocean domain and \( C_D \) is a (dimensionless) drag coefficient. The velocity jump \( u_a - u_O \) does not appear as it would using (5.2) since the ocean velocity is assumed to be negligible compared to the air velocity near the interface. The atmosphere and ocean are updated by an explicit update of the ocean to compute the momentum flux, which is then mapped conservatively to the atmosphere mesh.
An atmosphere-ocean system, more physically refined than (5.1) - (5.6) but sharing the same mathematical structure for the dynamic core and coupling, is studied by Lions, Temam and Wang in a series of papers performing a thorough mathematical analysis [47, 48, 49]. The coupling condition (5.2) is a more physically relevant representation of the momentum flux across the interface, taking into account when the ocean surface flow may be influencing the surface air current. Bresch and Koko [12] introduce some decoupling algorithms for a model akin to (5.1)-(5.6). In it, the monolithic, coupled problem at each step is solved by preconditioned iterative methods, uncoupling can occur in the residual calculation and in the preconditioning step.

Often systems of ODEs or PDEs may be decomposed into a sum of linear, stiff terms and other less stiff (possibly nonlinear) terms. Stable, consistent methods for such ODEs were derived by using implicit treatment of stiff terms and explicit treatment of the remaining terms, the so called additive Runge-Kutta methods, [23]. Kennedy and Carpenter exhibited the utility of this idea for convection-diffusion-reaction equations, [40], and in [4] implicit-explicit (IMEX) methods of up to fourth order have been developed for some classes of PDEs. These methods seek to reduce the time step restriction on an explicit method for stability by implicit treatment of stiff terms while reducing computational cost through explicit updating of other terms, particularly nonlinear terms.

One application of the IMEX approach is to use explicit updates of the terms responsible for coupling across \( I \), giving semi-implicit partitioned methods. A straight-forward partitioning approach for some coupled problems may result in an unstable or conditionally stable method, as demonstrated for the fluid-structure interaction problem, see [14, 16].

### 5.2 METHOD DESCRIPTION, NOTATION AND PRELIMINARIES

This section presents the numerical scheme for (5.1)-(5.6), and provides the necessary definitions and lemmas for the stability and convergence analysis. For \( D \subset \Omega \), the Sobolev space \( H^k(D) = W^{k,2}(D) \) is equipped with the usual norm \( \| \cdot \|_{H^k(D)} \), and semi-norm \( | \cdot |_{H^k(D)} \), for \( 1 \leq k < \infty \), e.g. Adams [1]. The \( L^2 \) norm is denoted by \( \| \cdot \|_D \). For functions \( v(x,t) \) defined
for almost every $t \in (0, T)$ on a function space $V(D)$, we define the norms $(1 \leq p \leq \infty)$

$$
\|v\|_{L^\infty(0,T;V)} = \text{ess sup}_{0<t<T} \|v(\cdot, t)\|_V \quad \text{and} \quad \|v\|_{L^p(0,T;V)} = \left( \int_0^T \|v\|^p_V \, dt \right)^{1/p} .
$$

The dual space of the Banach space $V$ is denoted $V'$.

Let the domain $\Omega \subset \mathbb{R}^d$ ($d = 2, 3$) have convex, polygonal subdomains $\Omega_i$ for $i = 1, 2$ with $\partial \Omega_1 \cap \partial \Omega_2 = \Omega_1 \cap \Omega_2 = I$. Let $\Gamma_i$ denote the portion of $\partial \Omega_i$ that is not on $I$, i.e. $\Gamma_i = \partial \Omega_i \setminus I$. For $i = 1, 2$, let

$$
X_i = \{ v \in H^1(\Omega_i)^d \mid v|_{\Gamma_i} = g_i \text{ and } v \cdot \hat{n}_i = 0 \text{ on } I \} .
$$

Let $(\cdot, \cdot)_{\Omega_i}$ denote the standard $L^2$ inner product on $\Omega_i$, and let $(\cdot, \cdot)_{X_i}$ denote the standard $H^1$ inner product on $\Omega_i$. The case $g_i = 0$, $i = 1, 2$ is considered in this thesis. The space $Q_i = L^2_0(\Omega_i)$ consists of $L^2$ functions on $\Omega_i$ with average value zero. Divergence free spaces are

$$
V_i = \left\{ v \in X_i : \int_{\Omega_i} q \nabla \cdot v \, d\Omega_i = 0 , \forall q \in Q_i \right\} .
$$

Define $X = X_1 \times X_2$, $L^2(\Omega) = L^2(\Omega_1) \times L^2(\Omega_2)$, $Q = Q_1 \times Q_2$ and $V = V_1 \times V_2$. For $u, v \in X$ with $u = [u_1, u_2]^T$ and $v = [v_1, v_2]^T$, define the $L^2$ inner product

$$
(u, v) = \sum_{i=1,2} \int_{\Omega_i} u_i v_i \, dx ,
$$

and $H^1$ inner product

$$
(u, v)_X = \sum_{i=1,2} \left( \int_{\Omega_i} u_i v_i \, dx + \int_{\Omega_i} \nabla u_i \cdot \nabla v_i \, dx \right) ,
$$

and the induced norms $\|v\| = (v, v)^{1/2}$ and $\|v\|_X = (v, v)_X^{1/2}$, respectively. A fundamental norm to be used is that of $L^3(I)$, denoted simply by $\|\cdot\|_I$.

For functions $u, v, w \in X_i, i = 1, 2$ we define the explicitly skew-symmetrized nonlinear form on $\Omega_i$ by

$$
c_i(u; v, w) = \frac{1}{2} (u \cdot \nabla v, w)_{\Omega_i} - \frac{1}{2} (u \cdot \nabla w, v)_{\Omega_i} .
$$

(5.10)

It can be shown this is equal to the convective form $(u \cdot \nabla v, w)_{\Omega_i}$ since $u \cdot \hat{n} = 0$ on $I$. The following standard bounds are used in the analysis.
Lemma 5.2.1. Let \( u, v, w \in H^1(\Omega_i) \) for \( i = 1, 2 \) with \( \Omega_i \subset \mathbb{R}^d, d = 2, 3 \). Then there exists \( C = C(\Omega_i) > 0 \), a finite constant such that

\[
    c_i(u; v, w) \leq C \|u\|_{1/2, \Omega_i} \|\nabla u\|_{1/2, \Omega_i} \|\nabla v\|_{\Omega_i} \|\nabla w\|_{\Omega_i} \tag{5.11}
\]

\[
    \int_I u[v] \cdot w \, ds \leq \|u\|_I \|v\|_I \|w\|_I \tag{5.12}
\]

\[
    \|u\|_I \leq C \|u\|_{1/4, \Omega_i} \|\nabla u\|^{3/4}_{\Omega_i} \tag{5.13}
\]

Proof. The first bound is standard, e.g. [45], and the second bound is an application of Hölder’s inequality. The inequality (5.13) follows from Sobolev space theory. Note \( u = 0 \) on \( \partial \Omega_i \setminus I \) and hence \( \|u_i\|_{L^3(I)} = \|u_i\|_{L^3(\partial \Omega_i)} \). Then the result follows from (e.g.) Galdi, [32] with the Poincaré - Friedrichs inequality.

Lemma 5.2.2. Let \( i, j \in \{1, 2\} \) and \( \{\alpha_1, \alpha_2, \beta_1, \beta_2\} \) arbitrary positive real numbers. For functions \( u_i \in X_i, v_j \in X_j, w \in X \) the following bounds hold.

\[
    \kappa \int_I |u_i|[|w|]v_j \, ds \leq C \frac{\kappa^2}{4} \|u_i\|^2_I \|w\|_I^2 + \frac{\alpha_1^2}{\nu_1^2} \|v_j\|^2_{\Omega_j} + \frac{\nu_j}{2\alpha_j} \|\nabla v_j\|^2_{\Omega_j} \quad \tag{5.14}
\]

\[
    \kappa \int_I |u_i|[|w|]v_j \, ds \leq C \frac{\kappa^4}{\nu_1^2} \|u_i\|^4_I \|w\|_I^4 + \frac{\nu_1}{4\alpha_1} \|\nabla u_i\|^2_{\Omega_i} + \frac{\nu_j}{4\beta_j} \|\nabla v_j\|^2_{\Omega_j} \quad \tag{5.15}
\]

\[
    \kappa \int_I |u_i|[|w|]v_j \, ds \leq C \kappa^4 \|u_i\| \left\{ \frac{\alpha_1^3}{\nu_1^3} \|w_1\|_{\Omega_1}^2 + \frac{\alpha_2^3}{\nu_2^3} \|w_2\|_{\Omega_2}^2 + \frac{2\beta_3^3}{\nu_3^3} \|v_j\|_{\Omega_j}^2 \right\} + \frac{1}{4} \|\nabla w_1\|_{\Omega_1}^2 + \frac{\nu_2}{\alpha_2} \|\nabla w_2\|_{\Omega_2}^2 + \frac{2\nu_j}{\beta_j} \|\nabla v_j\|_{\Omega_j}^2 \quad \tag{5.16}
\]

Proof. To prove the above inequalities one begins in each case applying (5.12), followed by application of (5.13) and Young’s inequality. In the first case,
choosing $s = 2v_j/3\alpha_j$. Simplify using $27/32 < 1$ for convenience, thus proving (5.14). In the second case,

$$
\kappa \int_I |u_i||w||v_j| ds \leq \kappa \|u_i\|_I \|w\|_I \|v_j\|_I
$$

$$
\leq \frac{\kappa}{2} \|u_i\|_I^2 \|w\|_I + \frac{\kappa}{2} \|w\|_I \|v_j\|_I^2
$$

$$
\leq C_2^\kappa \frac{\kappa}{2} \|u_i\|_{\Omega_i} \|w_i\|_{\Omega_i} \|v_j\|_{\Omega_j} + C_3^\kappa \frac{\kappa}{2} \|w_i\|_{\Omega_i} \|v_j\|_{\Omega_j}^2
$$

$$
\leq C_4^\kappa \frac{\kappa^3}{4s_i} \|w_i\|_I \|u_i\|_{\Omega_i}^2 + \frac{3s_i}{4} \|w_i\|_{\Omega_i} \|v_j\|_{\Omega_j}^2
$$

$$
+ C_5^\kappa \frac{\kappa^3}{4s_j} \|v_j\|_I \|v_j\|_{\Omega_j}^2 + \frac{3s_j}{4} \|v_j\|_{\Omega_j} \|v_j\|_{\Omega_j}^2
$$

then choose $s_i = \nu_i/3\alpha_i$ and $s_j = \nu_j/3\beta_j$, proceeding as above to prove (5.15). To prove (5.16) we note

$$
\kappa \int_I |u_i||w||v_j| ds \leq \kappa \|u_i\|_I \|w_1\|_I + \|w_2\|_I \|v_j\|_I
$$

$$
\leq \frac{\kappa}{2} \|u_i\|_I \|w_1\|_I + \frac{\kappa}{2} \|w_2\|_I \|v_j\|_I + \kappa \|u_i\|_I \|v_j\|_I^2
$$

$$
\leq C_2^\kappa \|u_i\|_I \left\{ \|w_1\|_{\Omega_i} \|v_j\|_{\Omega_j}^2 + \|w_2\|_{\Omega_2} \|v_j\|_{\Omega_2}^2 \right\}
$$

and the result follows from these inequalities:

$$
C_2^\kappa \|u_i\|_I \|w_1\|_{\Omega_i} \|v_j\|_{\Omega_j}^2 \leq C_3^\kappa \alpha_i \frac{\kappa^3}{\nu_i^2} \|u_i\|_I \|w_1\|_{\Omega_i} \|v_j\|_{\Omega_j}^2
$$

$$
C_2^\kappa \|u_i\|_I \|w_2\|_{\Omega_2} \|v_j\|_{\Omega_j} \|v_j\|_{\Omega_j}^2 \leq C_4^\kappa \beta_j \frac{\kappa^3}{\nu_j^2} \|u_i\|_I \|w_2\|_{\Omega_2} \|v_j\|_{\Omega_j}^2
$$

For $t^n \in [0,T]$, $u^n$ will denote the discrete approximation to $u(t^n)$, where the discrete times $t^n$ are calculated from the uniform time step size $\Delta t = T/N$ by $t^n = n\Delta t$, $n = 0,1,\ldots,N$. Then the approximations $u^n_1 \in V_{1,h}$ and $u^n_2 \in V_{2,h}$ for $n = 2,3,\ldots,N$ are calculated using Algorithm 5.2.1. It should be noted that this algorithm requires the two initial values $u^0$ and $u^1$. 
Algorithm 5.2.1 (Partitioned Scheme). Let $\Delta t > 0$, $f \in H^{-1}(\Omega)$. Given $u^{n-1}, u^n \in V_h$, $n \in \{1, 2, \cdots, N-1\}$, find $u_1^{n+1} \in V_{1,h}$ satisfying

\[
\left( \frac{u_1^{n+1} - u_1^n}{\Delta t}, v_1 \right)_{\Omega_1} + \nu_1 (\nabla u_1^{n+1}, \nabla v_1)_{\Omega_1} + c_1 (u_1^{n+1}; u_1^{n+1}, v_1) \\
+ \kappa \int_I |[u^n]| u_1^{n+1} \cdot v_1 \, ds - \kappa \int_I |[u^n]|^{1/2} |[u^{n-1}]|^{1/2} u_2^n \cdot v_1 \, ds \\
= (f_1(t^{n+1}), v_1)_{\Omega_1}, \ \forall v_1 \in V_{1,h}.
\]

(5.17)

and $u_2^{n+1} \in V_{2,h}$ satisfying

\[
\left( \frac{u_2^{n+1} - u_2^n}{\Delta t}, v_2 \right)_{\Omega_2} + \nu_2 (\nabla u_2^{n+1}, \nabla v_2)_{\Omega_2} + c_2 (u_2^{n+1}; u_2^{n+1}, v_2) \\
+ \kappa \int_I |[u^n]| u_2^{n+1} \cdot v_2 \, ds - \kappa \int_I |[u^n]|^{1/2} |[u^{n-1}]|^{1/2} u_1^n \cdot v_2 \, ds \\
= (f_2(t^{n+1}), v_2)_{\Omega_2}, \ \forall v_2 \in V_{2,h}.
\]

(5.18)

The main feature of this algorithm is the use of the geometric average $|[u^n]|^{1/2} |[u^{n-1}]|^{1/2}$ in the coupling terms. This will be shown to have a stabilizing effect for the algorithm. Hence Algorithm 5.2.1 will often be referred to as the geometric averaging method, or GA method.

5.3 Numerical Analysis

Stability of the partitioned scheme (Algorithm 5.2.1) is established below. The polarization identity is used in the stability and convergence proofs:

\[
(w^{j+1} - w^j) \cdot w^{j+1} = \frac{1}{2} (|w^{j+1}|^2 + |w^{j+1} - w^j|^2 - |w^j|^2)
\]

(5.19)
Lemma 5.3.1. (Partitioned Stability) Let $u^j_1 \in X_{1,h}$ satisfy (5.17) for each $j \in \{0, 1, \cdots, n\}$, and $u^j_2 \in X_{2,h}$ satisfy (5.18) for each $j \in \{0, 1, \cdots, n\}$. Then Algorithm 5.2.1 satisfies the following energy equality at time step $n+1$:

\[
\|u^{n+1}\|^2 + \sum_{j=1}^{n} \|u^{j+1} - u^j\|^2 + 2\Delta t \sum_{j=1}^{n} \left( \nu_1 \|\nabla u^{j+1}_1\|^2_{\Omega_1} + \nu_2 \|\nabla u^{j+1}_2\|^2_{\Omega_2} \right) \\
+ \kappa \Delta t \sum_{j=1}^{n} \int_I \left( \|u^j\|^{1/2} u^{j+1}_1 - \|u^{j-1}\|^{1/2} u^j_1 \right)^2 ds \\
+ \kappa \Delta t \sum_{j=1}^{n} \int_I \left( \|u^j\|^{1/2} u^{j+1}_2 - \|u^{j-1}\|^{1/2} u^j_2 \right)^2 ds \\
+ \kappa \Delta t \int_I \|u^n\| \left( |u^{n+1}_1|^2 + |u^{n+1}_2|^2 \right) ds \\
= \|u^1\|^2 + \kappa \Delta t \int_I \|u^0\| \left( |u_1|^2 + |u_2|^2 \right) ds \\
+ 2\Delta t \sum_{j=1}^{n} \left\{ (f_1(t^{j+1}), u^{j+1}_1)_{\Omega_1} + (f_2(t^{j+1}), u^{j+1}_2)_{\Omega_2} \right\}. \quad (5.20)
\]

Furthermore, the algorithm is unconditionally stable, satisfying:

\[
\|u^{n+1}\|^2 + \sum_{j=1}^{n} \|u^{j+1} - u^j\|^2 + \Delta t \sum_{j=1}^{n} \left( \nu_1 \|\nabla u^{j+1}_1\|^2_{\Omega_1} + \nu_2 \|\nabla u^{j+1}_2\|^2_{\Omega_2} \right) \\
+ \kappa \Delta t \int_I \|u^n\| \left( |u^{n+1}_1|^2 + |u^{n+1}_2|^2 \right) ds \\
\leq \|u^1\|^2 + \kappa \Delta t \int_I \|u^0\| \left( |u_1|^2 + |u_2|^2 \right) ds \\
+ \sum_{j=1}^{n} \left( \frac{\Delta t}{\nu_1} \|f_1(t^{j+1})\|^2_{V_1'} + \frac{\Delta t}{\nu_2} \|f_2(t^{j+1})\|^2_{V_2'} \right). \quad (5.21)
\]

Remark 5.3.1 (Discrete energy). The discrete energy equation (5.20) includes the following exact “kinetic energy” of the discretization, denoted by $KE^{n+1}$:

\[
KE^{n+1} = \|u^{n+1}\|^2 + \kappa \Delta t \int_I \|u^n\| \left( |u^{n+1}_1|^2 + |u^{n+1}_2|^2 \right) ds.
\]
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The corresponding “energy dissipation” of the method, denoted by \( \epsilon^{n+1} \) is

\[
\epsilon^{n+1} = 2\Delta t \sum_{j=1}^{n} \left( \nu_1 \left\| \nabla u_1^{j+1} \right\|^2_{\Omega_1} + \nu_2 \left\| \nabla u_2^{j+1} \right\|^2_{\Omega_2} \right) + \kappa \Delta t \sum_{j=1}^{n} \int_{\Gamma} \left\| [u^j]^{1/2} u_1^{j+1} - [u^{j-1}]^{1/2} u_2^{j} \right\|^2 ds \\
+ \kappa \Delta t \sum_{j=1}^{n} \int_{\Gamma} \left\| [u^j]^{1/2} u_2^{j+1} - [u^{j-1}]^{1/2} u_1^{j} \right\|^2 ds.
\]

**Proof.** Let \( j \in \{1, 2, \ldots, N - 1\} \) and consider (5.17) with \( n = j \). Setting \( v_1 = u_1^{j+1}, (5.17) \) yields

\[
\left( \frac{u_1^{j+1} - u_1^{j}}{\Delta t}, u_1^{j+1} \right)_{\Omega_1} + \nu_1 \left\| \nabla u_1^{j+1} \right\|^2_{\Omega_1} + \kappa \int_{\Gamma} \left| u_1^{j+1} \right|^{1/2} \left\| [u^j] \right\| ds \\
- \kappa \int_{\Gamma} u_2^{j} \cdot u_1^{j+1} \left| [u^j] \right|^{1/2} \left| [u^{j-1}] \right|^{1/2} ds = (f_1(t^{j+1}), u_1^{j+1})_{\Omega_1}. \quad (5.22)
\]

Similarly, choosing \( v_2 = u_2^{j+1} \) in (5.18) yields

\[
\left( \frac{u_2^{j+1} - u_2^{j}}{\Delta t}, u_2^{j+1} \right)_{\Omega_2} + \nu_2 \left\| \nabla u_2^{j+1} \right\|^2_{\Omega_2} + \kappa \int_{\Gamma} \left| u_2^{j+1} \right|^{1/2} \left\| [u^j] \right\| ds \\
- \kappa \int_{\Gamma} u_1^{j} \cdot u_2^{j+1} \left| [u^j] \right|^{1/2} \left| [u^{j-1}] \right|^{1/2} ds = (f_2(t^{j+1}), u_2^{j+1})_{\Omega_2}. \quad (5.23)
\]

Applying the identity (5.19) to the first terms on the left hand side of (5.22)-(5.23) and adding, it follows that

\[
\frac{1}{2\Delta t} \left( \left\| u_1^{j+1} \right\|^2_{\Omega_1} - \left\| u_1^{j} \right\|^2_{\Omega_1} + \left\| u_1^{j+1} - u_1^{j} \right\|^2_{\Omega_1} + \left\| u_2^{j+1} \right\|^2_{\Omega_2} - \left\| u_2^{j} \right\|^2_{\Omega_2} + \left\| u_2^{j+1} - u_2^{j} \right\|^2_{\Omega_2} \right)
+ \nu_1 \left\| \nabla u_1^{j+1} \right\|^2_{\Omega_1} + \nu_2 \left\| \nabla u_2^{j+1} \right\|^2_{\Omega_2} + \kappa \int_{\Gamma} \left| u_1^{j+1} \right|^{1/2} \left\| [u^j] \right\| ds + \kappa \int_{\Gamma} \left| u_2^{j+1} \right|^{1/2} \left\| [u^j] \right\| ds \\
- \kappa \int_{\Gamma} u_2^{j} \cdot u_1^{j+1} \left| [u^j] \right|^{1/2} \left| [u^{j-1}] \right|^{1/2} ds - \kappa \int_{\Gamma} u_1^{j} \cdot u_2^{j+1} \left| [u^j] \right|^{1/2} \left| [u^{j-1}] \right|^{1/2} ds
= (f_1(t^{j+1}), u_1^{j+1})_{\Omega_1} + (f_2(t^{j+1}), u_2^{j+1})_{\Omega_2}. \quad (5.24)
\]
Applying (5.19) with \( w^{j+1} = u_1^{j+1} \|u_1^j\|^{1/2} \) and \( w^j = u_2^j \|u_2^{j-1}\|^{1/2} \), the following two interface integrals may be expressed in a different way:

\[
\kappa \int_I \left| u_1^{j+1} \right|^2 \left| u_1^j \right| \, ds - \kappa \int_I u_1^j \cdot u_1^{j+1} \left| u_1^j \right|^{1/2} \left| u_1^{j-1} \right|^{1/2} \, ds
= \kappa \int_I w^{j+1} \cdot w^{j+1} - w^j \cdot w^j \, ds = \kappa \int_I w^{j+1} \cdot (w^{j+1} - w^j) \, ds
= \frac{\kappa}{2} \int_I \left| u_1^{j+1} \right|^2 \left| u_1^j \right| \, ds - \frac{\kappa}{2} \int_I \left| u_2^j \right|^2 \left| u_1^{j-1} \right| \, ds
+ \frac{\kappa}{2} \int_I \left| u_1^{j+1} \right|\left| u_1^j \right|^{1/2} - \left| u_2^j \right|\left| u_1^{j-1} \right|^{1/2} \, ds.
\]

This expression is inserted into (5.24) and the remaining two interface integrals are treated analogously:

\[
\frac{1}{2\Delta t} \left( \left\| u_1^{j+1} \right\|_{\Omega_1}^2 - \left\| u_1^j \right\|_{\Omega_1}^2 + \left\| u_2^{j+1} \right\|_{\Omega_2}^2 - \left\| u_2^j \right\|_{\Omega_2}^2 \right)
+ \frac{1}{2\Delta t} \left( \left\| u_1^{j+1} - u_1^j \right\|_{\Omega_1}^2 + \left\| u_2^{j+1} - u_2^j \right\|_{\Omega_2}^2 \right) + \nu_1 \left\| \nabla u_1^{j+1} \right\|_{\Omega_1}^2 + \nu_2 \left\| \nabla u_2^{j+1} \right\|_{\Omega_2}^2
+ \frac{\kappa}{2} \int_I \left\{ \left| u_1^{j+1} \right|^2 + \left| u_2^{j+1} \right|^2 \right\} \left| u_1^j \right| \, ds
+ \frac{\kappa}{2} \int_I \left| u_2^{j+1} \right|\left| u_1^j \right|^{1/2} - \left| u_2^j \right|\left| u_1^{j-1} \right|^{1/2} \, ds
= (f_1(t^{j+1}), u_1^{j+1})_{\Omega_1} + (f_2(t^{j+1}), u_2^{j+1})_{\Omega_2}.
\]

Multiply through (5.25) by \( 2\Delta t \), and summing over \( j = 1, 2, \ldots, n \) proves the energy equation (5.20). To prove (5.21), bound the right hand side of (5.25) by:

\[
(f_1(t^{j+1}), u_1^{j+1})_{\Omega_1} + (f_2(t^{j+1}), u_2^{j+1})_{\Omega_2}
\leq \frac{1}{2\nu_1} \left\| f_1(t^{j+1}) \right\|_{V_1}^2 + \frac{1}{2\nu_2} \left\| f_2(t^{j+1}) \right\|_{V_2}^2
+ \frac{\nu_1}{2} \left\| \nabla u_1^{j+1} \right\|_{\Omega_1}^2 + \frac{\nu_2}{2} \left\| \nabla u_2^{j+1} \right\|_{\Omega_2}^2.
\]

Insert (5.26) into (5.25), and the desired result follows by multiplying through by \( 2\Delta t \) and summing over \( j = 1, 2, \ldots, n \).
Theorem 5.3.2 (Convergence of Algorithm 5.2.1). Let \( u_i \in X_{1,h} \) satisfy (5.17) for each \( n \in \{0, 1, 2, \ldots, n \leq N \} \), and \( u_n \in X_{2,h} \) satisfy (5.18) for each \( k \in \{0, 1, 2, \ldots, n \leq N \} \). Let \( \tilde{\nu} = \max\{\nu_1^{-1}, \nu_2^{-1}\} \), \( \tilde{\nu} = \max\{\nu_1, \nu_2\} \), and let

\[
D^{n+1} = \tilde{\nu}^3 \left( 1 + \kappa^4 E^{n+1} + \|\nabla u(t^{n+1})\|^4 \right),
\]

where \( E^{n+1} = \max_{j=0, 1, \ldots, n+1} \{\max\{\|u(t^j)\|, \|u_i\|\} \} \). Assume \( \Delta t \leq 1/D^{n+1} \), and that \((u, p)\) is a strong solution of the coupled NSE system (5.1)-(5.6) with \( u_t \in L^2(0, T; X) \) and \( u_{tt} \in L^2(0, T; L^2(\Omega)) \). Then the solution \( u^{n+1} \) of Algorithm 5.2.1 satisfies:

\[
\begin{align*}
\|u(t^{n+1}) - u^{n+1}\|^2 &+ \frac{\Delta t}{2} \left( \nu_1 \sum_{k=1}^n \|\nabla(u_1(t^{k+1}) - u_1^{k+1})\|^2 + \nu_2 \sum_{k=1}^n \|\nabla(u_2(t^{k+1}) - u_2^{k+1})\|^2 \right) \\
&\leq C \exp \left( \Delta t \sum_{n=1}^j \frac{D^{n+1}}{1 - \Delta t D^{n+1}} \right) \left\{ \|u(t^1) - u^1\|^2 + \inf_{v^i \in V_h} \|u(t^1) - v^i\|^2 \\
&+ \Delta t \nu_1 \left( \|\nabla(u_1(t^1) - u_1^1)\|^2 + \frac{1}{2} \|\nabla(u_1(t^0) - u_1^0)\|^2 \right) \\
&+ \Delta t \nu_2 \left( \|\nabla(u_2(t^1) - u_2^1)\|^2 + \frac{1}{2} \|\nabla(u_2(t^0) - u_2^0)\|^2 \right) \right\} \\
&+ \Delta t^2 \|u_{tt}\|^2_{L^2(0,T;L^2(\Omega))} + \inf_{v \in V_h} \|(u - v)_{tt}\|^2_{L^2(0,T;L^2(\Omega))} + \inf_{q \in Q_h} \|p - q\|^2_{L^2(0,T;L^2(\Omega))} \\
&+ \kappa \Delta t^2 \|u_t\|^2_{L^2(0,T;X)} + T \max_{k=0, \ldots, n+1} \left( \inf_{v^k \in V_h} \|\nabla(u(t^k) - v^k)\|^2 \right),
\end{align*}
\]

where \( C \) has the following dependence on \( \kappa, \nu_1, \) and \( \nu_2 \):

\[
C = O \left( \max\{\tilde{\nu}, \tilde{\nu}, (1 + \Delta t \kappa^4) \tilde{\nu}^3, \kappa^2 \} \right).
\]
Proof. To prove convergence we will consider the error equations on each subdomain independently first. The resulting error bounds from the two subdomains will then be summed. Begin by taking the variational formulation for the true solution $u_1(t^{n+1})$ on $\Omega_1$ and subtracting (5.17),

\[
\frac{1}{\Delta t} \left( (u_1(t^{n+1}) - u_1^{n+1}) - (u_1(t^n) - u_1^{n}) , v_1 \right)_{\Omega_1} + \nu_1 \left( \nabla (u_1(t^{n+1}) - u_1^{n+1}) , \nabla v_1 \right)_{\Omega_1} \\
+ c_1 \left( u_1(t^{n+1}); u_1(t^{n+1}) , v_1 \right) - c_1 \left( u_1^{n+1}; u_1^{n+1} , v_1 \right) - \left( p_1(t^{n+1}) , \nabla \cdot v_1 \right)_{\Omega_1} \\
+ \kappa \int_I u_1(t^{n+1})||u(t^{n+1})|| \cdot v_1 \, ds - \kappa \int_I u_1^{n+1}||u^n|| \cdot v_1 \, ds \\
+ \kappa \int_I u_2^n||u^n||^{1/2}||u^{n-1}||^{1/2} \cdot v_1 \, ds - \kappa \int_I u_2(t^{n+1})||u(t^{n+1})|| \cdot v_1 \, ds \\
= \left( \frac{u_1(t^{n+1}) - u_1(t^n)}{\Delta t} - \frac{\partial u_1(t^{n+1})}{\partial t} , v_1 \right)_{\Omega_1} , \forall v_1 \in V_{1,h}.
\]

Errors are decomposed using the equation

\[
u_i(t^j) - u_i^j = (u_i(t^j) - \bar{u}_i^j) + (\bar{u}_i^j - u_i^j) = \eta_i^j + \phi_i^j
\]

where $\eta_i^j \in V_i$ and $\phi_i^j \in V_{h,i}$ with $\bar{u}_i^j \in V_{h,i}$ arbitrarily chosen. We also subtract an arbitrarily chosen $q_i^j \in Q_{h,i}$ from the pressure for free. Thus choosing $v_1 = \phi_1^{n+1}$ the above error equation is rewritten as

\[
\frac{1}{\Delta t} \left( \eta_1^{n+1} - \eta_1^n , \phi_1^{n+1} \right)_{\Omega_1} + \frac{1}{\Delta t} \left( \phi_1^{n+1} - \phi_1^n , \phi_1^{n+1} \right)_{\Omega_1} + \nu_1 \left( \nabla \eta_1^{n+1} , \nabla \phi_1^{n+1} \right)_{\Omega_1} + \nu_1 ||\nabla \phi_1^{n+1}||_{\Omega_1} \\
+ c_1 \left( u_1(t^{n+1}); u_1(t^{n+1}) , \phi_1^{n+1} \right) - c_1 \left( u_1^{n+1}; u_1^{n+1} , \phi_1^{n+1} \right) - \left( p_1(t^{n+1}) - q_1^{n+1} , \nabla \cdot \phi_1^{n+1} \right)_{\Omega_1} \\
+ \kappa \int_I u_1(t^{n+1})||u(t^{n+1})|| \cdot \phi_1^{n+1} \, ds - \kappa \int_I u_1^{n+1}||u^n|| \cdot \phi_1^{n+1} \, ds \\
+ \kappa \int_I u_2^n||u^n||^{1/2}||u^{n-1}||^{1/2} \cdot \phi_1^{n+1} \, ds - \kappa \int_I u_2(t^{n+1})||u(t^{n+1})|| \cdot \phi_1^{n+1} \, ds \\
= \left( R_1^{n+1} , \phi_1^{n+1} \right)_{\Omega_1}.
\]
where \( R_{j}^{n+1} = \frac{u_{j}^{(1)}(t^{n}) - u_{j}^{(n)}}{\Delta t} - \frac{\partial u_{j}^{(n+1)}}{\partial t}, \) for \( j = 1, 2. \) The goal is to bound \( \phi_{1}^{n+1}, \) hence we move many terms to the right hand side. Apply (5.19) on the left hand side:

\[
\frac{1}{2\Delta t} \left( \| \phi_{1}^{n+1} \|_{\Omega_{1}}^{2} - \| \phi_{1}^{n} \|_{\Omega_{1}}^{2} + \| \phi_{1}^{n+1} - \phi_{1}^{n} \|_{\Omega_{1}}^{2} \right) + \nu_{1} \| \nabla \phi_{1}^{n+1} \|_{\Omega_{1}}^{2} \\
+ \left\{ \kappa \int_{I} u_{1}(t^{n+1})[[u(t^{n+1})]] \cdot \phi_{1}^{n+1} \, ds - \kappa \int_{I} u_{1}^{n+1}[[u]] \cdot \phi_{1}^{n+1} \, ds \right\} \\
+ \left\{ \kappa \int_{I} u_{2}^{n}[[u]]^{1/2}[[u^{n-1}]]^{1/2} \cdot \phi_{1}^{n+1} \, ds - \kappa \int_{I} u_{2}^{n}[[u(t^{n})]] \cdot \phi_{1}^{n+1} \, ds \right\} \\
= -\frac{1}{\Delta t} \left( \eta_{1}^{n+1} - \eta_{1}^{n}, \phi_{1}^{n+1} \right)_{\Omega_{1}} - \nu_{1} \left( \nabla \eta_{1}^{n+1}, \nabla \phi_{1}^{n+1} \right)_{\Omega_{1}} \\
+ \left( p_{1}(t^{n+1}) - q_{1}^{n+1}, \nabla \phi_{1}^{n+1} \right)_{\Omega_{1}} \\
- c_{1} (u_{1}(t^{n+1}), u_{1}(t^{n+1}), \phi_{1}^{n+1}) + c_{1} (u_{1}^{n+1}, u_{1}^{n+1}, \phi_{1}^{n+1}) + (R_{1}^{n+1}, \phi_{1}^{n+1})_{\Omega_{1}}.
\]

Bounds for the non-interface terms follow as in the standard NSE case, (see e.g. [45]). The interface terms require special treatment. First, note that by adding and subtracting terms in sequence one may derive the following expression:

\[
\kappa \int_{I} u_{1}(t^{n+1})[[u(t^{n+1})]] \cdot \phi_{1}^{n+1} \, ds - \kappa \int_{I} u_{1}^{n+1}[[u]] \cdot \phi_{1}^{n+1} \, ds \\
= \kappa \int_{I} u_{1}(t^{n+1}) ([[u(t^{n+1})]] - [[u(t^{n})]]) \cdot \phi_{1}^{n+1} \, ds \\
+ \kappa \int_{I} u_{1}(t^{n+1}) ([[u(t^{n})]] - [[\tilde{u}^{n}]])) \cdot \phi_{1}^{n+1} \, ds \\
+ \kappa \int_{I} u_{1}(t^{n+1}) ([[\tilde{u}^{n}]] - [u^{n}]) \cdot \phi_{1}^{n+1} \, ds \\
+ \kappa \int_{I} \eta_{1}^{n+1}[[u^{n}]] \cdot \phi_{1}^{n+1} \, ds + \kappa \int_{I} |\phi_{1}^{n+1}|^{2}[[u^{n}]] \, ds.
\]

The splitting used for the remaining pair of interface integrals is more complicated due to the product \([[[u^{n}]]/2[[u^{n-1}]]^{1/2}. \) The key is to recognize an error of \( O(\Delta t) \) is committed in replacing the product \([[[u(t^{n})]]/2[[u(t^{n-1})]]^{1/2} \) with the average \( \frac{1}{2}([[u(t^{n})]] + [[u(t^{n-1})]]). \) We
Thus (5.28)–(5.30) yield the following error inequality:

\[
\kappa \int_I u_2^n \left[ |u^n|^{1/2} |u^{n-1}|^{1/2} \cdot \phi_1^{n+1} \right] ds - \kappa \int_I u_2(t^{n+1}) |u(t^{n+1})| \cdot \phi_1^{n+1} ds \\
= \kappa \int_I u_2^n \left\{ \left[ |u^n|^{1/2} |u^{n-1}|^{1/2} - \frac{1}{2} |u^n| + |u^{n-1}| \right] \right\} \cdot \phi_1^{n+1} ds \\
+ \frac{1}{2} \kappa \int_I u_2^n \left\{ (|u^n| + |u^{n-1}|) - (|\tilde{u}^n| + |\tilde{u}^{n-1}|) \right\} \cdot \phi_1^{n+1} ds \\
+ \frac{1}{2} \kappa \int_I u_2^n \left\{ (|\tilde{u}^n| + |\tilde{u}^{n-1}|) - (|u(t^n)| + |u(t^{n-1})|) \right\} \cdot \phi_1^{n+1} ds \\
+ \kappa \int_I u_2^n \left\{ \frac{1}{2} (|u(t^n)| + |u(t^{n-1})|) - |u(t^{n+1})| \right\} \cdot \phi_1^{n+1} ds \\
- \kappa \int_I \phi_2^n |u(t^{n+1})| \cdot \phi_1^{n+1} ds - \kappa \int_I \eta_2^n \left[ \left( |u(t^{n+1})| \cdot \phi_1^{n+1} \right) ds \right.
\]

(5.30)

Using (5.29)–(5.30), substitution for the interface integrals in (5.28) is performed. The last term of (5.29) is positive and may be kept on the left hand side of (5.28), but all other interface terms are now moved to the right hand side, and bounded. Applying the reverse triangle inequality and the equality \(|a| - |b| = |a - b|\) for \(a, b \in X\), we first note

\[
|||u(t^n)|| - ||u(t^n)||| \leq |||\eta^n||| \quad \text{and} \quad |||\tilde{u}^{n+1}|| - ||u(t^n)||| \leq |||\phi_1^{n+1}|||.
\]

Thus (5.28)–(5.30) yield the following error inequality:

\[
\frac{1}{2 \Delta t} \left( ||\phi_1^{n+1}||^2_{\Omega_1} - ||\phi_1^n||^2_{\Omega_1} + ||\phi_1^{n+1} - \phi_1^n||^2_{\Omega_1} + u_1 \parallel \nabla \phi_1^{n+1} \parallel^2_{\Omega_1} + \kappa \int_I |\phi_1^{n+1}|^2 |u^n| ds \right) \\
\leq -\frac{1}{\Delta t} \left( \eta_1^{n+1} - \eta_1^n, \phi_1^{n+1} \right)_{\Omega_1} - \nu_1 \left( \nabla \eta_1^{n+1}, \nabla \phi_1^{n+1} \right)_{\Omega_1} + (p_1(t^{n+1}) - q_1^{n+1}, \nabla \cdot \phi_1^{n+1})_{\Omega_1} \\
- c_1 (u_1(t^{n+1}) ; u_1(t^{n+1}), \phi_1^{n+1}) + c_1 (u_1^{n+1}, u_1^{n+1}, \phi_1^{n+1}) + (R_1^{n+1}, \phi_1^{n+1})_{\Omega_1} \\
+ I_1 + I_2 + I_3 + I_4,
\]

where the \(I_j\)-terms denote the following interface integrals.

\[
I_1 = \kappa \int_I |u_1(t^{n+1})| |u(t^{n+1}) - u(t^n)| \cdot \phi_1^{n+1} ds + \kappa \int_I |u_1(t^{n+1})| |\eta^n| \cdot \phi_1^{n+1} ds \\
+ \kappa \int_I |u_2(t^n) - u_2(t^{n+1})| |u(t^{n+1})| \cdot \phi_1^{n+1} ds + \kappa \int_I |\eta_1^{n+1}| |u^n| \cdot \phi_1^{n+1} ds \\
+ \frac{1}{2} \kappa \int_I |u_2^n| (||\eta^n|| + ||\eta^{n-1}||) \cdot \phi_1^{n+1} ds + \kappa \int_I |\eta_2^n| |u(t^{n+1})| \cdot \phi_1^{n+1} ds
\]
for constants $C$ and $\nu_1$ independent of $\nu_1$. The interface integrals are bounded using Lemma 5.2.2, with particular attention paid to the constants involving $\kappa, \nu_1, \nu_2$ and terms with $\|\nabla \phi^{n+1}\|_{\Omega_1}$ or $\|\phi^{n+1}\|_{\Omega_1}$. In the term $I_1$, each piece is bounded using (5.14) with $\alpha_1 = 192$. Then the first two terms of $I_2$ are bounded using (5.16) with $\alpha_1 = 16, \alpha_2 = 32, \beta_1 = 96$ and the last term using (5.15) with $\alpha_2 = 8$ and $\beta_1 = 48$. Some basic inequalities can be used to simplify $I_3, I_4$ and derive corresponding error estimates. Applying the reverse triangle inequality for $I_3$ yields

\[
I_3 = \kappa \int_I \left| \frac{1}{2} \left( \|[u(t^n)]\| + [u(t^{n-1})] \right) - [u(t^{n+1})] \right| ds
\]

The application of Hölder’s inequality, Young’s inequality, and (5.11) to the non-interface terms of (5.31) gives the estimate

\[
\frac{1}{2\Delta t} \left( \|\phi_1^{n+1}\|_{\Omega_1}^2 - \|\phi_1^n\|_{\Omega_1}^2 + \|\phi_1^{n+1} - \phi_1^n\|_{\Omega_1}^2 \right) + \nu_1 \|\nabla \phi_1^{n+1}\|_{\Omega_1}^2 + \kappa \int_I \|\phi_1^{n+1}\|_{\Omega_1}^2 ds
\]

\[
\leq \frac{\nu_1}{2\varepsilon_2} \left( \|\nabla \eta_1^{n+1}\|_{\Omega_1}^2 + \frac{1}{4\varepsilon_3^2\nu_1} \left( \|\nabla u_1(t^{n+1})\|_{\Omega_1}^4 \|\phi_1^{n+1}\|_{\Omega_1}^2 + \frac{d}{2\varepsilon_2 \nu_1} \|p_1(t^{n+1}) - q_1^{n+1}\|_{L^2(\Omega_1)}^2 \right) + \|u_1^{n+1}\|_{\Omega_1} + \|\nabla u_1^{n+1}\|_{\Omega_1} + \|\nabla \eta_1^{n+1}\|_{\Omega_1}^2 \right)
\]

\[
+ I_1 + I_2 + I_3 + I_4,
\]

for constants $C$ and $\varepsilon_i, i = 1, 2, 3$ independent of $\nu_1$. The interface integrals are bounded using Lemma 5.2.2, with particular attention paid to the constants involving $\kappa, \nu_1, \nu_2$ and terms with $\|\nabla \phi_1^{n+1}\|_{\Omega_1}$ or $\|\phi_1^{n+1}\|_{\Omega_1}$. In the term $I_1$, each piece is bounded using (5.14) with $\alpha_1 = 192$. Then the first two terms of $I_2$ are bounded using (5.16) with $\alpha_1 = 16, \alpha_2 = 32, \beta_1 = 96$ and the last term using (5.15) with $\alpha_2 = 8$ and $\beta_1 = 48$. Some basic inequalities can be used to simplify $I_3, I_4$ and derive corresponding error estimates. Applying the reverse triangle inequality for $I_3$ yields

\[
\left| \frac{1}{2} \left( \|[u(t^n)]\| + [u(t^{n-1})] \right) - [u(t^{n+1})] \right| \leq \frac{1}{2} \left( \|[u(t^n)]\| - [u(t^{n+1})] \right) + \frac{1}{2} \left( [u(t^{n-1})] - [u(t^{n+1})] \right)
\]

(5.33)
Add and subtract $u$ where $C$ are defined by:

$$
\frac{1}{2} \left| \left| \left| u^n \right| \right|^{1/2} \left| \left| u^{n-1} \right| \right|^{1/2} - \frac{1}{2} (\left| \left| u^n \right| \right| + \left| \left| u^{n-1} \right| \right|) \right| = \frac{1}{2} \left( \left| \left| u^n \right| \right|^{1/2} - \left| \left| u^{n-1} \right| \right|^{1/2} \right)^2 \\
\leq \frac{1}{2} \left| \left| u^n \right| \right| - \left| \left| u^{n-1} \right| \right| \leq \frac{1}{2} \left| \left| u^n - u^{n-1} \right| \right|.
$$

The results (5.33)–(5.34) are then bounded using the same approach as particular terms in $I_1$ and $I_2$. For example, $I_3$ can be bounded in the same manner as the first term from $I_1$, while the first term from $I_4$ is bounded the same way as the first term of $I_2$. Thus, the interface terms are bounded by

$$
I_1 + I_2 + I_3 + I_4 \\
\leq \frac{\nu_1}{16} \left\| \nabla \phi_1^{n+1} \right\|^2_{\Omega_1} + C \nu_1^{-3} \left( 1 + \kappa^4 \left( 48 \left| \left| u_2^n \right| \right|^4_{I} + 12 \left( \left| \left| u(t^{n+1}) \right| \right|^4_{I} \right) \right) \right\| \phi_1^{n+1} \right\|^2_{\Omega_1} \\
+ \frac{\nu_1}{16} \left( \left\| \nabla \phi_2^n \right\|^2_{\Omega_2} + \left\| \nabla \phi_1^{n-1} \right\|^2_{\Omega_1} \right) + \frac{\nu_2}{16} \left( \left\| \nabla \phi_2^n \right\|^2_{\Omega_2} + \left\| \nabla \phi_2^{n-1} \right\|^2_{\Omega_2} \right) + C \kappa^2 L^{n+1} P^{n+1} \quad (5.35)
$$

$$
+ C \kappa^4 M^{n+1} \left\{ \nu_1^{-3} \left( \left\| \phi_1^n \right\|^2_{\Omega_1} + \left\| \phi_1^{n-1} \right\|^2_{\Omega_1} \right) + \nu_2^{-3} \left( \left\| \phi_2^n \right\|^2_{\Omega_2} + \left\| \phi_2^{n-1} \right\|^2_{\Omega_2} \right) \right\},
$$

where $C$ is a constant independent of $\kappa, \nu_1$, and $\nu_2$. The quantities $L^{n+1}$, $M^{n+1}$ and $P^{n+1}$ are defined by:

$$
L^{n+1} = \left| \left| u_1(t^{n+1}) \right| \right|^2_I + \left| \left| u_2(t^{n+1}) \right| \right|^2_I + \left| \left| u_1^n \right| \right|^2_I + \left| \left| u_2^n \right| \right|^2_I,
$$

$$
M^{n+1} = \left| \left| u_1(t^{n+1}) \right| \right|^4_I + \left| \left| u_2(t^{n+1}) \right| \right|^4_I + \left| \left| u_1^n \right| \right|^4_I + \left| \left| u_2^n \right| \right|^4_I,
$$

$$
$P^{n+1} = \left| \left| u_1(t^{n+1}) - u_1(t^n) \right| \right|^2_I + \left| \left| u_2(t^{n+1}) - u_2(t^n) \right| \right|^2_I \\
+ \left| \left| u_1(t^{n+1}) - u_1(t^{n-1}) \right| \right|^2_I + \left| \left| u_2(t^{n+1}) - u_2(t^{n-1}) \right| \right|^2_I \\
+ \left| \left| \eta_1^n \right| \right|^2_I + \left| \left| \eta_2^n \right| \right|^2_I + \left| \left| \eta_1^{n-1} \right| \right|^2_I + \left| \left| \eta_2^{n-1} \right| \right|^2_I + \left| \left| \eta_1^{n+1} \right| \right|^2_I + \left| \left| \eta_2^{n+1} \right| \right|^2_I.
$$
(The last term in the definition of $P^{n+1}$ is auxiliary, it is included in the definition for use in the estimate on $\Omega_2$.) Then, with choices for $\varepsilon_1, \varepsilon_2, \varepsilon_3$ satisfying $2\varepsilon_1 + \varepsilon_2 + 3\varepsilon_3/4 = 1/16$, (5.32) can be bounded as follows:

\[
\frac{1}{2\Delta t} \left( \|\phi_1^{n+1}\|_{\Omega_1}^2 - \|\phi_1^n\|_{\Omega_1}^2 + \|\phi_1^{n+1} - \phi_1^n\|_{\Omega_1}^2 \right) + \frac{7\nu_1}{8} \|\nabla \phi_1^{n+1}\|_{\Omega_1}^2 \\
\leq C\nu_1^{-3} \left\{ 1 + \|\nabla u_1(t^{n+1})\|_{\Omega_1}^4 + \kappa^4 \left( \|u_2^n\|_{\Omega_2}^4 + \|u(t^{n+1})\|_{\Omega_2}^4 \right) \right\} \|\phi_1^{n+1}\|_{\Omega_1}^2 \\
+ C\nu_1^{-1} \left( \left\| \frac{\eta_1^{n+1} - \eta_1^n}{\Delta t} \right\|_{V_1'}^2 + \|R_1^{n+1}\|_{V_1'}^2 + \|p_1(t^{n+1}) - q_1^{n+1}\|_{\Omega_1}^2 \right) \\
+ \frac{\nu_1}{16} \left( \|\nabla \phi_1^n\|_{\Omega_1}^2 + \|\nabla \phi_1^{n-1}\|_{\Omega_1}^2 \right) + \frac{\nu_2}{16} \left( \|\nabla \phi_2^n\|_{\Omega_2}^2 + \|\nabla \phi_2^{n-1}\|_{\Omega_2}^2 \right) + C\kappa^2 L^{n+1} P^{n+1} \\
+ C\kappa^4 M^{n+1} \left( \nu_1^{-3} \left( \|\phi_1^n\|_{\Omega_1}^2 + \|\phi_1^{n-1}\|_{\Omega_1}^2 \right) + \nu_2^{-3} \left( \|\phi_2^n\|_{\Omega_2}^2 + \|\phi_2^{n-1}\|_{\Omega_2}^2 \right) \right) \\
+ C \left( \nu_1 + \nu_1^{-1} \|\nabla u_1(t^{n+1})\|_{\Omega_1}^2 + \nu_1^{-1} \|u_1^{n+1}\|_{\Omega_1} \right) \|\nabla u_1^{n+1}\|_{\Omega_1} \|\nabla \eta_1^{n+1}\|_{\Omega_1}^2. \]

Let $S_{n+1}$ denote

\[
S_{n+1} = \|u^1\|^2 + \kappa \Delta t \int f(t^j)^2 (|u_1^j|^2 + |u_2^j|^2) \, ds \\
+ \sum_{j=1}^n \left( \frac{\Delta t}{\nu_1} \|f_1(t^{j+1})\|_{V_1'}^2 + \frac{\Delta t}{\nu_2} \|f_2(t^{j+1})\|_{V_2'}^2 \right), \quad (5.37)
\]

i.e., the right-hand side of the stability estimate (5.21). Also, let $\tilde{\nu} := \max\{\nu_1, \nu_2\}$ and $\tilde{\nu} := \max\{\nu_1^{-1}, \nu_2^{-1}\}$. Then (5.36) can be simplified to

\[
\frac{1}{2\Delta t} \left( \|\phi_1^{n+1}\|_{\Omega_1}^2 - \|\phi_1^n\|_{\Omega_1}^2 + \|\phi_1^{n+1} - \phi_1^n\|_{\Omega_1}^2 \right) + \frac{7\nu_1}{8} \|\nabla \phi_1^{n+1}\|_{\Omega_1}^2 \\
\leq C\nu_1^{-3} \left\{ 1 + \|\nabla u_1(t^{n+1})\|_{\Omega_1}^4 + \kappa^4 \left( \|u_2^n\|_{\Omega_2}^4 + \|u(t^{n+1})\|_{\Omega_2}^4 \right) \right\} \|\phi_1^{n+1}\|_{\Omega_1}^2 \\
+ C\nu_1^{-1} \left( \left\| \frac{\eta_1^{n+1} - \eta_1^n}{\Delta t} \right\|_{V_1'}^2 + \|R_1^{n+1}\|_{V_1'}^2 + \|p_1(t^{n+1}) - q_1^{n+1}\|_{\Omega_1}^2 \right) \\
+ \frac{\nu_1}{16} \left( \|\nabla \phi_1^n\|_{\Omega_1}^2 + \|\nabla \phi_1^{n-1}\|_{\Omega_1}^2 \right) + \frac{\nu_2}{16} \left( \|\nabla \phi_2^n\|_{\Omega_2}^2 + \|\nabla \phi_2^{n-1}\|_{\Omega_2}^2 \right) \\
+ C\kappa^2 L^{n+1} P^{n+1} + C\kappa^4 M^{n+1} \tilde{\nu}^3 \left( \|\phi^n\|^2 + \|\phi^{n-1}\|^2 \right) \\
+ C \left( \nu_1 + \nu_1^{-1} \|\nabla u_1(t^{n+1})\|_{\Omega_1}^2 + \nu_1^{-1} \|u_1^{n+1}\|_{\Omega_1} \right) \|\nabla u_1^{n+1}\|_{\Omega_1} \|\nabla \eta_1^{n+1}\|_{\Omega_1}^2. \]
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Proceeding further requires estimates for the solution on \( \Omega_2 \). This analysis is done in the same manner as above for \( \Omega_1 \) using (5.18), and a similar estimate is derived:

\[
\frac{1}{2\Delta t} \left( \| \phi^{n+1} \|_{\Omega_2}^2 - \| \phi^n \|_{\Omega_2}^2 + \| \phi^{n+1} - \phi^n \|_{\Omega_2}^2 \right) + \frac{7\nu_2}{8} \| \nabla \phi^{n+1} \|_{\Omega_2}^2 \\
\leq C\nu_2^3 \left\{ \left( 1 + \| \nabla u_2(t^{n+1}) \|_{\Omega_2}^4 + \kappa^4 \left( \| u_1^{n+1} \|_{\Omega_1}^4 + \| [u]_{t^{n+1}} \|_{\Omega_1}^4 \right) \right) \| \phi^{n+1} \|_{\Omega_2}^2 \\
+ C\nu_2^{-1} \left( \frac{\| \eta^{n+1} - \eta^n \|_{\Omega_2}^2}{\Delta t} \right) + \| R_{2n+1}^{n+1} \|_{\Omega_2}^2 + \| p_2(t^{n+1}) - q_2^{n+1} \|_{\Omega_2}^2 \right) \\
+ \frac{\nu_1}{16} \left( \| \nabla \phi^n \|_{\Omega_2}^2 + \| \nabla \phi^{n-1} \|_{\Omega_2}^2 \right) + \frac{\nu_2}{16} \left( \| \nabla \phi^n \|_{\Omega_2}^2 + \| \nabla \phi^{n-1} \|_{\Omega_2}^2 \right) \\
+ C\nu^2 L^{n+1} P^{n+1} + C\kappa^4 M^{n+1} \nu^3 \left( \| \phi^n \|_{\Omega_2}^2 + \| \phi^{n-1} \|_{\Omega_2}^2 \right) \\
+ C \left( \nu_2 + \nu_2^{-1} \| \nabla u_2(t^{n+1}) \|_{\Omega_2}^2 + \nu_2^{-1} S_{n+1}^{1/2} \| \nabla u_2 \|_{\Omega_2} \right) \| \nabla \eta^{n+1} \|_{\Omega_2}^2.
\]

Combining (5.38) and (5.39) gives the global estimate

\[
\frac{1}{2\Delta t} \left( \| \phi^{n+1} \|_{\Omega}^2 - \| \phi^n \|_{\Omega}^2 + \| \phi^{n+1} - \phi^n \|_{\Omega}^2 \right) + \frac{7\nu_1}{8} \| \nabla \phi^{n+1} \|_{\Omega_1}^2 + \frac{7\nu_2}{8} \| \nabla \phi^{n+1} \|_{\Omega_2}^2 \\
\leq C\nu_2^3 \left( 1 + \| \nabla u(t^{n+1}) \|_{\Omega}^4 + \kappa^4 M^{n+1} \right) \| \phi^{n+1} \|_{\Omega}^2 \\
+ C\nu \left( \frac{\| \eta^{n+1} - \eta^n \|_{\Omega}^2}{\Delta t} \right) + \| R_{1n+1}^{n+1} \|_{\Omega_1}^2 + \| R_{2n+1}^{n+1} \|_{\Omega_2}^2 + \| p(t^{n+1}) - q^{n+1} \|_{\Omega}^2 \right) \\
+ \frac{\nu_1}{8} \left( \| \nabla \phi^n \|_{\Omega_1}^2 + \| \nabla \phi^{n-1} \|_{\Omega_1}^2 \right) + \frac{\nu_2}{8} \left( \| \nabla \phi^n \|_{\Omega_2}^2 + \| \nabla \phi^{n-1} \|_{\Omega_2}^2 \right) \\
+ C\kappa^2 L^{n+1} P^{n+1} + C\kappa^4 M^{n+1} \nu^3 \left( \| \phi^n \|_{\Omega_2}^2 + \| \phi^{n-1} \|_{\Omega_2}^2 \right) \\
+ C \left( \nu + \nu \| \nabla u(t^{n+1}) \|_{\Omega}^2 + \nu S_{n+1}^{1/2} \| \nabla u \|_{\Omega} \right) \| \nabla \eta^{n+1} \|_{\Omega}^2.
\]

Rearranging terms gives

\[
\frac{1}{2\Delta t} \left( \| \phi^{n+1} \|_{\Omega}^2 - \| \phi^n \|_{\Omega}^2 + \| \phi^{n+1} - \phi^n \|_{\Omega}^2 \right) + \frac{\nu_1}{2} \| \nabla \phi^{n+1} \|_{\Omega_1}^2 + \frac{\nu_2}{2} \| \nabla \phi^{n+1} \|_{\Omega_2}^2 \\
+ \frac{\nu_1}{4} \left( \| \nabla \phi^{n+1} \|_{\Omega_1}^2 - \| \nabla \phi^n \|_{\Omega_1}^2 \right) + \frac{\nu_1}{8} \left( \| \nabla \phi^n \|_{\Omega_1}^2 - \| \nabla \phi^{n-1} \|_{\Omega_1}^2 \right) \\
+ \frac{\nu_2}{4} \left( \| \nabla \phi^{n+1} \|_{\Omega_2}^2 - \| \nabla \phi^n \|_{\Omega_2}^2 \right) + \frac{\nu_2}{8} \left( \| \nabla \phi^n \|_{\Omega_2}^2 - \| \nabla \phi^{n-1} \|_{\Omega_2}^2 \right) \\
\leq C A^{n+1} + C B^{n+1} + C\nu^3 \left( 1 + \| \nabla u(t^{n+1}) \|_{\Omega}^4 + \kappa^4 M^{n+1} \right) \| \phi^{n+1} \|_{\Omega}^2 \\
+ C\kappa^2 L^{n+1} P^{n+1} + C\kappa^4 M^{n+1} \nu^3 \left( \| \phi^n \|_{\Omega}^2 + \| \phi^{n-1} \|_{\Omega}^2 \right)
\]
where $A^{n+1}$ and $B^{n+1}$ are defined by

$$A^{n+1} = \bar{\nu} \left( \left\| \frac{\eta^{n+1} - \eta^n}{\Delta t} \right\|_{V'}^2 + \left\| R_1^{n+1} \right\|_{V_1'}^2 + \left\| R_2^{n+1} \right\|_{V_2'}^2 + \left\| \mathbf{p}(t^{n+1}) - \mathbf{q}^{n+1} \right\|^2 \right)$$

$$B^{n+1} = \left( \bar{\nu} + \bar{\nu} \left\| \nabla \mathbf{u}(t^{n+1}) \right\|^2 + \bar{\nu} S_{n+1}^{1/2} \left\| \nabla \mathbf{u}^{n+1} \right\| \right) \left\| \nabla \eta^{n+1} \right\|^2.$$ 

(5.42)

Summing over $n = 1, 2, \ldots, p - 1$, multiplying through by $2\Delta t$, and rearranging gives a global error estimate at time $t^p$:

$$\| \phi^p \|^2 + \sum_{n=1}^{p-1} \| \phi^{n+1} - \phi^n \|^2 + \Delta t \left( \nu_1 \sum_{n=1}^{p-1} \| \nabla \phi_1^{n+1} \|^2_{\Omega_1} + \nu_2 \sum_{n=1}^{p-1} \| \nabla \phi_2^{n+1} \|^2_{\Omega_2} \right)$$

$$+ \frac{\Delta t \nu_1}{4} \left( 2 \| \nabla \phi_1^0 \|^2_{\Omega_1} + \| \nabla \phi_1^{P-1} \|^2_{\Omega_1} \right) + \frac{\Delta t \nu_2}{4} \left( 2 \| \nabla \phi_2^0 \|^2_{\Omega_2} + \| \nabla \phi_2^{P-1} \|^2_{\Omega_2} \right)$$

$$\leq \left( 1 + C \Delta t \bar{\nu}^3 \kappa^4 (M^2 + M^3) \right) \| \phi_1^1 \|^2 + C \Delta t \bar{\nu}^3 \kappa^4 M^2 \| \phi_0^0 \|^2$$

$$+ \frac{\Delta t \nu_1}{2} \left( \| \nabla \phi_1^1 \|^2_{\Omega_1} + \frac{1}{2} \| \nabla \phi_1^0 \|^2_{\Omega_1} \right) + \frac{\Delta t \nu_2}{2} \left( \| \nabla \phi_2^1 \|^2_{\Omega_2} + \frac{1}{2} \| \nabla \phi_2^0 \|^2_{\Omega_2} \right)$$

$$+ C \Delta t \sum_{n=1}^{p-1} \left( A^{n+1} + B^{n+1} + \kappa^2 L^{n+1} P^{n+1} \right) + C \Delta t \sum_{n=1}^{p-1} D^{n+1} \| \phi^{n+1} \|^2$$

(5.43)

where $D^{n+1}$ is defined by

$$D^{n+1} = \bar{\nu}^3 \left( 1 + \kappa^4 E^{n+1} + \| \nabla \mathbf{u}(t^{n+1}) \|^4 \right),$$

(5.44)

with

$$E^{n+1} = \begin{cases} M^{n+3} + M^{n+2} + M^{n+1} & \text{if } 1 \leq n \leq p - 3 \\ M^{n+2} + M^{n+1} & \text{if } n = p - 2 \\ M^{n+1} & \text{if } n = p - 1 \end{cases}.$$ 

(5.45)

To use the discrete Gronwall’s inequality (see [45]), note that for $j = 1, 2, \ldots, N$, write (5.43) as

$$a^{j+1} + \sum_{n=1}^{j} b^{n+1} + \Delta t \sum_{n=1}^{j} c^{n+1}$$

$$\leq J + C \Delta t \sum_{n=1}^{j} D^{n+1} a^{n+1} + C \Delta t \sum_{n=1}^{j} \left( A^{n+1} + B^{n+1} + \kappa^2 L^{n+1} P^{n+1} \right)$$

(5.46)
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where

\[ a^{j+1} = \| \phi^{j+1} \|^2, \quad b^{j+1} = \| \phi^{j+1} - \phi^j \|^2, \quad c^{j+1} = \nu_1 \| \nabla \phi_1^{j+1} \|^2_{\Omega_1} + \nu_2 \| \nabla \phi_2^{j+1} \|^2_{\Omega_2}, \]

and

\[
J = (1 + C \Delta t \tilde{v}^3 \kappa^4 (M^2 + M^3)) \| \phi_1 \|^2 + C \Delta t \tilde{v}^3 \kappa^4 M^2 \| \phi_0 \|^2
+ \frac{\Delta t \nu_1}{2} \left( \| \nabla \phi_1 \|^2_{\Omega_1} + \frac{1}{2} \| \nabla \phi_0 \|^2_{\Omega_1} \right)
+ \frac{\Delta t \nu_2}{2} \left( \| \nabla \phi_2 \|^2_{\Omega_2} + \frac{1}{2} \| \nabla \phi_0 \|^2_{\Omega_2} \right).\]

Applying Gronwall’s inequality, (5.46) gives

\[
a^{j+1} + \sum_{n=1}^{j} b^{n+1} + \Delta t \sum_{n=1}^{j} c^{n+1}
\leq \exp \left( C \Delta t \sum_{n=1}^{j} \sigma^{n+1} \right) \left\{ J + C \Delta t \sum_{n=1}^{j} \left( A^{n+1} + B^{n+1} + \kappa^2 L^{n+1} P^{n+1} \right) \right\} \quad (5.47)
\]

where

\[
\sigma^{n+1} = \frac{D^{n+1}}{1 - \Delta t D^{n+1}}. \quad (5.48)
\]

It remains to bound the individual terms on the right-hand side of (5.47). The terms in \( J \) are bounded using the triangle inequality. The terms in \( A^{n+1} \) are bounded in the usual way (see the proof of Theorem 4.1 of [18], for example). In \( B^{n+1} \), the summed factor \( \| \nabla u^{n+1} \| \) is bounded using the stability estimate (5.21) and the \( \| \nabla u(t^{n+1}) \| \) term is bounded by a standard a priori estimate on the solution to the continuous problem. The terms in \( L^{n+1} \) and \( M^{n+1} \) are bounded by a standard a priori estimate on \( \| u(t^{n+1}) \| \) or using \( S^n \) for the discrete solutions, (the bound (5.13), and the stability estimate (5.21)). The terms in \( P^{n+1} \) are bounded the same way. The estimate (5.27) is derived through the application of the triangle inequality to the left hand side of (5.47). \( \square \)
Corollary 5.3.1 (Convergence rate for MINI-element). Let \((u, p)\) be a solution of (5.1)-(5.6) satisfying the assumptions of Lemma 5.3.1 and Theorem 5.3.2, approximated using the MINI-element on a mesh of maximum element width \(h\) by Algorithm 5.2.1. Assume the velocity data \(u^0, u^1\) satisfies

\[
\|u(t^0) - u^0\|_X + \|u(t^1) - u^1\|_X \leq C_1 h,
\]

for a generic constant \(C_1\) independent of \(\Delta t, h\). Then there exists \(C > 0\) independent of \(h, \Delta t\) such that the discrete velocity satisfies the optimal error estimate

\[
\Delta t \left( \nu_1 \sum_{k=1}^{n} \| \nabla (u_1(t^{k+1}) - u_1^{k+1}) \|_{\Omega_1}^2 + \nu_2 \sum_{k=1}^{n} \| \nabla (u_2(t^{k+1}) - u_2^{k+1}) \|_{\Omega_2}^2 \right) \leq C (h^2 + \Delta t^2).
\]

Proof. This follows by using standard interpolation error estimates for the MINI-element, e.g. [11, 45], in the right hand side of the error bound (5.27).

\[\square\]

5.4 NUMERICAL EXPERIMENTS

In this section numerical experiments are presented that support the theory described in the previous sections. In addition to the GA scheme previously described, the following algorithms will be compared:

Algorithm 5.4.1 (Fully Implicit Scheme). Let \(\Delta t > 0, f \in V'\). For each \(M \in \mathbb{N}, M \leq \frac{T}{\Delta t}\), given \(u^n \in V_h, n = 0, 1, 2, \ldots, M - 1\), find \(u^{n+1} \in V_{1,h}\) satisfying

\[
\left( \frac{u^{n+1} - u^n}{\Delta t}, v \right) + \nu (\nabla u^{n+1}, v) + \sum_{i=1,2} c_i (u_i^{n+1}; u_i^{n+1}, v_i) + \int_I \kappa [u^n] [u^{n+1}] [v] = (f(t^{n+1}), v).
\]
Algorithm 5.4.2 (First-order IMEX Scheme). Let $\Delta t > 0$, $f \in V'$. For each $M \in \mathbb{N}$, $M \leq \frac{T}{\Delta t}$, given $u^n \in V_h$, $n = 0, 1, 2, \ldots, M-1$, find $u^{n+1}_1 \in V_{1,h}$ satisfying

$$
\left( \frac{u^{n+1}_1 - u^n_1}{\Delta t}, v_1 \right)_{\Omega_1} + \nu_1 (\nabla u^{n+1}_1, \nabla v_1)_{\Omega_1} + c_1 (u^{n+1}_1, u^{n+1}_1, v_1) + \kappa \int_I |[u^n]| u^{n+1}_1 \cdot v_1 ds - \kappa \int_I |[u^n]| u^n_1 \cdot v_1 ds = (f_1(t^{n+1}), v_1)_{\Omega_1}, \quad \forall v_1 \in V_{1,h}.
$$

(5.50)

and $u^{n+1}_2 \in V_{2,h}$ satisfying

$$
\left( \frac{u^{n+1}_2 - u^n_2}{\Delta t}, v_2 \right)_{\Omega_2} + \nu_2 (\nabla u^{n+1}_2, \nabla v_2)_{\Omega_2} + c_2 (u^{n+1}_2, u^{n+1}_2, v_2) + \kappa \int_I |[u^n]| u^{n+1}_2 \cdot v_2 ds - \kappa \int_I |[u^n]| u^n_2 \cdot v_2 ds = (f_2(t^{n+1}), v_2)_{\Omega_2}, \quad \forall v_2 \in V_{2,h}.
$$

(5.51)

5.4.1 Problem 1: Analytic Solution

Assume $\Omega_1 = [0, 1] \times [0, 1]$ and $\Omega_2 = [0, 1] \times [-1, 0]$, so $I$ is the portion of the $x$-axis from 0 to 1. Then $n_1 = [0, -1]^T$ and $n_2 = [0, 1]^T$. For $a, \nu_1, \nu_2$, and $\kappa$ all arbitrary positive constants, the right hand side function $f_1$ is chosen to ensure that

$$
u_{1,1}(t, x, y) = a x^2 (1 - x)^2 (1 - y) e^{-t},$$

$$u_{1,2}(t, x, y) = a xy (-2 + y + 6x - 3xy - 4x^2 + 2x^2 y) e^{-t},$$

$$p_1(t, x, y) = e^{-t} \cos(\pi x) \sin(\pi y).$$

One may verify that the above velocity field is divergence-free and that $u_{1,2}$ is zero on $I$. The function $f_2$ is chosen to ensure that 1) $u_{2,1}$ satisfies the interface condition, 2) $u_{2,2}$ is zero on $I$, 3) $u_2$ is a divergence-free velocity field, and 4) $p_2 = p_1$.

The spatial discretization is accomplished using the conforming $P_1+\text{bubble}/P_1$ element pair. All computations were performed using the software package FreeFem++, [35]. Computational results comparing the performance of the two methods are listed for two test problems:

- Test Problem 1: $a = \nu_1 = \nu_2 = \kappa = 1$, $T = 1$. 
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Table 15: Velocity errors for computed approximations, test problem 1

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$h$</th>
<th>Implicit $\text{Err}(u_1)$</th>
<th>rate</th>
<th>$\text{Err}(u_2)$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.1846</td>
<td>0.047742</td>
<td></td>
<td>0.099814</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>0.1005</td>
<td>0.029857 0.70</td>
<td></td>
<td>0.055870 0.83</td>
<td></td>
</tr>
<tr>
<td>1/8</td>
<td>0.0555</td>
<td>0.014682 1.07</td>
<td></td>
<td>0.032177 0.87</td>
<td></td>
</tr>
<tr>
<td>1/16</td>
<td>0.0256</td>
<td>0.007305 0.96</td>
<td></td>
<td>0.015745 1.00</td>
<td></td>
</tr>
<tr>
<td>1/32</td>
<td>0.0131</td>
<td>0.003866 0.95</td>
<td></td>
<td>0.008037 0.94</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$h$</th>
<th>IMEX $\text{Err}(u_1)$</th>
<th>rate</th>
<th>$\text{Err}(u_2)$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.1846</td>
<td>0.047966</td>
<td></td>
<td>0.099804</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>0.1005</td>
<td>0.029955 0.70</td>
<td></td>
<td>0.055862 0.83</td>
<td></td>
</tr>
<tr>
<td>1/8</td>
<td>0.0555</td>
<td>0.014732 1.07</td>
<td></td>
<td>0.032171 0.87</td>
<td></td>
</tr>
<tr>
<td>1/16</td>
<td>0.0256</td>
<td>0.007329 0.96</td>
<td></td>
<td>0.015740 1.00</td>
<td></td>
</tr>
<tr>
<td>1/32</td>
<td>0.0131</td>
<td>0.003877 0.95</td>
<td></td>
<td>0.008032 0.94</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$h$</th>
<th>GA $\text{Err}(u_1)$</th>
<th>rate</th>
<th>$\text{Err}(u_2)$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.1846</td>
<td>0.048166</td>
<td></td>
<td>0.099803</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>0.1005</td>
<td>0.030032 0.71</td>
<td></td>
<td>0.055861 0.83</td>
<td></td>
</tr>
<tr>
<td>1/8</td>
<td>0.0555</td>
<td>0.014769 1.07</td>
<td></td>
<td>0.032169 0.87</td>
<td></td>
</tr>
<tr>
<td>1/16</td>
<td>0.0256</td>
<td>0.007347 0.96</td>
<td></td>
<td>0.015738 1.00</td>
<td></td>
</tr>
<tr>
<td>1/32</td>
<td>0.0131</td>
<td>0.003884 0.95</td>
<td></td>
<td>0.008031 0.94</td>
<td></td>
</tr>
</tbody>
</table>

- Test Problem 2: $a = 1, \nu_1 = 10, \nu_2 = 0.1, \kappa = 1000, T = 1$.

Tables 15 and 16 give the velocity errors produced by each of the methods. The pressure errors are listed in Tables 17 and 18. A compact notation is used to denote the various errors. Letting $u_i(t), p_i(t)$ denote the NSE solution in $\Omega_i, i = 1, 2$, approximated at $t = t^n$ by $u_i^n, p_i^n$ respectively, the errors are

$$
\text{Err}(u_i) = \left( \Delta t \sum_{n=0}^{N} \|u_i(t^n) - u_i^n\|_{H^1(\Omega_i)}^2 \right)^{1/2},
$$

$$
\text{Err}(p_i) = \left( \Delta t \sum_{n=0}^{N} \|p_i(t^n) - p_i^n\|_{L^2(\Omega_i)}^2 \right)^{1/2}.
$$

The results of problem 1 show almost identical behavior for the velocity fields with each method and the expected convergence rate is observed. The results of test problem 2 show different behavior in the two subdomains. The IMEX method generates a more accurate approximation of the velocity field in $\Omega_2$, whereas the GA method exhibits superior performance in $\Omega_1$. This result is due to the different decoupling strategies and may demonstrate
the advantage using geometric averaging in coupling terms to help control error propagation through superior stabilization of the computations over the IMEX method. In general it should be expected the consistency error using the GA method will be higher than for IMEX, as seen in $\Omega_2$. However, stability of the IMEX method is inferior to that of the GA method (see Section 5.4.2 below) so using geometric averaging offers an attractive alternative for problems requiring larger time steps or longer time calculations.

Test problem 1 exhibits important behavior in that the pressure is not optimally approximated by the fully implicit method for the chosen range of discretization values. A variety of tests were performed using different parameter choices and it was observed that the pressure errors will concentrate where the derivatives of the vector field are largest. For example, the parameter choices for test problem 1 yield pressure errors largest in the bottom right corner of $\Omega_2$. Increasing $\kappa$ to 1000 and keeping all other parameters the same, the size of the derivatives of the vector field decrease in $\Omega_2$, and optimal approximation of the pressure was then observed. In all cases studied, convergence rates of the discrete velocity solution generated using the implicit method approached the optimal rate $O(h)$. 

### Table 16: Velocity errors for computed approximations, test problem 2

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$h$</th>
<th>Implicit $\text{Err}(u_1)$</th>
<th>rate</th>
<th>IMEX $\text{Err}(u_1)$</th>
<th>rate</th>
<th>$\text{Err}(u_2)$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.1846</td>
<td>0.047899</td>
<td></td>
<td>1.521740</td>
<td></td>
<td>0.946804</td>
<td>0.72</td>
</tr>
<tr>
<td>1/4</td>
<td>0.1005</td>
<td>0.028168 0.81</td>
<td></td>
<td>0.546786</td>
<td>0.83</td>
<td>0.222828</td>
<td>1.23</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0555</td>
<td>0.015763 0.82</td>
<td></td>
<td>0.546786</td>
<td>0.83</td>
<td>0.222828</td>
<td>1.23</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0256</td>
<td>0.008541 0.93</td>
<td></td>
<td>0.222828</td>
<td>1.23</td>
<td>0.127603</td>
<td>0.81</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0131</td>
<td>0.003780 1.15</td>
<td></td>
<td>0.127603</td>
<td>0.81</td>
<td>0.127603</td>
<td>0.81</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$h$</th>
<th>IMEX $\text{Err}(u_1)$</th>
<th>rate</th>
<th>$\text{Err}(u_2)$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.1846</td>
<td>0.051014</td>
<td></td>
<td>1.519762</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>0.1005</td>
<td>0.031509 0.72</td>
<td></td>
<td>0.827436</td>
<td>0.87</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0555</td>
<td>0.015783 1.04</td>
<td></td>
<td>0.450806</td>
<td>0.96</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0256</td>
<td>0.030379 -0.90</td>
<td></td>
<td>0.252060</td>
<td>0.81</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0131</td>
<td>0.033161 -0.13</td>
<td></td>
<td>0.145956</td>
<td>0.76</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$h$</th>
<th>GA $\text{Err}(u_1)$</th>
<th>rate</th>
<th>$\text{Err}(u_2)$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.1846</td>
<td>0.051497</td>
<td></td>
<td>1.519950</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>0.1005</td>
<td>0.031836 0.72</td>
<td></td>
<td>0.828039</td>
<td>0.87</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0555</td>
<td>0.016204 1.02</td>
<td></td>
<td>0.460119</td>
<td>0.93</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0256</td>
<td>0.009117 0.79</td>
<td></td>
<td>0.261543</td>
<td>0.79</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0131</td>
<td>0.008301 0.14</td>
<td></td>
<td>0.175407</td>
<td>0.56</td>
</tr>
</tbody>
</table>
### Table 17: Pressure errors for computed approximations, test problem 1

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$h$</th>
<th>Implicit</th>
<th>$Err(p_1)$</th>
<th>rate</th>
<th>$Err(p_2)$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.1846</td>
<td>0.041421</td>
<td></td>
<td></td>
<td>0.050367</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>0.1005</td>
<td>0.009949</td>
<td>2.13</td>
<td></td>
<td>0.023796</td>
<td>1.07</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0555</td>
<td>0.005559</td>
<td>0.88</td>
<td></td>
<td>0.017088</td>
<td>0.52</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0256</td>
<td>0.001744</td>
<td>1.59</td>
<td></td>
<td>0.016536</td>
<td>0.05</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0131</td>
<td>0.000676</td>
<td>1.41</td>
<td></td>
<td>0.016740</td>
<td>-0.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$h$</th>
<th>IMEX</th>
<th>$Err(p_1)$</th>
<th>rate</th>
<th>$Err(p_2)$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.1846</td>
<td>0.042344</td>
<td></td>
<td></td>
<td>0.050039</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>0.1005</td>
<td>0.010738</td>
<td>2.05</td>
<td></td>
<td>0.023449</td>
<td>1.08</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0555</td>
<td>0.005878</td>
<td>0.91</td>
<td></td>
<td>0.016835</td>
<td>0.52</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0256</td>
<td>0.001972</td>
<td>1.50</td>
<td></td>
<td>0.016402</td>
<td>0.04</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0131</td>
<td>0.000803</td>
<td>1.34</td>
<td></td>
<td>0.016673</td>
<td>-0.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$h$</th>
<th>GA</th>
<th>$Err(p_1)$</th>
<th>rate</th>
<th>$Err(p_2)$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.1846</td>
<td>0.043042</td>
<td></td>
<td></td>
<td>0.049530</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>0.1005</td>
<td>0.011267</td>
<td>2.00</td>
<td></td>
<td>0.023341</td>
<td>1.08</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0555</td>
<td>0.006087</td>
<td>0.93</td>
<td></td>
<td>0.016759</td>
<td>0.52</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0256</td>
<td>0.002112</td>
<td>1.45</td>
<td></td>
<td>0.016364</td>
<td>0.03</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0131</td>
<td>0.000880</td>
<td>1.30</td>
<td></td>
<td>0.016655</td>
<td>-0.02</td>
</tr>
</tbody>
</table>

### Table 18: Pressure errors for computed approximations, test problem 2

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$h$</th>
<th>Implicit</th>
<th>$Err(p_1)$</th>
<th>rate</th>
<th>$Err(p_2)$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.1846</td>
<td>0.391527</td>
<td></td>
<td></td>
<td>0.220876</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>0.1005</td>
<td>0.155362</td>
<td>1.41</td>
<td></td>
<td>0.069922</td>
<td>1.79</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0555</td>
<td>0.052053</td>
<td>1.55</td>
<td></td>
<td>0.028199</td>
<td>1.38</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0256</td>
<td>0.021054</td>
<td>1.38</td>
<td></td>
<td>0.010724</td>
<td>1.33</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0131</td>
<td>0.006389</td>
<td>1.68</td>
<td></td>
<td>0.004256</td>
<td>1.34</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$h$</th>
<th>IMEX</th>
<th>$Err(p_1)$</th>
<th>rate</th>
<th>$Err(p_2)$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.1846</td>
<td>0.495810</td>
<td></td>
<td></td>
<td>0.219627</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>0.1005</td>
<td>0.176246</td>
<td>1.54</td>
<td></td>
<td>0.084434</td>
<td>1.36</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0555</td>
<td>0.098950</td>
<td>0.87</td>
<td></td>
<td>0.029426</td>
<td>1.67</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0256</td>
<td>0.041356</td>
<td>-1.92</td>
<td></td>
<td>0.017330</td>
<td>0.74</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0131</td>
<td>0.462211</td>
<td>-0.21</td>
<td></td>
<td>0.020890</td>
<td>-0.26</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$h$</th>
<th>GA</th>
<th>$Err(p_1)$</th>
<th>rate</th>
<th>$Err(p_2)$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>0.1846</td>
<td>0.509778</td>
<td></td>
<td></td>
<td>0.219870</td>
<td></td>
</tr>
<tr>
<td>1/4</td>
<td>0.1005</td>
<td>0.189283</td>
<td>1.48</td>
<td></td>
<td>0.084701</td>
<td>1.36</td>
</tr>
<tr>
<td>1/8</td>
<td>0.0555</td>
<td>0.108590</td>
<td>0.84</td>
<td></td>
<td>0.034592</td>
<td>1.42</td>
</tr>
<tr>
<td>1/16</td>
<td>0.0256</td>
<td>0.076997</td>
<td>0.47</td>
<td></td>
<td>0.024680</td>
<td>0.47</td>
</tr>
<tr>
<td>1/32</td>
<td>0.0131</td>
<td>0.096480</td>
<td>-0.34</td>
<td></td>
<td>0.034266</td>
<td>-0.46</td>
</tr>
</tbody>
</table>
The convergence of the pressure solution is not fully understood and is an important open problem. There are a number of possible reasons this behavior is observed. Here is a list of some ideas to investigate this issue:

1. Check boundedness and convergence of the discrete time derivative
2. Use a higher order approximation of the discrete time derivative (e.g. BDF-2)
3. Check stability of the pressure analytically
4. There may be issues related to the linear solver
5. Using uniform nested meshes may clarify the behavior of the pressure error

### 5.4.2 Stability of Decoupled Methods

Lemma 5.3.1 predicts energetic stability of the GA method regardless of the choice of problem parameters or discretization parameters. A similar result for the IMEX method is not known. Computational evidence shows that a general unconditional energetic stability result for the IMEX partitioned method without geometric averaging is not possible. Some time step restriction for stability is required depending on the problem parameters. To show this, the above test is repeated choosing

\[ \nu_1 = 0.005, \nu_2 = 0.1, a = 100, \text{ and } \kappa = 100 \]

and the size of the discrete solutions generated by both the IMEX and GA methods are listed in Table 19 using the norm

\[ \|u^n\| = \left( \Delta t \sum_{n=0}^{N} \left( \|u_1^n\|_{H^1(\Omega_1)}^2 + \|u_2^n\|_{H^1(\Omega_2)}^2 \right) \right)^{1/2}. \]

The convective term was linearized for both methods in the standard way:

\[ c_i(u_i^{n+1}, u_i^{n+1}, v_i) \rightarrow c_i(u_i^n, u_i^{n+1}, v_i) \]

which does not affect stability. For the fully (nonlinearly) implicit convective term the nonlinear solve would fail before obtaining relevant results. Note that for the partitioned algorithms, linearizing the convective term in turn linearizes the entire calculation. As a result, any energetic blow up may be attributed to the method of decoupling and not to errors accruing in nonlinear solution substeps.
5.4.3 Problem 2: Model Ocean-Atmosphere Problem

The GA partitioned method is used to approximate the solution to a coupled fluid system representative of atmosphere-ocean systems, motivated by previous studies (see [7, 12]). The subdomains are $\Omega_1 = [0,10] \times [0,1]$ and $\Omega_2 = [0,10] \times [-1,0]$. The system (5.1)-(5.5) is solved subject to zero Dirichlet boundary conditions on $\Gamma_2$, an inflow profile $u_1(x = 0,y) = \langle (1+y)/2,0 \rangle$ for the left boundary of $\Omega_1$, and do-nothing boundary conditions on the remainder of $\Gamma_1$. The viscous and frictional parameters are $\nu_1 = 1/200$, $\nu_2 = 1/2000$ and $\kappa = 2.45E-3$. The initial profile is $u_1(x,y,t = 0) = u_1(0,y)$ in $\Omega_1$ and $u_2(x,y,t = 0) = 0$ in $\Omega_2$. Zero forcing is chosen, $f_1 = f_2 = 0$. At final time $T = 1$ the GA approximation is plotted in Figure 7 using time step size $\Delta t = 1/384$ and mesh size $h = 1/96$, showing the velocity field in $\Omega_1$ and streamlines in $\Omega_2$. The drag of the fluid in $\Omega_1$ on the fluid in $\Omega_2$ causes a global recirculation in $\Omega_2$, while the laminar flow in $\Omega_1$ is preserved over time. This agrees qualitatively with results presented in the above mentioned reports. A reference solution was generated using the implicit, coupled method choosing $\Delta t = 1/1536$ and $h = 1/96$. The approximation using the GA method is compared to this reference solution, in lieu of the true solution. The resulting “errors” are listed in Table 20 using the norms defined above. A driven cavity is represented in $\Omega_2$, so fluid stresses will be high in the corners of $\Omega_2$ along the interface. This may affect the pressure results, similar to observations in Section 5.4.1. Also likely are errors resulting from resolution of the boundary layer near $I$ and the characteristic fluid overturn. These features may make this problem interesting as a benchmark for comparing coupled fluid codes.
Figure 7: Coupled fluid solution at time $T = 1$, normalized in $\Omega_2$.

5.5 CONCLUSIONS

For nonlinear interface conditions, stability of partitioned methods depends critically on their precise treatment. We have shown that, perhaps surprisingly, geometric averaging yields an unconditionally stable partitioned method while the most natural treatment is unstable. The kinetic energy and energy dissipation predicted by the model has been proven to deviate from values obtained using a fully implicit discretization by an amount proportional (asymptotically) to the time step size. Convergence as time and spatial discretization parameters go to zero was proven.

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$h$</th>
<th>$Err(u_1)$</th>
<th>rate</th>
<th>$Err(u_2)$</th>
<th>rate</th>
<th>$Err(p_1)$</th>
<th>rate</th>
<th>$Err(p_2)$</th>
<th>rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1/24$</td>
<td>$1/6$</td>
<td>0.214113</td>
<td>0.21</td>
<td>0.326636</td>
<td>0.32</td>
<td>2.5013E-4</td>
<td>2.50</td>
<td>2.4633E-4</td>
<td>2.46</td>
</tr>
<tr>
<td>$1/48$</td>
<td>$1/12$</td>
<td>0.130309</td>
<td>0.20</td>
<td>0.284095</td>
<td>0.28</td>
<td>1.1210E-4</td>
<td>1.12</td>
<td>1.7364E-4</td>
<td>1.74</td>
</tr>
<tr>
<td>$1/96$</td>
<td>$1/24$</td>
<td>0.071209</td>
<td>0.49</td>
<td>0.202704</td>
<td>0.20</td>
<td>6.5128E-5</td>
<td>6.51</td>
<td>7.1259E-5</td>
<td>7.13</td>
</tr>
<tr>
<td>$1/192$</td>
<td>$1/48$</td>
<td>0.036975</td>
<td>0.50</td>
<td>0.116452</td>
<td>0.50</td>
<td>3.1784E-5</td>
<td>3.18</td>
<td>1.7880E-5</td>
<td>1.79</td>
</tr>
</tbody>
</table>

Table 20: Errors for computed GA approximations
6.0 INDEPENDENT TIME STEPPING FOR THE ATMOSPHERE AND OCEAN SUBPROBLEMS

6.1 INTRODUCTION

In this chapter a new time stepping algorithm is introduced for the same model of two coupled fluids presented in Chapter 5. Some desirable properties for the algorithm studied are determined by the following considerations.

- Atmosphere-ocean solves are decoupled at each time step, recoupling by flux passing between steps.
- Efficiency mandates independent time stepping (and meshing) for the atmosphere and ocean subproblems due to different time and space scales.
- Long time calculations are needed to understand global climate phenomena.

This chapter proposes a full discretization of the coupled fluid problem that is subsequently shown to have the following properties.

1. The momentum equations for the two fluids may be solved in parallel.
2. A different time step size may be used for each fluid.
3. Stability is maintained for any size time step.
4. A balanced, two-way flux passing is implemented using mixed boundary conditions and semi-implicit time stepping.

A full numerical analysis for the proposed method is provided. To demonstrate the efficiency of the method a numerical test is performed which exemplifies some of the key dynamic properties of the atmosphere-ocean system. It is observed that for this numerical test the time step size for the fluid representing the ocean may be taken at least 16 times
larger than for the other fluid with the dominant spatial errors remaining locally supported on a small region around a part of the interface. As a result, average velocity is calculated and it is observed that the error introduced in this measurement is much smaller than the $H^1$ error.

6.1.1 The Model Problem and Related Properties

The main details of the model in Chapter 5 are reviewed here for convenience. Let the domain $\Omega \subset \mathbb{R}^d$ for $d = 2, 3$ consist of two subdomains $\Omega_1$ and $\Omega_2$ with outward unit normal vectors $\hat{n}_1$ and $\hat{n}_2$, respectively. The subdomains are coupled across an interface $I = \partial \Omega_1 \cap \partial \Omega_2$ (example in Figure 2). Let $\hat{\tau}$ be any tangent vector on $I$.

The problem is: given $\nu_i > 0, f_i : [0, T] \to H^1(\Omega_i), u_i(0) \in H^1(\Omega_i)$ and $\kappa \in \mathbb{R}$, find (for $i = 1, 2$) $u_i : \Omega_i \times (0, T) \to \mathbb{R}^d$ and $p_i : \Omega_i \times (0, T) \to \mathbb{R}$ satisfying for $i, j = 1, 2$ and $i \neq j$

\begin{equation}
\begin{align*}
    u_{i,t} + u_i \cdot \nabla u_i - \nu_i \Delta u_i + \nabla p_i &= f_i, \text{ and } \nabla \cdot u_i = 0 \text{ in } \Omega_i, \\
    -\nu_i \hat{n}_i \cdot \nabla u_i \cdot \hat{\tau} &= \kappa |u_i - u_j|(u_i - u_j) \cdot \hat{\tau} \text{ and } u_i \cdot \hat{n}_i = 0 \text{ on } I, \\
    u_i(x, 0) &= u_i^0(x), \text{ in } \Omega_i, \\
    u_i &= 0, \text{ on } \Gamma_i = \partial \Omega_i \setminus I.
\end{align*}
\end{equation}

The nonlinear coupling conditions (6.2) are the central focus. The corresponding weak problem is derived using the following function spaces. Let

\begin{align*}
    X_i := \{ v_i \in H^1(\Omega_i)^d : v_i = 0 \text{ on } \Gamma_i = \partial \Omega_i \setminus I, v_i \cdot \hat{n}_i = 0 \text{ on } I \} \\
    Q_i := \left\{ q_i \in L^2(\Omega_i) : \int_{\Omega_i} q_i \, d\Omega_i = 0 \right\}.
\end{align*}

For $u_i \in X_i$ we denote $\mathbf{u} = (\mathbf{u}_1, \mathbf{u}_2)$ and $X := \{ \mathbf{v} = (v_1, v_2) : v_i \in X_i, i = 1, 2 \}$. Similarly, for $q_i \in Q_i$ we denote $\mathbf{q} = (q_1, q_2)$ and $Q := \{ \mathbf{q} = (q_1, q_2) : q_i \in Q_i, i = 1, 2 \}$. The subdomain variational formulation for (6.1)-(6.4) is obtained by multiplying where appropriate by $v_i$.
and \( q_i \), integrating and applying the divergence theorem. The problem is to find (for \( i, j = 1, 2, i \neq j \)) \( u_i : [0, T] \to X_i \) and \( p_i : [0, T] \to Q_i \) satisfying

\[
(u_{i,t}, v_i)_{\Omega_i} + (\nu_i \nabla u_i, \nabla v_i)_{\Omega_i} + (u_i \cdot \nabla u_i, v_i)_{\Omega_i} - (p_i, \nabla \cdot v_i)_{\Omega_i} + \int_I \kappa |u_i - u_j| (u_i - u_j) \cdot v_i ds = (f_i, v_i)_{\Omega_i}, \forall v_i \in X_i
\]

\[
(\nabla \cdot u_i, q_i)_{\Omega_i} = 0, \forall q_i \in Q_i.
\]

(6.5)

Let \([\cdot]\) denote the jump of the indicated quantity across the interface \( I \), \((\cdot, \cdot)\) the \( L^2(\Omega_1 \cup \Omega_2) \) inner product and \( \nu = \nu_i \) and \( f = f_i \) in \( \Omega_i \). The coupled or monolithic problem for (6.1)-(6.4) is found by summing (6.5) over \( i, j = 1, 2 \) and \( i \neq j \) and is to find \( u : [0, T] \to X \) and \( p : [0, T] \to Q \) satisfying

\[
(\mathbf{u}_t, \mathbf{v}) + (\nu \nabla \mathbf{u}, \nabla \mathbf{v}) + (\mathbf{u} \cdot \nabla \mathbf{u}, \mathbf{v}) - (\mathbf{p}, \nabla \cdot \mathbf{v})
\]

\[
+ \int_I \kappa [\mathbf{u}] [\mathbf{u}] [\mathbf{v}] ds = (f, \mathbf{v}), \forall \mathbf{v} \in X,
\]

\[
(\nabla \cdot \mathbf{u}, \mathbf{q}) = 0, \forall \mathbf{q} \in Q.
\]

(6.6)

6.1.2 Climate Model Strategies

Computations for the global climate require resolution of a large range of spatial and temporal scales for the atmosphere and ocean velocity fields. In the atmosphere the dominant eddies are between 500-10,000 km over time scales up to 1 year, [52]. In the ocean it is desirable to resolve eddies on the order of 10 - 10,000 km, [52], over time scales exceeding 1000 years [8, 28]. (See also [70] for more climate details). A climate code must employ insightful strategies to control the spatial degrees of freedom, the total number of time steps and perform calculations as efficiently as possible with limited computational power.

Efficient codes take advantage of our understanding of some climate dynamics. An example is the rigid-lid model of the atmosphere-ocean interface. The horizontal length scale is large and the result is relatively thin layers in the atmosphere and ocean along the interface. It is well known that fluxes of heat, momentum and other quantities are essentially constant across what are called the Prandtl layers, [70]. One goal of climate models is to conserve fluxes across the Prandtl layers, but for efficiency the point-wise velocities in the layers and
motion of the interface are not resolved with the rigid-lid model. The boundary condition \((6.2)\) represents the flux of momentum across the Prandtl layers by relating the viscous drag between them to the change in velocity in the normal direction with a proportionality constant \(\kappa\), \([47, 70]\).

A natural parallel implementation is then to decouple the equations for the atmosphere and ocean components across the constant flux layers. One method is partitioned time stepping, whereby explicit updating of fluxes or interface data is used to decouple the equations numerically. Further efficiency comes from different meshing and time stepping for the decoupled subproblems. These are commonly implemented in full scale climate models, e.g. \([21, 22, 27]\). In the ocean more spatial degrees of freedom are needed to resolve eddies around 10-50 km than for the atmosphere where eddies below 500 km do not have as large an effect on flow statistics, \([17, 67]\). However, more time steps are desirable for the atmosphere to resolve time scales below an hour \([52]\) compared to days for the ocean \([70]\). It is sometimes desirable to take large time steps (years) for tests which include a “spin-up” phase where the system is first run to equilibrium, requiring resolution of thousands of years due to the slow overturn of the deep ocean, \([8, 28]\).

Current climate models are limited in the size of time step which can be taken before losing stability. Efforts have been made to relieve time step restrictions using semi-implicit time stepping, \([17, 44, 62, 67]\), for the subproblems. To the authors knowledge no such schemes have been developed for the coupled atmosphere-ocean problem satisfying the two-way interaction condition \((6.2)\). This chapter introduces such a scheme which allows arbitrarily large time steps while retaining stability. This is accomplished through a special partitioned time stepping scheme which balances the two-way passing of momentum flux with a semi-implicit rule for \((6.2)\). Different size time steps are allowed for the decoupled subproblems, say \(\Delta t\) on \(\Omega_1\) and \(\Delta s\) on \(\Omega_2\), with any integer ratio \(m = \Delta s/\Delta t\) between them.

Section 6.2 of this chapter introduces notational conventions and the partitioned algorithm. Preliminary lemmas useful for the numerical analysis are also provided. A full stability and convergence analysis is performed in Section 6.3. Then in Section 6.4 a computational test is performed with dynamic characteristics typical of the atmosphere-ocean system. The fluid in \(\Omega_1\) requires resolving smaller time scales with less spatial degrees of
freedom than in Ω₂. The proposed algorithm is implemented and it is shown that a time step ratio at least \( m = 16 \) and speed up in computational time of 13 is possible for this problem. Also, increasing the time step ratio from \( m = 2 \) to \( m = 16 \) results in a factor of 3.7 increase in error in the \( H^1 \) norm by the final time step, a sublinear growth in error with \( m \). Also, average velocity is computed. It is observed that the relative increase in error of this measurement with the time step ratio is an order of magnitude smaller than the \( H^1 \) spatial error. This is consistent with the goal of climate modeling to reproduce statistics of flows with better accuracy than is attainable for the point-wise values of the constituent variables.

6.2 METHOD DESCRIPTION, NOTATION AND PRELIMINARIES

This section presents the numerical schemes for (6.1)-(6.4), and provides the necessary definitions and lemmas for the stability and convergence analysis. Notation follows Chapter 5 though we review a few specifics here for clarity. Let the domain \( \Omega \subset \mathbb{R}^d \) \((d = 2, 3)\) have convex, polygonal subdomains \( \Omega_i \) for \( i = 1, 2 \) with \( \partial \Omega_1 \cap \partial \Omega_2 = \Omega_1 \cap \Omega_2 = I \). Let \( \Gamma_i \) denote the portion of \( \partial \Omega_i \) that is not on \( I \), i.e. \( \Gamma_i = \partial \Omega_i \setminus I \). For \( i = 1, 2 \), let \( X_i = \{ v \in H^1(\Omega_i) \mid v|_{\Gamma_i} = g_i \} \), let (\( \cdot, \cdot \))_{\Omega_i} denote the standard \( L^2 \) inner product on \( \Omega_i \), and let (\( \cdot, \cdot \))_{X_i} denote the standard \( H^1 \) inner product on \( \Omega_i \). Define \( X = X_1 \times X_2 \) and \( L^2(\Omega) = L^2(\Omega_1) \times L^2(\Omega_2) \) for \( u, v \in X \) with \( u = [u_1, u_2]^T \) and \( v = [v_1, v_2]^T \), define the \( L^2 \) inner product

\[
(u, v) = \sum_{i=1,2} \int_{\Omega_i} u_i v_i \, dx ,
\]

and \( H^1 \) inner product

\[
(u, v)_X = \sum_{i=1,2} \left( \int_{\Omega_i} u_i v_i \, dx + \int_{\Omega_i} \nabla u_i \cdot \nabla v_i \, dx \right) ,
\]

and the induced norms \( \|v\| = (v, v)^{1/2} \) and \( \|v\|_X = (v, v)_X^{1/2} \), respectively. For functions \( u_i \in X_i \) we further denote the \( L^2 \) norm and \( H^1 \) semi-norm by \( \|u_i\|_{L^2(\Omega_i)} = \|u_i\|_{\Omega_i} \) and \( |u_i|_{H^1(\Omega_i)} = |u_i|_{\Omega_i} \), respectively. The case where \( g_i = 0, i = 1, 2 \) will be considered here, and can be easily extended to the case of nonhomogeneous Dirichlet conditions on \( \partial \Omega_i \setminus I \).
For functions \( u, v, w \in X_i, i = 1, 2 \) we define

\[
c_i(u; v, w) = \frac{1}{2} (u \cdot \nabla v, w)_{\Omega_i} - \frac{1}{2} (u \cdot \nabla w, v)_{\Omega_i}
\]  

(6.7)

The following bounds are used in the analysis, where \( u, v, w \in H^1(\Omega_i), i = 1, 2 \) and \( C > 0 \) is a fixed constant.

\[
c_i(u; v, w) \leq C \|v\|^{1/2}_{\Omega_i} \|
abla u\|^{1/2}_{\Omega_i} \|\nabla v\|\|\nabla w\|_{\Omega_i}
\]  

(6.8)

\[
\int_I u||v|| \cdot w \, ds \leq C \|u\|_{L^3(I)} \|v\|_{L^3(I)} \|w\|_{L^3(I)}
\]  

(6.9)

\[
\|u\|_{L^3(I)} \leq C \|u\|^{1/4}_{\Omega_i} \|
abla u\|^{3/4}_{\Omega_i}
\]  

(6.10)

To maintain a compact notation, we denote by \( \| \cdot \|_I \) the norm on \( L^3(I) \). The numerical analysis will be greatly simplified by repeated application of the following lemma, which will be used to bound errors occurring in the subsequent algorithm due to the method of time discretization. The lemma was proved in Chapter 5.

**Lemma 6.2.1.** Let \( i, j \in \{1, 2\} \) and \( \{\alpha_1, \alpha_2, \beta_1, \beta_2\} \) arbitrary positive real numbers. For functions \( u_i \in X_i, v_j \in X_j, w \in X \) the following bounds hold.

\[
\kappa \int_I |u_i||[w]| ||v_j| \, ds \leq C \frac{\kappa^2}{4} \|u_i\|^2_i \|[w]\|_I^2 + \frac{\alpha_1^3}{\nu_1^2} \|v_j\|^2_{\Omega_i} + \frac{\nu_1}{2\alpha_1} \|\nabla v_j\|^2_{\Omega_i}
\]  

(6.11)

\[
\kappa \int_I |u_i|[w]| ||v_j| \, ds \leq C \frac{\kappa^4 \alpha_1^3}{\nu_1^2} \|[w]\|_I^4 \|u_i\|^2_{\Omega_i} + \frac{\nu_1}{4\alpha_1} \|\nabla u_i\|^2_{\Omega_i}
\]

\[
+ C \frac{\kappa^4 \beta_1^3}{\nu_1^2} \|[w]\|_I^4 \|v_j\|^2_{\Omega_i} + \frac{\nu_1}{4\beta_1} \|\nabla v_j\|^2_{\Omega_i}
\]  

(6.12)

\[
\kappa \int_I |u_i|[w]| ||v_j| \, ds \leq C \kappa^4 \|u_i\|^4 \left\{ \frac{\alpha_1^3}{\nu_1^2} \|w_1\|^2_{\Omega_i} + \frac{\alpha_2^3}{\nu_2^2} \|w_2\|^2_{\Omega_i} + \frac{2\beta_2^3}{\nu_2^2} \|v_j\|^2_{\Omega_i} \right\}
\]

\[
+ \frac{1}{4} \left\{ \frac{\nu_1}{\alpha_1} \|\nabla w_1\|^2_{\Omega_i} + \frac{\nu_2}{\alpha_2} \|\nabla w_2\|^2_{\Omega_i} + \frac{2\nu_2}{\beta_2} \|\nabla v_j\|^2_{\Omega_i} \right\}
\]  

(6.13)

The following identity valid for vector \( w^{j+1}, w^j \) is used in the stability proof and later for convergence.

\[
(w^{j+1} - w^j) \cdot w^{j+1} = \frac{1}{2} (|w^{j+1}|^2 + |w^j|^2 - |w^j|^2).
\]  

(6.14)
6.2.1 Discretization of the Weak Problem

Choose a uniform distribution of discrete time levels

$$\mathcal{P} = \{t^0 = 0, t^1, t^2, \ldots, t^N = T\},$$

where $t^n = n\Delta t$, $n = 0, 1, \ldots, N$ for $\Delta t = \frac{t_f}{N}$. Denote by

$$\mathcal{S} = \{t^{n_0}, t^{n_1}, \ldots, t^{n_M}\} \subset \mathcal{P}$$

a subset satisfying $t^{n_k} = km\Delta t$ such that $m \in \mathbb{N}$ is fixed and $Mm = N$. The time step size on $\Omega_2$ is given a separate notation hereafter, $\Delta s = m\Delta t$. For $t^k \in [0, T]$, $(u^k, p^k)$ will denote the discrete approximation to $(u(t^k), p(t^k))$.

The polygonal subdomains $\Omega_1$ and $\Omega_2$ are covered by simplex meshes $\tau^h_1$ and $\tau^h_2$. The mesh size $h$ is the largest diameter of a simplex in either $\tau^h_1$ or $\tau^h_2$. Finite element spaces $X^h_i$ for velocity and $Q^h_i$ for pressure relative to the meshes $\tau^h_i$, $i = 1, 2$, are assumed to satisfy the LBB$^h$ condition. Discretely divergence free velocities will be sought in the test space

$$V^h_i = \left\{ v \in X^h_i : \int_{\Omega_i} q \nabla \cdot v \, d\Omega_i = 0, \forall q \in Q^h_i \right\}, \quad i = 1, 2.$$

Also, the following optimal approximation properties are assumed for $i = 1, 2$ and some $r \in \mathbb{N}$:

$$\inf_{v \in V^h_i} \|u - v\|_{L^2(\Omega_i)} \leq C h^{r+1} |u|_{H^{r+1}(\Omega_i)}$$

$$\inf_{v \in V^h_i} \|u - v\|_{H^1(\Omega_i)} \leq C h^r |u|_{H^{r+1}(\Omega_i)}$$

$$\inf_{q \in Q^h_i} \|u - v\|_{L^2(\Omega_i)} \leq C h^{r+1} |u|_{H^{r+1}(\Omega_i)}.$$

The approximations $u_1^{n+1} \in V_{1,h}$ for $n = n_1, n_1 + 1, \ldots, N - 1$ and $u_2^{n+1} \in V_{2,h}$ for $k = 1, \ldots, M - 1$ are calculated using Algorithm 6.2.1. In practice only the data at times $t^0$ and $t^{n_1}$ would need to be provided. However, the statement of the algorithm and presentation of stability and convergence results is made more concise assuming the data $u_1^n$, $n = 0, 1, \ldots, n_1$ and $u_2^{n_k}$ for $k = 0, 1$ to be given. One important feature of Algorithm 6.2.1 is that $u_1^{n+1}$ can be calculated for $n = n_k, n_k + 1, \ldots, n_{k+1} - 1$ in parallel with $u_2^{n_k+1}$.
Algorithm 6.2.1 (Partitioned Scheme). Let $f \in L^2(\Omega)$. Given $u_{n}^{k}, u_{n-1}^{k} \in V_{2,h}$ and $u_{j}^{k} \in V_{1,h}$ for $j = n_{k-1}, n_{k-1} + 1, \ldots, n_{k}$ do the following.

- Set $S^{k} = \frac{1}{m} \sum_{n=n_{k-1}}^{n_{k}} u_{1}^{n+1}$.
- Find $u_{1}^{n+1} \in V_{1,h}$ for $n = n_{k}, n_{k} + 1, \ldots, n_{k+1} - 1$ satisfying

\[
\left(\frac{u_{1}^{n+1} - u_{1}^{n}}{\Delta t}, v_{1}\right)_{\Omega_{1}} + \nu_{1} (\nabla u_{1}^{n+1}, \nabla v_{1})_{\Omega_{1}} + c_{1}(u_{1}^{n+1}; u_{1}^{n+1}, v_{1})
+ \kappa \int_{I} |[u_{n}]| u_{1}^{n+1} \cdot v_{1} ds
= (f_{1}(t^{n+1}), v_{1})_{\Omega_{1}}, \forall v_{1} \in V_{1,h}.
\]

- Find $u_{2}^{n_{k+1}} \in V_{2,h}$ satisfying

\[
\left(\frac{u_{2}^{n_{k+1}} - u_{2}^{n_{k}}}{m \Delta t}, v_{2}\right)_{\Omega_{2}} + \nu_{2} (\nabla u_{2}^{n_{k+1}}, \nabla v_{2})_{\Omega_{2}} + c_{2}(u_{2}^{n_{k+1}}; u_{2}^{n_{k+1}}, v_{2})
+ \kappa \int_{I} |[u_{n}]| u_{2}^{n_{k+1}} \cdot v_{2} ds
= (f_{2}(t^{n_{k+1}}), v_{2})_{\Omega_{2}}, \forall v_{2} \in V_{2,h}.
\]

- Set $k = k + 1$ and repeat until $k = M$.

6.3 NUMERICAL ANALYSIS

Lemma 6.3.1. (Partitioned Stability) Let $u_{j}^{k} \in X_{1,h}$ satisfy (6.15) for each $j \in \{0, \ldots, n_{p}\}$, and $u_{2}^{n_{k}} \in X_{2,h}$ satisfy (6.16) for each $k \in \{0, 1, 2, \ldots, p \leq M\}$. Then Algorithm 6.2.1 is
unconditionally stable, and at time step \( n_p \) satisfies:

\[
\| u^{n_p} \|^2 + \sum_{k=1}^{p-1} \| u^{n_k+1}_2 - u^{n_k}_2 \|^2_{\Omega_2} + \sum_{n=n+1}^{n_p-1} \| u^{n+1}_1 - u^{n}_1 \|^2_{\Omega_1} \\
+ \nu_1 \Delta t \sum_{n=n+1}^{n_p-1} \| \nabla u^{n+1}_1 \|^2_{\Omega_1} + m \Delta t \nu_2 \sum_{k=1}^{p-1} \| \nabla u^{n+1}_2 \|^2_{\Omega_2} \\
+ m \kappa \Delta t \int_I | u^{n+1}_2 |^2 \| u^{n+1} | \, ds + \kappa \Delta t \sum_{n=0}^{n_p-1} \int_I | u^{n+1}_1 |^2 \| u^{n+1} | \, ds
\]

(6.17)

\[
\leq \frac{\Delta t}{\nu_1} \sum_{n=n_k}^{n_k+1-1} \| f_1(t^{n+1}) \|^2_{X^1} + \frac{m \Delta t}{\nu_2} \| f_2(t^{n+1}) \|^2_{X^2} + \| u^{n+1} \|^2
\]

\[
+ m \kappa \Delta t \int_I | u^{n+1}_2 |^2 \| u^0 | \, ds + \kappa \Delta t \sum_{n=0}^{n_k+1-1} \int_I | u^{n+1}_1 |^2 \| u^0 | \, ds.
\]

Proof. Choose \( v_1 = u^{n+1}_1 \) in (6.15). After summation over \( n = n_k, n_k + 1, \ldots, n_k + 1 \) one obtains

\[
\sum_{n=n_k}^{n_k+1-1} \left( \frac{u^{n+1}_1 - u^n_1}{\Delta t}, u^{n+1}_1 \right)_{\Omega_1} + \nu_1 \sum_{n=n_k}^{n_k+1-1} \| \nabla u^{n+1}_1 \|^2_{\Omega_1}
\]

\[
+ \sum_{n=n_k}^{n_k+1-1} \left\{ \kappa \int_I | u^{n+1}_1 |^2 \| u^n_k | \, ds - \kappa \int_I u^{n}_k \cdot u^{n+1}_1 \| u^n_k \|^{1/2} \| u^{n-1}_k \|^{1/2} \, ds \right\}
\]

(6.18)

\[
= \sum_{n=n_k}^{n_k+1-1} \left( f_1(t^{n+1}), u^{n+1}_1 \right)_{\Omega_1}.
\]

Choose \( v_2 = u^{n+1}_2 \) in (6.16). Multiply through (6.16) by \( m \) and substitute in for \( S^k \) to obtain:

\[
\frac{1}{\Delta t} \left( u^{n+1}_2 - u^n_2, u^{n+1}_2 \right)_{\Omega_2} + m \nu_2 \| \nabla u^{n+1}_2 \|^2_{\Omega_2} + m \kappa \int_I | u^{n+1}_2 |^2 \| u^n_k | \, ds
\]

\[
- \sum_{n=n_k-1}^{n_k-1} \kappa \int_I u^{n+1}_1 \cdot u^{n+1}_2 \| u^n_k \|^{1/2} \| u^{n-1}_k \|^{1/2} \, ds = m \left( f_2(t^{n+1}), u^{n+1}_2 \right)_{\Omega_2}.
\]

(6.19)
Substitute using (6.14) for the first terms on the left hand side of (6.18)-(6.19). Combining results, it follows

\[
\frac{1}{2\Delta t}\left\{ \|u_{n+1}^k\|^2 - \|u_n^k\|^2 + \|u_{n+1}^{n+1} - u_1\|^2_{\Omega_2} + \sum_{n=n_k}^{n_k+1-1} \|u_{n+1}^n - u_1^n\|^2_{\Omega_1}\right\}
\]

\[
+ \nu_1 \sum_{n=n_k}^{n_k+1-1} \|\nabla u_{n+1}^n\|^2_{\Omega_1} + m \nu_2 \|\nabla u_{n+1}^{n+1}\|^2_{\Omega_2} + \sum_{n=n_k}^{n_k+1-1} \kappa \int_I |u_{n+1}^n|^2 |[u^n_k]| ds
\]

\[
+ m \kappa \int_I |u_{n+1}^{n+1}|^2 |[u^n_k]| ds - \sum_{n=n_k}^{n_k+1-1} \kappa \int_I u_{n+1}^n \cdot u_{n+1}^{n+1} |[u^n_k]|^{1/2} |[u^{n-1}_k]|^{1/2} ds
\]

\[
= \sum_{n=n_k}^{n_k+1-1} \left( f_1(t_{n+1}), u_{n+1}^n \right)_{\Omega_1} + m \left( f_2(t_{n+1}), u_{n+1}^{n+1} \right)_{\Omega_2}. \tag{6.20}
\]

Estimates are now shown for the interface integrals in (6.20) which will illustrate the stability of the method. In particular, the positive interface terms control the terms being subtracted, which can be seen by first bounding the size of the latter terms.

\[
\sum_{n=n_k}^{n_k+1-1} \kappa \int_I u_{n+1}^n \cdot u_{n+1}^{n+1} |[u^n_k]|^{1/2} |[u^{n-1}_k]|^{1/2} ds \leq \sum_{n=n_k}^{n_k+1-1} \frac{\kappa}{2} \int_I |u_{n+1}^n|^2 |[u^n_k]| ds + m \frac{\kappa}{2} \int_I |u_{n+1}^{n+1}|^2 |[u^n_k]| ds \tag{6.21}
\]

\[
\sum_{n=n_{k-1}}^{n_k-1} \kappa \int_I u_{n+1}^n \cdot u_{n+1}^{n+1} |[u^n_k]|^{1/2} |[u^{n-1}_k]|^{1/2} ds \leq \sum_{n=n_{k-1}}^{n_k-1} \frac{\kappa}{2} \int_I |u_{n+1}^n|^2 |[u^{n-1}_k]| ds + m \kappa \frac{\kappa}{2} \int_I |u_{n+1}^{n+1}|^2 |[u^n_k]| ds \tag{6.22}
\]

134
Bound the right hand side of (6.20) by:

\[
\sum_{n=n_k}^{n_{k+1}-1} \left(f_1(t^{n+1}), u_1^{n+1}\right)_{\Omega_1} + m \left(f_2(t^{n+1}), u_2^{n+1}\right) \leq \frac{1}{2\nu_1} \sum_{n=n_k}^{n_{k+1}-1} \|f_1(t^{n+1})\|^2_{X_1'} + \frac{m}{2\nu_2} \|f_2(t^{n+1})\|^2_{X_2'}
\]

(6.23)

\[+ \frac{\nu_1}{2} \sum_{n=n_k}^{n_{k+1}-1} \|\nabla u_1^{n+1}\|^2_{\Omega_1} + \frac{m \nu_2}{2} \|u_2^{n+1}\|^2_{\Omega_2}.\]

Insert the results (6.21)-(6.23) into (6.20). After some basic algebra,

\[
\frac{1}{2\Delta t} \left\{ \|u_1^{n+1}\|^2 - \|u_1^n\|^2 + \|u_2^{n+1}\|^2 - \|u_2^n\|^2 + \sum_{n=n_k}^{n_{k+1}-1} \|u_1^{n+1} - u_1^n\|^2_{\Omega_1} \right\}
\]

\[+ \frac{\nu_1}{2} \sum_{n=n_k}^{n_{k+1}-1} \|\nabla u_1^{n+1}\|^2_{\Omega_1} + \frac{m \nu_2}{2} \|\nabla u_2^{n+1}\|^2_{\Omega_2}
\]

\[+ \frac{m \kappa}{2} \int_I |u_2^{n+1}|^2 |[u_1^n]| \, ds - \frac{m \kappa}{2} \int_I |u_2^n|^2 |[u_1^{n-1}]| \, ds
\]

\[+ \sum_{n=n_k}^{n_{k+1}-1} \frac{\kappa}{2} \int_I |u_1^{n+1}|^2 |[u_1^n]| \, ds - \sum_{n=n_k-1}^{n_{k-1}} \frac{\kappa}{2} \int_I |u_1^{n+1}|^2 |[u_1^{n-1}]| \, ds
\]

\[\leq \frac{1}{2\nu_1} \sum_{n=n_k}^{n_{k+1}-1} \|f_1(t^{n+1})\|^2_{X_1'} + \frac{m}{2\nu_2} \|f_2(t^{n+1})\|^2_{X_2'}.
\]

Next multiply through by \(2\Delta t\) and sum over \(k = 1, 2, \ldots, (p-1) \leq (M-1)\). Rearranging terms yields the final result.

The structure of the interface integrals in Algorithm 6.2.1 and different time steps used in the subdomains results in a technical convergence proof with numerous terms in the error estimates. The strategy is to first decompose the error \(u_i(t^j) - u_i^j\) into \(\eta_i^j + \phi_i^j\) such that \(\eta_i^j = u_i(t^j) - \tilde{u}_i^j\) and \(\phi_i^j = \tilde{u}_i^j - u_i^j\) with \(\tilde{u}_i^j \in X_i^h\) arbitrary. Then preliminary error estimates are developed separately for \(\phi_i^j\) in Lemma 6.3.2 and for \(\phi_i^j\) in Lemma 6.3.3. Theorem 6.3.4 then combines these results and explains a non-standard application of the discrete Gronwall inequality in developing the final estimates.
Lemma 6.3.2. Let \( u_2^{n_{k+1}} \in X_{2,h} \) satisfy (6.16) for each \( k \in \{1, 2, \cdots, p \leq M - 1 \} \) and \( u_1^{j+1} \in X_{1,h} \) satisfy (6.15) for each \( j \in \{n_1, n_1 + 1, \cdots, q \leq N - 1 \} \), \( n_p < q \). Assume a sufficiently regular solution \((\mathbf{u}, \mathbf{p})\) to (6.6). Then there exists a constant \( C > 0 \) depending only on \( \Omega, \mathbf{u}, \mathbf{p}, \mathbf{f} \) such that

\[
\frac{1}{2\Delta t} \left( \| \phi_1^{n+1} \|_{\Omega_1}^2 - \| \phi_1^n \|_{\Omega_1}^2 + \| \phi_1^{n+1} - \phi_1^n \|_{\Omega_1}^2 \right) + \frac{7\nu_1}{8} \| \nabla \phi_1^{n+1} \|_{\Omega_1}^2
\leq C \left\{ \nu_1^{-1} \frac{\eta_1^{n+1} - \eta_1^n}{\Delta t} \| \nabla u_1(t^{n+1}) \|_{\Omega_1}^2 + \nu_1^{-1} \| p_1(t^{n+1}) - q_1 \|_{\Omega_1}^2 + \nu_1^{-1} \| R_1^{n+1} \|_{\Omega_1}^2 \right. \\
\left. + (\nu_1 + (1 + \nu_1^{-1}) \| \nabla u_1(t^{n+1}) \|_{\Omega_1}^2 + \| \nabla \eta_1^{n+1} \|_{\Omega_1}^2 + \nu_2^{-1} \| \nabla u_1(t^{n+1}) \|_{\Omega_1}^2 + \nu_1 \| \nabla u_1(t^{n+1}) \|_{\Omega_1}^2 \right)\right\} \\
+ \left( 1 + \nu_1^{-1} + \nu_2^{-1} + \nu_1 \| \nabla u_1(t^{n+1}) \|_{\Omega_1}^2 + \nu_1^{-3} \| \nabla u_1(t^{n+1}) \|_{\Omega_1}^2 \right) \| \phi_1^{n+1} \|_{\Omega_1}^2 \\
+ \nu_1^{-1} \frac{\eta_1^{n+1} - \eta_1^n}{\Delta t} \| \nabla \phi_1^{n+1} \|_{\Omega_1}^2 + \frac{\nu_1}{8m} \| \nabla \phi_1^{n+1} \|_{\Omega_1}^2 + \frac{\nu_1}{8m} \| \nabla \phi_1^{n+1} \|_{\Omega_1}^2 + \frac{\nu_2}{8} \| \nabla \phi_2^{n+1} \|_{\Omega_2}^2.
\]

where \( J_k^{n+1} \) and \( L_k^{n+1} \) are defined for \( n_k \leq n < n_{k+1}, k = 1, 2, \ldots, M - 1 \) by:

\[
J_k^{n+1} = \| u_1(t^{n+1}) \|_{I}^4 + \| u_2(t^{n+1}) \|_{I}^4 + \| u_1^{n_k} \|_{I}^4 + \| u_2^{n_k} \|_{I}^4 + \| u_1^{n_{k+1}} \|_{I}^4 + \| u_2^{n_{k+1}} \|_{I}^4,
\]

\[
L_k^{n+1} = \| u_1(t^{n+1}) \|_{I}^2 + \| u_2(t^{n+1}) \|_{I}^2 + \| u_1^{n_k} \|_{I}^2 + \| u_2^{n_k} \|_{I}^2 + \| u_1^{n_{k+1}} \|_{I}^2 + \| u_2^{n_{k+1}} \|_{I}^2,
\]

\( P_k^{n+1} \) is defined for \( n_k \leq n < n_{k+1}, k = 1, 2, \ldots, M - 1 \) by:

\[
P_k^{n+1} = \| u_1(t^{n+1}) - u_1(t^{n_k}) \|_{I}^2 + \| u_2(t^{n+1}) - u_2(t^{n_k}) \|_{I}^2 \\
+ \| u_1(t^{n+1}) - u_1(t^{n_{k-1}}) \|_{I}^2 + \| u_2(t^{n+1}) - u_2(t^{n_{k-1}}) \|_{I}^2 \\
+ \| \eta_1^{n_k} \|_{I}^2 + \| \eta_2^{n_k} \|_{I}^2 + \| \eta_1^{n_{k-1}} \|_{I}^2 + \| \eta_2^{n_{k-1}} \|_{I}^2 + \| \eta_1^{n+1} \|_{I}^2.
\]

and \( R_k^{n+1} \) is defined for \( n = n_1, n_1 + 1, \ldots, N - 1 \) by:

\[
R_k^{n+1} = \frac{u_1(t^{n+1}) - u_1(t^n)}{\Delta t} - \frac{\partial u_1(t^{n+1})}{\partial t}.
\]
Proof. Take the variational formulation for the true solution \( u_1(t^{n+1}) \) on \( \Omega_1 \) and subtract (6.15),

\[
\frac{1}{\Delta t} \left( u_1(t^{n+1}) - u_1^n \right) - (u_1(t^n) - u_1^n, v_1)_{\Omega_1} + \nu_1 \left( \nabla (u_1(t^{n+1}) - u_1^n), \nabla v_1 \right)_{\Omega_1}
+ c_1 \left( u_1(t^{n+1}); u_1(t^{n+1}), v_1 \right) - c_1 \left( u_1^{n+1}; u_1^{n+1}, v_1 \right) - \left( p_1(t^{n+1}) - q_1, \nabla \cdot v_1 \right)_{\Omega_1}
+ \kappa \int_I u_1(t^{n+1}) \left[ |u(t^{n+1})| \right] \cdot v_1 \, ds - \kappa \int_I u_1^{n+1} \left[ |u^{n_k}| \right] \cdot v_1 \, ds
\]

\[
+ \kappa \int_I u_2^{n_k} \left[ |u^{n_k}|^{1/2} \right] \left[ |u^{n_k-1}|^{1/2} \right] \cdot v_1 \, ds - \kappa \int_I u_2(t^{n+1}) \left[ |u(t^{n+1})| \right] \cdot v_1 \, ds
\]

\[
= \left( \frac{u_1(t^{n+1}) - u_1(t^n)}{\Delta t} - \frac{\partial u_1(t^{n+1})}{\partial t}, v_1 \right)_{\Omega_1}, \quad \forall v_1 \in V_{1,h}, \; \forall q_1 \in Q_{1,h}.
\]

Errors are decomposed using the equation

\[
u_i(t^j) - u_i^j = (u_i(t^j) - \bar{u}_i^j) + (\bar{u}_i^j - u_i^j) = \eta_i^j + \phi_i^j
\]

as previously described. Choosing \( v_1 = \phi_1^{n+1} \) the above error equation is rewritten as

\[
\frac{1}{\Delta t} \left( \eta_1^{n+1} - \eta_1^n, \phi_1^{n+1} \right)_{\Omega_1} + \frac{1}{\Delta t} \left( \phi_1^{n+1} - \phi_1^n, \phi_1^{n+1} \right)_{\Omega_1} + \nu_1 \left( \nabla \eta_1^{n+1}, \nabla \phi_1^{n+1} \right)_{\Omega_1} + \nu_1 \left\| \nabla \phi_1^{n+1} \right\|_{\Omega_1}^2
+ c_1 \left( u_1(t^{n+1}); u_1(t^{n+1}), \phi_1^{n+1} \right) - c_1 \left( u_1^{n+1}; u_1^{n+1}, \phi_1^{n+1} \right) - \left( p_1(t^{n+1}) - q_1, \nabla \cdot v_1 \right)_{\Omega_1}
+ \kappa \int_I u_1(t^{n+1}) \left[ |u(t^{n+1})| \right] \cdot \phi_1^{n+1} \, ds - \kappa \int_I u_1^{n+1} \left[ |u^{n_k}| \right] \cdot \phi_1^{n+1} \, ds
+ \kappa \int_I u_2^{n_k} \left[ |u^{n_k}|^{1/2} \right] \left[ |u^{n_k-1}|^{1/2} \right] \cdot \phi_1^{n+1} \, ds - \kappa \int_I u_2(t^{n+1}) \left[ |u(t^{n+1})| \right] \cdot \phi_1^{n+1} \, ds
\]

\[
= \left( R_1^{n+1}, \phi_1^{n+1} \right)_{\Omega_1},
\]
The goal is to bound $\phi_1^{n+1}$, hence we move many terms to the right hand side. The identity (6.14) is then applied on the left hand side:

$$\frac{1}{2\Delta t} \left( \|\phi_1^{n+1}\|_{\Omega_1}^2 - \|\phi_1^n\|_{\Omega_1}^2 + \|\phi_1^{n+1} - \phi_1^n\|_{\Omega_1}^2 \right) + \nu_1 \|\nabla \phi_1^{n+1}\|_{\Omega_1}^2$$

$$+ \left\{ \kappa \int_{I_1} u_1(t^{n+1})|u(t^{n+1})| \cdot \phi_1^{n+1} ds - \kappa \int_{I_1} u_1^{n+1}|u^{nk}| \cdot \phi_1^{n+1} ds \right\}$$

$$+ \left\{ \kappa \int_{I_1} u_2^{nk}|u^{nk}|^{1/2}|u^{nk-1}|^{1/2} \cdot \phi_1^{n+1} ds - \kappa \int_{I_1} u_1(t^{n+1})|u(t^{n+1})| \cdot \phi_1^{n+1} ds \right\}$$

$$= -\frac{1}{\Delta t} (\eta_1^{n+1} - \eta_1^n, \phi_1^{n+1})_{\Omega_1} - \nu_1 (\nabla \eta_1^{n+1}, \nabla \phi_1^{n+1})_{\Omega_1} + (p_1(t^{n+1}) - q_1, \nabla \cdot \phi_1^{n+1})_{\Omega_1}$$

$$- c_1 (u_1(t^{n+1}); u_1(t^{n+1}), \phi_1^{n+1}) + c_1 (u_1^{n+1}; u_1^{n+1}, \phi_1^{n+1}) + (R^{n+1}_1; \phi_1^{n+1})_{\Omega_1}. \tag{6.25}$$

Bounds for the non-interface terms follow as in the standard NSE case, (see e.g. [45]). The interface terms require special treatment. First, note by adding and subtracting terms in sequence one may derive the following expression.

$$\kappa \int_{I_1} u_1(t^{n+1})|u(t^{n+1})| \cdot \phi_1^{n+1} ds - \kappa \int_{I_1} u_1^{n+1}|u^{nk}| \cdot \phi_1^{n+1} ds$$

$$= \kappa \int_{I_1} u_1(t^{n+1}) |u(t^{n+1})| - |u^{nk}| \cdot \phi_1^{n+1} ds$$

$$+ \kappa \int_{I_1} u_1(t^{n+1}) |u^{nk}| - |\tilde{u}^{nk}| \cdot \phi_1^{n+1} ds$$

$$+ \kappa \int_{I_1} u_1(t^{n+1}) |\tilde{u}^{nk}| - |u^{nk}| \cdot \phi_1^{n+1} ds$$

$$+ \kappa \int_{I_1} \eta_1^{n+1}|u^{nk}| \cdot \phi_1^{n+1} ds + \kappa \int_{I_1} |\phi_1^{n+1}|^2 |u^{nk}| ds. \tag{6.26}$$

The splitting used for the remaining pair of interface integrals is more complicated due to the product $|[u^{nk}]|^{1/2}[|u^{nk-1}]|^{1/2}$. The key is to recognize an error of $O(\Delta t)$ is committed in replacing the product $|[u(t^{nk})]|^{1/2}[|u(t^{nk-1})]|^{1/2}$ with the average $\frac{1}{2}(|[u(t^{nk})]| + |u(t^{nk-1})]|$. 138
We proceed as follows.

\[
\kappa \int u_2^{n_k} [u^{n_k}]^{1/2}[u^{n_k-1}]^{1/2} \cdot \phi_1^{n+1} ds - \kappa \int u_2(t^{n+1})[u(t^{n+1})] \cdot \phi_1^{n+1} ds
\]

\[
= \kappa \int u_2^{n_k} \left\{ [u^{n_k}]^{1/2}[u^{n_k-1}]^{1/2} - \frac{1}{2}([u^{n_k}] + [u^{n_k-1}]) \right\} \cdot \phi_1^{n+1} ds
\]

\[
+ \frac{1}{2} \kappa \int u_2^{n_k} \left\{ ([u^{n_k}] + [u^{n_k-1}]) - ([\tilde{u}^{n_k}] + [\tilde{u}^{n_k-1}]) \right\} \cdot \phi_1^{n+1} ds
\]

\[
+ \frac{1}{2} \kappa \int u_2^{n_k} \left\{ ([\tilde{u}^{n_k}] + [\tilde{u}^{n_k-1}]) - ([u(t^{n_k})] + [u(t^{n_k-1})]) \right\} \cdot \phi_1^{n+1} ds
\]

Using (6.26) - (6.27), substitution for the interface integrals in (6.25) is performed. The last term of (6.26) is positive and may be kept on the left hand side of (6.25), but all other interface terms are now moved to the right hand side, and bounded. Applying the reverse triangle inequality and the equality \([a] - [b] = [a - b]\) for \(a, b \in X\), we first note

\[
||[u(t^k)] - [\tilde{u}^k]|| \leq ||[\eta^k]||
\]

\[
||[\tilde{u}^k] - [u^k]|| \leq ||[\phi^k]||
\]

and thus one may derive the following error inequality:

\[
\frac{1}{2\Delta t} (||\phi_1^{n+1}||_{\Omega_t}^2 - ||\phi_1^n||_{\Omega_t}^2 + ||\phi_1^{n+1} - \phi_1^n||_{\Omega_t}^2) + \nu_1 ||\nabla \phi_1^{n+1}||_{\Omega_t}^2 + \kappa \int |\phi_1^{n+1}|^2|[u^{n_k}]| ds
\]

\[
\leq -\frac{1}{\Delta t} (\eta_1^{n+1} - \eta_1^n, \phi_1^{n+1}) + \nu_1 (\nabla \eta_1^{n+1}, \nabla \phi_1^{n+1}) + \nu_1 (p_1(t^{n+1}) - q_1, \nabla \cdot \phi_1^{n+1}) \Omega_t
\]

\[
- c_1 (u_1(t^{n+1}); u_1(t^{n+1}), \phi_1^{n+1}) + c_1 (u_1^{n+1}; u_1^{n+1}, \phi_1^{n+1}) + (R_1^{n+1}, \phi_1^{n+1}) \Omega_t
\]

\[
+ I_1 + I_2 + I_3 + I_4.
\]
The $I_j$-terms denote the following interface integrals, which will be subsequently bounded.

\[
I_1 = \kappa \int_I |u_1(t^{n+1})||u(t^{n+1}) - u(t^{n_k})||\phi_1^{n+1}| \, ds + \kappa \int_I |u_1(t^{n+1})||\eta^{n_k}||\phi_1^{n+1}| \, ds
\]

\[
+ \kappa \int_I |u_2(t^{n_k} - u_2(t^{n+1})||u(t^{n+1})||\phi_1^{n+1}| \, ds + \kappa \int_I |\eta_1^{n+1}||u^{n_k}||\phi_1^{n+1}| \, ds
\]

\[
+ \frac{1}{2} \kappa \int_I u_2^{n_k} (||\eta^{n_k}|| + ||\eta^{n_k-1}||)|\phi_1^{n+1}| \, ds + \kappa \int_I |\eta_2^{n_k}||u(t^{n+1})||\phi_1^{n+1}| \, ds
\]

\[
I_2 = \frac{1}{2} \kappa \int_I u_2^{n_k} (||\phi^{n_k}|| + ||\phi^{n_k-1}||)|\phi_1^{n+1}| \, ds + \kappa \int_I |u_1(t^{n+1})||\phi^{n_k}||\phi_1^{n+1}| \, ds
\]

\[
+ \kappa \int_I |\phi_2^{n_k}||u(t^{n+1})||\phi_1^{n+1}| \, ds
\]

\[
I_3 = \kappa \int_I |u_2^{n_k}| \left| \frac{1}{2} (||u(t^{n_k})|| + ||u(t^{n_k-1})||) - ||u(t^{n+1})|| \right| \, ds
\]

\[
I_4 = \kappa \int_I |u_2^{n_k}| \left| ||u^{n_k}||^{1/2}||u^{n_k-1}||^{1/2} - \frac{1}{2} (||u^{n_k}|| + ||u^{n_k-1}||) \right| \, ds
\]

The error terms on the right hand side appearing before the $I_j$-terms are commonly encountered in the numerical analysis of computational fluid algorithms and are treated analogously. In the term $I_1$, each piece is bounded using (6.11) with $\alpha_1 = 192$. Then the first two terms of $I_2$ are bounded using (6.13) with $\alpha_1 = 16 \, m$, $\alpha_2 = 32$, $\beta_1 = 96$ and the last term using (6.12) with $\alpha_2 = 8$ and $\beta_1 = 96$.

Some basic inequalities can be used to simplify $I_3, I_4$ and derive corresponding error estimates. We apply the reverse triangle inequality here for $I_3$.

\[
\left| \frac{1}{2} (||u(t^{n_k})|| + ||u(t^{n_k-1})||) - ||u(t^{n+1})|| \right|
\]

\[
\leq \frac{1}{2} \left| ||u(t^{n_k})|| - ||u(t^{n+1})|| + \frac{1}{2} \left| ||u(t^{n_k-1})|| - ||u(t^{n+1})|| \right| \right|
\]

\[
\leq \frac{1}{2} \left| ||u(t^{n_k})|| - ||u(t^{n+1})|| \right| + \frac{1}{2} \left| ||u(t^{n_k-1})|| - ||u(t^{n+1})|| \right|.
\]

$I_4$ is bounded by first noting

\[
\left| ||u^{n_k}||^{1/2}||u^{n_k-1}||^{1/2} - \frac{1}{2} (||u^{n_k}|| + ||u^{n_k-1}||) \right| = \frac{1}{2} \left| ||u^{n_k}||^{1/2} - ||u^{n_k-1}||^{1/2} \right|^2
\]

\[
\leq \frac{1}{2} \left| ||u^{n_k}||^{1/2} - ||u^{n_k-1}||^{1/2} \right| \left| ||u^{n_k}||^{1/2} + ||u^{n_k-1}||^{1/2} \right|
\]

\[
= \frac{1}{4} \left| ||u^{n_k}|| - ||u^{n_k-1}|| \right| \leq \frac{1}{2} ||u^{n_k} - u^{n_k-1}||.
\]
Add and subtract $u(t^{n_k}) - u(t^{n_k-1})$, 

$$\left|\left|u^{n_k}\right|^{1/2}\left|u^{n_k-1}\right|^{1/2} - \frac{1}{2}\left(\left|u^{n_k}\right| + \left|u^{n_k-1}\right|\right)\right|
\leq \frac{1}{2}\left|\left(u^{n_k} - u(t^{n_k})\right) + \left(u(t^{n_k-1}) - u^{n_k-1}\right)\right| + \frac{1}{2}\left|u(t^{n_k}) - u(t^{n_k-1})\right|
\leq \frac{1}{2}\left\{\left|\phi^{n_k}\right| + \left|\phi^{n_k-1}\right| + \left|\eta^{n_k}\right| + \left|\eta^{n_k-1}\right| + \left|u(t^{n_k}) - u(t^{n_k-1})\right|\right\}.$$

The results (6.29) - (6.30) are combined with (6.9)-(6.10), Young’s inequality and Lemma 6.2.1 is applied as described above for $I1, I2$. Then (6.24) follows from (6.28).

\[\square\]

**Lemma 6.3.3.** Given the assumptions of Lemma 6.3.2 there exists a constant $C > 0$ depending only on $\Omega, u, p, f$ such that

\[
\frac{1}{2}\Delta t \left(\left|\phi_2^{n_k+1}\right|^2_{\Omega_2} - \left|\phi_2^{n_k}\right|^2_{\Omega_2} + \left|\phi_2^{n_k+1} - \phi_2^{n_k}\right|^2_{\Omega_2}\right) + m\nu_2\left|\nabla \phi_2^{n_k+1}\right|^2_{\Omega_2}
\leq C \left\{\nu_2^{-1}\left|\eta_2^{n_k+1} - \eta_2^{n_k}\right|^2_{X_2'} + m\nu_2^{-1}\left|p_2(t^{n_k+1}) - q_2\right|^2_{\Omega_2}
+ m\left(\nu_2 + (1 + \nu_2^{-1})\left|\nabla u_2(t^{n_k+1})\right|^2_{\Omega_2}\right)\left|\nabla \eta_2^{n_k+1}\right|^2_{\Omega_2}
+ \kappa^2 \sum_{n=n_k-1}^{n_k-1} \left(L_k^{n+1}Q_k^{n+1} + \kappa^2 J_k^{n+1} \left(\nu_1^{-3}\left|\phi_1^{n+1}\right|^2_{\Omega_1} + \nu_2^{-3}\left|\phi_2^{n+1}\right|^2_{\Omega_2}\right)
+ m\sum_{i=1,2} \left(1 + \nu_1^{-3}\right) \left\{\left|\phi_i^{n_k}\right|^2_{\Omega_i} + \left|\phi_i^{n_k-1}\right|^2_{\Omega_i}\right\}\right) + m\nu_2^{-1}\left|R_k^{n_k+1}\right|^2_{X_2'}
+ m \left(1 + \nu_2^{-1} + \nu_2^{-3} + \nu_2^{-1}\left|\nabla u_2(t^{n_k+1})\right|^2_{\Omega_2} + \nu_2^{-3}\left|\nabla u_2(t^{n_k+1})\right|^4_{\Omega_2}\right)\left|\phi_2^{n_k+1}\right|^2_{\Omega_2}\right\}
+ \frac{\nu_1}{8} \sum_{j=n_k-1}^{n_k-1} \left|\nabla \phi_1^{n+1}\right|^2_{\Omega_1} + \frac{\nu_1}{8} \left|\nabla \phi_1^{n_k}\right|^2_{\Omega_1} + \frac{m\nu_2}{8} \left|\nabla \phi_2^{n_k}\right|^2_{\Omega_2} + \frac{m\nu_2}{8} \left|\nabla \phi_2^{n_k+1}\right|^2_{\Omega_2}
+ \frac{\nu_1}{8} \left|\nabla \phi_2^{n_k-1}\right|^2_{\Omega_2} + \frac{m\nu_2}{8} \left|\nabla \phi_2^{n_k-1}\right|^2_{\Omega_2}\right\}
\]
and \( R_2^{n+1} \) is defined for \( k = 1, 2, \ldots, M - 1 \) by:

\[
R_2^{n+1} = \frac{u_2(t^{n+1}) - u_2(t^n)}{\Delta s} - \frac{\partial u_2(t^{n+1})}{\partial t}.
\]

**Proof.** Subtracting (6.16) from the variational formulation for the true NSE on \( \Omega_2 \),

\[
\frac{1}{m\Delta t} \left( (u_2(t^{n+1}) - u_2^{n+1}) - (u_2(t^n) - u_2^n), v_2 \right)_{\Omega_2} + \nu_2 \left( \nabla (u_2(t^{n+1}) - u_2^{n+1}), \nabla v_2 \right)_{\Omega_2}
\]

\[
+ c_2 (u_2(t^{n+1}), u_2^{n+1}, v_2) - c_2 (u_2^n, u_2^n, v_2) - (p_2(t^{n+1}) - q_2, \nabla \cdot v_2)_{\Omega_2}
\]

\[
+ \kappa \int_I u_2(t^{n+1}) |\mathbf{u}(t^{n+1})| \cdot v_2 \, ds - \kappa \int_I u_2^{n+1} |\mathbf{u}_n| \cdot v_2 \, ds
\]

\[
= \left( \frac{u_2(t^{n+1}) - u_2(t^n)}{m\Delta t} - \frac{\partial u_2(t^{n+1})}{\partial t}, v_2 \right)_{\Omega_2}, \quad \forall v_2 \in V_{2,h}, \quad \forall q_2 \in Q_{2,h}.
\]

The analysis proceeds as for the above case for \( \Omega_1 \), splitting the error and moving terms around, so after multiplying through by \( m \) we get

\[
\frac{1}{2\Delta t} \left( \| \phi_2^{n+1} \|^2_{\Omega_2} - \| \phi_2^n \|^2_{\Omega_2} + \| \phi_2^{n+1} - \phi_2^n \|^2_{\Omega_2} \right) + m \nu_2 \| \nabla \phi_2^{n+1} \|^2_{\Omega_2}
\]

\[
+ m \kappa \int_I u_2(t^{n+1}) |\mathbf{u}(t^{n+1})| \cdot \phi_2^{n+1} \, ds - m \kappa \int_I u_2^n |\mathbf{u}_n| \cdot \phi_2^{n+1} \, ds
\]

\[
+ m \kappa \int_I |\mathbf{u}_n|^{1/2} |\mathbf{u}_n|^{1/2} \mathbf{S}^k \cdot \phi_2^{n+1} \, ds - m \kappa \int_I (t^{n+1}) |\mathbf{u}(t^{n+1})| \cdot \phi_2^{n+1} \, ds
\]

\[
= - \frac{1}{\Delta t} \left( \eta_2^{n+1} - \eta_2^n \right)_{\Omega_2} - m \nu_2 \left( \nabla \eta_2^{n+1}, \nabla \phi_2^{n+1} \right)_{\Omega_2} + m (p_2(t^{n+1}) - q_2, \nabla \cdot v_2)_{\Omega_2}
\]

\[
- m c_2 (u_2(t^{n+1}), \phi_2^{n+1}) + m c_2 (u_2^{n+1}, \phi_2^{n+1}) + m (R_2^{n+1}, \phi_2^{n+1})_{\Omega_2}.
\]

(6.32)
We will substitute in for the first pair of interface integrals on the left hand side using this equality:

\[
m \kappa \int_I u_2(t_{n+1})|u(t_{n+1})| \cdot \phi_2^{n+1} ds - m \kappa \int_I u_2^n|u^n| \cdot \phi_2^n ds
= m \kappa \int_I u_2(t_{n+1}) (|u(t_{n+1})| - |u(t_k)|) \cdot \phi_2^{n+1} ds
+ m \kappa \int_I u_2(t_{n+1}) (|\tilde{u}| - |u^n|) \cdot \phi_2^{n+1} ds
+ m \kappa \int_I u_2(t_{n+1}) (|\tilde{u} - u^n|) \cdot \phi_2^{n+1} ds
+ m \kappa \int_I \eta_2^{n+1}|u^n| \cdot \phi_2^{n+1} ds + m \kappa \int_I |\phi_2^{n+1}|^2 |u^n| ds.
\]

(6.33)

The main difference between estimating (6.32) and the derivation of (6.24) lies in the remaining interface terms. Note that after substituting in for \( S^k \),

\[
m \kappa \int_I |u^n|^{1/2} |u^{n-1}|^{1/2} \cdot \phi_2^{n+1} ds - m \kappa \int_I u_1(t_{n+1})|u(t_{n+1})| \cdot \phi_2^{n+1} ds
= \sum_{n=k-1}^{n_k-1} \left\{ \kappa \int_I u_{n+1}^{n+1} \cdot \phi_2^{n+1} |u^n|^{1/2} |u^{n-1}|^{1/2} ds - \kappa \int_I u_1(t_{n+1}) \cdot \phi_2^{n+1} |u(t_{n+1})| ds \right\}
\]

(6.34)

The terms are split analogously to (6.27):

\[
\kappa \int_I |u^n|^{1/2} |u^{n-1}|^{1/2} u_{n+1}^{n+1} \cdot \phi_2^{n+1} ds - \kappa \int_I |u(t_{n+1})| u_1(t_{n+1}) \cdot \phi_2^{n+1} ds
= \kappa \int_I \left\{ |u^n|^{1/2} |u^{n-1}|^{1/2} - \frac{1}{2} (|u^n| + |u^{n-1}|) \right\} u^{n+1} \cdot \phi_2^{n+1} ds
+ \frac{1}{2} \kappa \int_I \{ (|u^n| + |u^{n-1}|) - (|\tilde{u}| + |\tilde{u}^{n-1}|) \} u_{n+1} \cdot \phi_2^{n+1} ds
+ \frac{1}{2} \kappa \int_I \{ (|\tilde{u}| + |\tilde{u}^{n-1}|) - (|u(t_{n+1})| + |u(t_{n-1})|) \} u_{n+1} \cdot \phi_2^{n+1} ds
+ \kappa \int_I \left\{ \frac{1}{2} (|u(t_{n+1})| + |u(t_{n+1})|) - |u(t_{n+1})| \right\} u_{n+1} \cdot \phi_2^{n+1} ds
- \kappa \int_I |u(t_{n+1})| \phi_1^{n+1} \cdot \phi_2^{n+1} ds - \kappa \int_I |u(t_{n+1})| \eta_{n+1} \cdot \phi_2^{n+1} ds
+ \kappa \int_I |u(t_{n+1})|(u_{n+1} - u_1(t_{n+1})) \cdot \phi_2^{n+1} ds.
\]

(6.35)
The equalities (6.33)-(6.35) are combined and used to substitute for the interface terms in (6.32). Then move all the interface terms to the right hand side and bound them using (6.8) - (6.10) with Young’s inequality and Lemma 6.2.1 as in Lemma 6.3.2. In this way, one can derive (6.31).

\[ \text{Theorem 6.3.4 (Convergence of Algorithm 6.2.1). Assume a sufficiently regular solution } (u, p) \text{ to (6.1), approximated at the initial time steps } t^0, t^1, t^2, \ldots, t^{n_1} \text{ in } \Omega_1 \text{ by } u_j^i, \quad j = 0, 1, \ldots n_1 \text{ and at times } t^0, t^{n_1} \text{ in } \Omega_2 \text{ by } u_0^0, u_1^{n_1}. \text{ Let these approximations satisfy } \]

\[
\begin{align*}
\|u_1(t^j) - u_1^j\|^2_{H^1(\Omega_1)} &\leq C_0 (\Delta t^2 + h^{2r}) \quad j = 0, 1, \ldots, n_1 \\
\|u_2(t^{nk}) - u_2^{nk}\|^2_{H^1(\Omega_2)} &\leq C_0 (\Delta s^2 + h^{2r}) \quad k = 0, 1
\end{align*}
\]

(6.36)

for a fixed number \(C_0 > 0\). Then there exists a constant \(C > 0\) depending only on \(\Omega, u, p, f, C_0\), the initial data at times \(t^j\) for \(j = 0, 1, \ldots, n_1\) and the final time \(t_f\) such that if

\[
C \Delta t \left\{ 2 + \nu_1^{-1} + \nu_2^{-1} + (\nu_1^{-3} + \nu_2^{-3})(1 + m^2 + m\kappa^4) \right\} < 1,
\]

(6.37)

then for \(n_k \leq q < n_{k+1}\) with \(k = 1, 2, \ldots, M - 1\), Algorithm 6.2.1 satisfies:

\[
\begin{align*}
\|u_1(t^{q+1}) - u_1^{q+1}\|^2_{\Omega_1} + \|u_2(t^{n_{p+1}}) - u_2^{n_{p+1}}\|^2_{\Omega_2} &+ \frac{\nu_1}{4} \Delta t \sum_{j=n_1}^{q} \|\nabla(u_1(t^{j+1}) - u_1^{j+1})\|^2_{\Omega_1} + \frac{1}{2} m \nu_2 \Delta t \sum_{k=1}^{p} \|\nabla(u_2(t^{nk+1}) - u_2^{nk+1})\|^2_{\Omega_2} \\
&= \mathcal{O} \left( \Delta s^2 \left\{ 1 + \kappa^2 + (\nu_1/m^3 + \nu_2)\Delta s \right. \right. \\
&\quad \left. + \Delta s \kappa^4 (1 + \nu_1^{-3})/m^2 + m(\Delta s + \kappa^4)(1 + \nu_2^{-3}) \right\} \\
&\quad + h^{2r} \left\{ m + \nu_1 + m\nu_2 + \nu_1^{-1} + m\nu_2^{-1} + \Delta s \kappa^4 (1 + \nu_1^{-3})h^2 \\
&\quad \quad + h^2 m(\Delta s + \kappa^4)(1 + \nu_2^{-3}) + h^2 \kappa^2 \right\}.
\end{align*}
\]

(6.38)
Proof. Let $1 \leq p < M$ be an integer. Sum (6.24) over $n = n_1, n_1 + 1, \ldots, q$ for any integer $q$ such that $n_p \leq q < n_{p+1}$. Then sum (6.31) over $k = 1, 2, \ldots, p$, add the two resulting inequalities and multiply through by $2\Delta t$, yielding

\[
\|\phi_1^{n+1}\|_{\Omega_1}^2 + \|\phi_2^{n+1}\|_{\Omega_2}^2 + 2\Delta t \sum_{n=n_1}^q \|\phi_1^{n+1} - \phi_1^n\|_{\Omega_1}^2 + 2\Delta t \sum_{k=1}^p \|\phi_2^{n_k+1} - \phi_2^{n_k}\|_{\Omega_2}^2 \\
+ \frac{7\nu_1}{4} \Delta t \sum_{n=n_1}^q \|\nabla \phi_1^{n+1}\|_{\Omega_1}^2 + 2m \nu_2 \Delta t \sum_{k=1}^p \|\nabla \phi_2^{n_k+1}\|_{\Omega_2}^2 \\
\leq C \left\{ \Delta t \sum_{n=n_1}^q W_1^{n+1} + \Delta t \sum_{k=1}^p W_2^{n_k+1} + \Delta t \kappa^2 \sum_{k=1}^{p-1} \sum_{n=n_k}^{n_{k+1}-1} \{L_k^{n+1}P_k^{n+1} + L_k^{n+1}Q_k^{n+1}\} \\
+ \Delta t \kappa^2 \sum_{n=n_p}^{n_{p+1}} L_k^{n+1}P_k^{n+1} + H \\
+ \Delta t \sum_{k=1}^{p-1} \sum_{n=n_k}^{n_{k+1}-1} c_k^{n+1} \|\phi_1^{n+1}\|_{\Omega_1}^2 + \Delta t \sum_{n=n_p}^q c_k^{n+1} \|\phi_1^{n+1}\|_{\Omega_1}^2 + \Delta t \sum_{k=2}^{p+1} d_k^{n+1} \|\phi_2^{n_k}\|_{\Omega_2}^2 \right\} \\
+ \nu_1 \Delta t \sum_{k=2}^p \|\nabla \phi_1^{n_k}\|_{\Omega_1}^2 + \frac{\nu_1 \Delta t}{2} \sum_{n=n_1}^{n_{p-1}} \|\nabla \phi_1^{n+1}\|_{\Omega_1}^2 + \frac{3m \nu_2 \Delta t}{2} \sum_{k=1}^p \|\nabla \phi_2^{n_k+1}\|_{\Omega_2}^2 
\]

(6.39)

with additional notation defined by

\[
\mu_1^{n+1} = 1 + \nu_1^{-1} + \nu_1^{-3} + \nu_1^{-1}\|\nabla u_1(t^{n+1})\|_{\Omega_1}^2 + \nu_1^{-3}\|\nabla u_1(t^{n+1})\|_{\Omega_1}^4 \\
\mu_2^{n_k+1} = 1 + \nu_2^{-1} + \nu_2^{-3} + \nu_2^{-1}\|\nabla u_2(t^{n_k+1})\|_{\Omega_2}^2 + \nu_2^{-3}\|\nabla u_2(t^{n_k+1})\|_{\Omega_2}^4 \\
c_k^{n+1} = \mu_1^{n+1} + \kappa^4(J_k^{n+1} + J_{k+1}^{n+1})(1 + \nu_1^{-3}) + m^2(1 + \nu_1^{-3}) \\
+ m\kappa^4(1 + \nu_1^{-3}) \left( \sum_{j=n_{k-1}}^{n_k-1} J_k^{j+1} + \sum_{j=n_k}^{n_{k+1}-1} J_{k+1}^{j+1} \right) \\
d_k^{n+1} = \mu_2^{n_k} + m\kappa^4(1 + \nu_2^{-3}) \left( \sum_{j=n_{k-2}}^{n_{k-1}} J_{k-1}^{j+1} + \sum_{j=n_{k-1}}^{n_k-1} J_k^{j+1} + \sum_{j=n_k}^{n_{k+1}-1} J_{k+1}^{j+1} \right)
\]
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\[ \lambda_1^{n+1} = \nu_1 + (1 + \nu_1^{-1})\|\nabla u_1(t^{n+1})\|_{\Omega_1} \]
\[ \lambda_2^{k+1} = \nu_2 + (1 + \nu_2^{-1})\|\nabla u_2(t^{n+1})\|_{\Omega_2} \]
\[ W_1^{n+1} = \nu_1^{-1}\|\frac{\eta_1^{n+1} - \eta_1^n}{\Delta t}\|_{X_1} + \lambda_1^{n+1}\|\nabla \eta_1^{n+1}\|_{\Omega_1} \]
\[ + \nu_1^{-1}\|B_1^{n+1}\|_{X_1}^2 + \nu_1^{-1}\|p_1(t^{n+1}) - q_1\|_{\Omega_1}^2 \]
\[ W_2^{n+1} = \nu_2^{-1}\|\frac{\eta_2^{n+1} - \eta_2^n}{\Delta t}\|_{X_2}^2 + m\lambda_2^{n+1}\|\nabla \eta_2^{n+1}\|_{\Omega_2}^2 \]
\[ + m\nu_2^{-1}\|B_2^{n+1}\|_{X_2}^2 + m\nu_2^{-1}\|p_2(t^{n+1}) - q_2\|_{\Omega_2}^2 \]

and with the additional notation \( H \) defined by

\[ H = \|\phi_1^n\|^2 + \Delta t\nu_1 \left( \|\nabla \phi_1^0\|_{\Omega_1}^2 + \|\nabla \phi_1^n\|_{\Omega_1}^2 \right) + \frac{3}{2} m\Delta t\nu_2 \left( \|\nabla \phi_2^0\|_{\Omega_2}^2 + \|\nabla \phi_2^n\|_{\Omega_2}^2 \right) \]
\[ + \Delta t\kappa^4 m(1 + \nu_1^{-3})J_1^n \|\phi_1^0\|_{\Omega_1}^2 + \Delta t(1 + \nu_2^{-3}) \left( m^2 + m\kappa^4 \sum_{j=0}^{n-1} J_2^j \right) \|\phi_2^n\|_{\Omega_2}^2 \]
\[ + \Delta t(1 + \nu_2^{-3}) \left( 2m^2 + m\kappa^4 \left( \sum_{j=0}^{n-1} J_1^j + \sum_{j=0}^{n-1} J_2^j \right) \right) \|\phi_2^n\|_{\Omega_2}^2 \]
\[ + \Delta t \kappa^2 \sum_{n=0}^{n-1} L_1^{n+1} Q_1^{n+1} \]

Insert the upper bound

\[ \nu_1\Delta t \sum_{k=2}^{p} \|\nabla \phi_1^n\|_{\Omega_1}^2 + \nu_2\Delta t \sum_{n=n_1}^{n-1} \|\nabla \phi_1^{n+1}\|_{\Omega_1}^2 \leq \frac{3\nu_1\Delta t}{2} \sum_{n=n_1}^{q} \|\nabla \phi_1^n\|_{\Omega_1}^2 \]
into (6.39) and subsume the last line of (6.39),

\[
\|\phi_1^{n+1}\|^2_{\Omega_1} + \|\phi_2^{n+1}\|^2_{\Omega_2} + 2\Delta t \sum_{n=n_1}^{q} \|\phi_1^n - \phi_1^{n+1}\|^2_{\Omega_1} + 2\Delta t \sum_{k=1}^{p} \|\phi_2^{n+1} - \phi_2^n\|^2_{\Omega_2}
\]

\[
+ \frac{\nu_1}{4} \Delta t \sum_{n=n_1}^{q} \|\nabla \phi_1^n\|^2_{\Omega_1} + \frac{1}{2} m \nu_2 \Delta t \sum_{k=1}^{p} \|\nabla \phi_2^{n+1}\|^2_{\Omega_2}
\]

\[
\leq C \left\{ \Delta t \sum_{n=n_1}^{q} W_1^{n+1} + \Delta t \sum_{k=1}^{p} W_2^{n+1} + \Delta t \kappa^2 \sum_{k=1}^{p-1} \sum_{n=n_k}^{n_{k+1}} \{ L_k^{n+1} P_k^{n+1} + L_k^{n+1} Q_k^{n+1} \} \right. (6.40)
\]

\[
+ \Delta t \sum_{k=1}^{p} \sum_{n=n_k}^{n_{k+1}} c_{k+1}^{n+1} \|\phi_1^n\|^2_{\Omega_1} + \Delta t \sum_{n=n_p}^{q} c_{p+1}^{n+1} \|\phi_1^n\|^2_{\Omega_1} + \Delta t \sum_{k=2}^{p+1} \|\phi_k^n\|^2_{\Omega_2} \}
\]

Appling Gronwall’s inequality requires the inequality to be in the necessary form. Begin with the following definitions. If \(n_k \leq n < n_{k+1}\) for a given \(k = 1, 2, \ldots, p\),

\[
a^{n+1} = \|\phi_1^{n+1}\|^2_{\Omega_1} + \|\phi_2^{n+1}\|^2_{\Omega_2}
\]

\[
b^{n+1} = c_{k+1}^{n+1} + d_k^{n+1}
\]

\[
e^{n+1} = W_1^{n+1} + W_2^{n+1} + \kappa^2 \{ L_k^{n+1} P_k^{n+1} + L_k^{n+1} Q_k^{n+1} \}.
\]

The usage of Gronwall’s inequality follows from noting that by addition of some nonnegative terms on the right hand side of (6.40), it follows

\[
a^{q+1} + 2\Delta t \sum_{n=n_1}^{q} \|\phi_1^n - \phi_1^{n+1}\|^2_{\Omega_1} + 2\Delta t \sum_{k=1}^{p} \|\phi_2^{n+1} - \phi_2^n\|^2_{\Omega_2}
\]

\[
+ \frac{\nu_1}{4} \Delta t \sum_{n=n_1}^{q} \|\nabla \phi_1^n\|^2_{\Omega_1} + \frac{1}{2} m \nu_2 \Delta t \sum_{k=1}^{p} \|\nabla \phi_2^{n+1}\|^2_{\Omega_2}
\]

\[
\leq C \left\{ \Delta t \sum_{n=n_1}^{q} e^{n+1} + \Delta t \sum_{n=n_1}^{q} a^{n+1} b^{n+1} + H \right\}. (6.41)
\]

It is easily verified that

\[
\Delta t \sum_{n=n_1}^{N-1} b^{n+1} < \infty.
\]
Applying Gronwall’s inequality and inserting the expression for $a^{q+1}$,

$$
\|\phi_1^{q+1}\|_{\Omega_1}^2 + \|\phi_2^{p+1}\|_{\Omega_2}^2 + 2\Delta t \sum_{n=n_1}^{q} \|\phi_1^{n+1} - \phi_1^n\|_{\Omega_1}^2 + 2\Delta t \sum_{k=1}^{p} \|\phi_2^{n_k+1} - \phi_2^n\|_{\Omega_2}^2 \\
+ \frac{\nu_1}{4} \Delta t \sum_{n=n_1}^{q} \|\nabla \phi_1^{n+1}\|_{\Omega_1}^2 + \frac{1}{2} m \nu_2 \Delta t \sum_{k=1}^{p} \|\nabla \phi_2^{n_k+1}\|_{\Omega_2}^2 \\
\leq C \exp \left\{ \Delta t \sum_{n=n_1}^{q} \sigma^{n+1} \right\} \left\{ \Delta t \sum_{n=n_1}^{q} e^{n+1} + H \right\},
$$

where $\sigma^{n+1} = \frac{b^{n+1}}{1 - \Delta t b^{n+1}}$. The time step restriction required to use Gronwall’s inequality is determined by substituting in for $c^{n+1}_{k+1}$ and $d^{n+1}_k$, from which (6.37) follows. Applying the error inequalities (6.36) and standard interpolation error estimates,

$$
H = \mathcal{O} \left( \Delta s^2 \left\{ 1 + \kappa^2 + (\nu_1/m^2 + \nu_2) \Delta s + \Delta s \kappa^4 (1 + \nu_1^{-3})/m^2 + m(\Delta s + \kappa^4)(1 + \nu_2^{-3}) \right\} \\
+ h^{2r} \left\{ h^2 + (\nu_1/m + \nu_2) \Delta s + \Delta s \kappa^4 (1 + \nu_1^{-3}) h^2 + h^2 m(\Delta s + \kappa^4)(1 + \nu_2^{-3}) + h^2 \kappa^2 \right\} \right).
$$

The final result is derived in the usual way by applying the triangle inequality and taking the infimum over $\mathbf{v} \in X_h$ and $\mathbf{q} \in Q_h$, e.g. [45]. Then apply interpolation error estimates for spatial errors and Taylor’s theorem for errors in time.

\[\square\]

6.4 NUMERICAL EXPERIMENTS

An example of the utility of Algorithm 6.2.1 is provided here for a numerical test case with properties similar to some important atmosphere-ocean dynamics. The subdomains are $\Omega_1 = [0, 10] \times [0, 1]$ and $\Omega_2 = [0, 10] \times [-1, 0]$. Some Dirichlet boundary conditions are prescribed on $\Gamma_1 = \partial \Omega_1 \cap \{ x = 0 \}$ and $\Gamma_2 = \partial \Omega_2 \setminus I$,

$$
u_1(x = 0, y, t) = 5.0 (1.5 + 0.5 \cos(2\pi t + \pi))(1 + y)(1, 0) \text{ on } \Gamma_1 \times [0, 1],$$

and $u_2(x, y, t) = 0$ on $\Gamma_2 \times [0, 1]$.  
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"Do nothing" boundary conditions are imposed on $\partial \Omega_1 \setminus (I \cup \Gamma_1)$. The body forcing is taken to be $f = 0$. The kinematic viscosities are $\nu_1 = 0.1$ and $\nu_2 = 0.01$. We consider a characteristic velocity $U = 10.0$ and length $L = 10.0$. The large scale Reynolds numbers are thus $Re_1 = 1000$ and $Re_2 = 10000$. The interface parameter is $\kappa = 0.05$.

The finite element spaces used are Taylor-Hood elements (globally continuous, piecewise polynomials of degree 2 for velocity and degree 1 for pressure). The computations were performed with the freely available finite element package FreeFEM++. The machine used was running Ubuntu Linux with an Intel Xeon quad-core processor and 32 Gb RAM. The computations for $\Omega_1$ and $\Omega_2$ were performed in parallel with implementation of OpenMPI on 2 cores. A static, unstructured mesh was generated using the automatic 2-D Delaunay-Voronoi algorithm. This mesh is shown in Figure 8. The velocity space in $\Omega_1$ consisted of 11,210 degrees of freedom and 126,336 degrees of freedom in $\Omega_2$.

![Figure 8: The meshes for $\Omega_1$ and $\Omega_2$.](image)

Initial conditions are generated by first running an auxiliary computation where the boundary condition on $\Gamma_1$ is replaced with a static boundary condition, $u_1(x = 0, y) = 5.0 (1 + y)/(1, 0)$, corresponding to setting $t = 0$ in (6.4). Computations were then performed starting from zero initial data, $u = 0$, with time step size $\Delta t = 0.005$ and a backward-Euler (implicit and coupled) algorithm. The coupling was linearized by extrapolation, estimating

$$|u_1(t^{n+1}) - u_2(t^{n+1})| \approx |u_1^n - u_2^n|.$$

This algorithm is known to be unconditionally stable from work in the previous chapters. Instead of running for some chosen number of time steps, a tolerance on the discrete time derivative was used as a stopping criterion:

$$\left\| \frac{u_1^{n+1} - u_1^n}{\Delta t} \right\|_{H^1(\Omega_1)}^2 + \left\| \frac{u_2^{n+1} - u_2^n}{\Delta t} \right\|_{H^1(\Omega_2)}^2 < 10^{-2}.$$
Initial conditions for the numerical test were then set to this discrete solution, $u^0 \leftarrow u^{n+1}$.

The small scale of time fluctuations for this problem is due to the boundary condition on $\Gamma_1$. The time step size $\Delta t = 1280^{-1}$ was determined to sufficiently resolve the necessary time scales (without losing major flow features). The solution to Algorithm 6.2.1 was calculated using time step ratios of $m = 1, 2, 4, 8, 16, 32$ with a total of 640 time steps for the solution on $\Omega_1$. The magnitude of velocity is plotted on $\Omega_1$ (Figure 9) and on $\Omega_2$ (Figure 10) at the final time for $m = 1$. All plots and tables below are for the final time step.

![Figure 9](image-url)  
Figure 9: The magnitude of velocity on $\Omega_1$, $m = 1$.

Denote by $u(m)$ the solution using Algorithm 6.2.1 with time step ratio $m$ at the final time. The relative difference between solutions in each subdomain using time step ratio 1 versus $m = 2, 4, 8, 16, 32$ was calculated as

$$D_i u(m) = \frac{\|u_i(m) - u_i(1)\|_{H^1(\Omega_i)}}{\|u_i(1)\|_{H^1(\Omega_i)}}, \ i = 1, 2.$$  

In $\Omega_1$ the relative change in average horizontal velocity, denoted $E_1 \overline{u_1}(m)$, and average vertical velocity, denoted $E_2 \overline{u_1}(m)$, were calculated for $m = 2, 4, 8, 16, 32$. These quantities are defined using the horizontal velocities $u_{1,1}(m)$ and vertical velocities $u_{1,2}(m)$ by

$$E_1 \overline{u_1}(m) = \left| \int_{\Omega_1} (u_{1,1}(m) - u_{1,1}(1)) \, d\Omega_1 \div \int_{\Omega_1} u_{1,1}(1) \, d\Omega_1 \right|,$$

$$E_2 \overline{u_1}(m) = \left| \int_{\Omega_1} (u_{1,2}(m) - u_{1,2}(1)) \, d\Omega_1 \div \int_{\Omega_1} u_{1,2}(1) \, d\Omega_1 \right|.$$
The total run time for the code in each case is presented in Table 21, along with the values of $D_i(m)$ and $E_i(m)$.

Table 21: Approximation run times and difference against case $m = 1$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>Run time (sec)</th>
<th>speed up</th>
<th>$D_1(m)$</th>
<th>$D_2(m)$</th>
<th>$E_1 \pi_T(m)$</th>
<th>$E_2 \pi_T(m)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19087</td>
<td>——</td>
<td>——</td>
<td>——</td>
<td>7.6026E-4</td>
<td>2.953E-07</td>
</tr>
<tr>
<td>2</td>
<td>9785</td>
<td>1.95</td>
<td>0.0212</td>
<td>0.0779</td>
<td>1.4114E-3</td>
<td>3.9034E-07</td>
</tr>
<tr>
<td>4</td>
<td>5276</td>
<td>3.62</td>
<td>0.0416</td>
<td>0.1511</td>
<td>1.9595E-3</td>
<td>5.1578E-07</td>
</tr>
<tr>
<td>8</td>
<td>2832</td>
<td>6.74</td>
<td>0.0608</td>
<td>0.2158</td>
<td>2.4191E-3</td>
<td>6.1867E-07</td>
</tr>
<tr>
<td>16</td>
<td>1445</td>
<td>13.21</td>
<td>0.0784</td>
<td>0.2705</td>
<td>2.7994E-3</td>
<td>7.0621E-07</td>
</tr>
<tr>
<td>32</td>
<td>1174</td>
<td>16.26</td>
<td>0.0945</td>
<td>0.3147</td>
<td>——</td>
<td>——</td>
</tr>
</tbody>
</table>

There is some relative solve time for the linear system corresponding to $\Omega_2$ versus that of $\Omega_1$. Once the ratio $m$ exceeds this value, the speed up will no longer increase much as $m$ increases (for a fixed mesh). Table 21 shows that this value is in excess of 13. The values $D_i(m)$ can be interpreted as the relative loss in accuracy by increasing the time step ratio. These values should decrease with $\Delta t$. For the chosen value of $\Delta t$ the data shows that increasing the ratio $m$ from 2 to 16 results in an increase in error by a factor of $\approx 3.70$ on $\Omega_1$ and $\approx 3.47$ on $\Omega_2$. The growth in error with $m$ for this problem is sublinear up to the limit of efficiency.

The relative difference in average horizontal and vertical velocities on $\Omega_1$ are an order of
magnitude smaller than the differences $D_i(m)$, demonstrating how localized errors may not adversely effect statistics of the flow as much as the point-wise values of the variables. In this case the errors are mainly localized near the interface. This is visualized in Figures 11 - 12, which show the magnitude of the difference in velocities with $m = 1$ and $m = 16$ on $\Omega_1$ and $\Omega_2$, respectively.

![Figure 11: The magnitude of difference in velocity on $\Omega_1$, $m = 1$ versus $m = 16.$](image)

6.5 CONCLUSIONS

A full discretization of the coupled system of fluids was proposed allowing different size time steps for the decoupled subcalculations and proved to be stable for any size time step. The algorithm was proved to be first order accurate in time with optimal approximation of spatial derivatives in $L^2(\Omega)$ in terms of the mesh parameter. This result may require a time step restriction, not dependent on the mesh size. The stability and convergence results hold for any ratio of time steps in the two subdomains. Numerical testing showed a speed up of approximately 16 was possible for a certain example problem. Also, increasing the time step ratio from 2 to 16 resulted in an estimated factor of 3.70 increase in error in the velocity in $H^1(\Omega_1)$ and a factor of 3.47 for $H^1(\Omega_2)$. This is a sublinear growth in error with the time
Figure 12: The magnitude of difference in velocity on $\Omega_2$, $m = 1$ versus $m = 16$.

step ratio. The accuracy of the average velocity was found to be effected to a lesser degree by increasing $m$, with relative change one order of magnitude smaller than for the error in the sense of $H^1$. 
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7.0 UNCERTAINTY QUANTIFICATION FOR A TWO DOMAIN NATURAL CONVECTION PROBLEM

7.1 INTRODUCTION

This chapter investigates uncertainty in numerical algorithms for a model of two coupled fluids with natural heat convection. Thus the equations (and the domain, explained below) will differ from the previous chapters. The model is motivated by the dynamic core of climate codes in which the atmosphere and ocean equations are coupled across their common interface, e.g. [21, 22, 27]. The ocean surface is represented as a rigid lid. Numerical models for climate research are based on uncoupled atmosphere and ocean solves with flux passing across the interface at each time step. Understanding the reliability of climate models and methods is critical. Uncertainty occurs from modeling parameters, data inputs and many other sources. The paper studies what effect partitioned methods have on growth, generation and distribution of uncertainty.

Three methods are studied for the coupled natural convection model:

1. a monolithic method (coupled across the interface),
2. a partitioned method (numerically decoupled),
3. and a common further simplification in which the momentum flux is determined by wind velocity independent of ocean surface currents.

The chapter provides

• a full stability analysis of the monolithic and partitioned method,
• a comprehensive numerical study of uncertainty in these same methods
• and a comparison of uncertainty in average surface temperature for all three methods.
In conclusion, it is shown

- methods 1 and 2 are stable for any time step size,
- the variance values in velocity grow to be on the order of the expected values,
- method 1 generates standard deviations in temperature up to 57 Kelvin,
- method 2 generates standard deviations in temperature up to 21 Kelvin,
- variance concentrates at the interface and propagates into the bulk fluid,
- the differences in expected values of average surface temperature between the three methods are initially greater than the variance values,
- method 1 has the smallest uncertainty in average surface temperature and
- method 3 has the largest uncertainty in average surface temperature.

7.1.1 The Continuum Model

Climate models have often used a rigid-lid approximation of the atmosphere-ocean interface, [46, 70]. Nonlinear boundary conditions are used to conserve fluxes across the Prandtl (constant flux) layers. Since it is computationally prohibitive to resolve these layers and the interface directly, this offers an alternative. The variables are interpreted as averaged values or values at the edge of the layer where there is a transition to bulk domain behavior. A thorough presentation of physical boundary conditions at the interface is provided in [55].

To reduce the problem to a simpler form that still retains the essential difficulty of the atmosphere-ocean coupling, let the domain \( \Omega \subset \mathbb{R}^d \) for \( d = 2,3 \) consist of two subdomains \( \Omega_1 \) and \( \Omega_2 \). Denote outward unit normal vectors by \( \hat{n}_1 \) and \( \hat{n}_2 \), respectively. The subdomains are coupled across an interface \( I = \partial \Omega_1 \cap \partial \Omega_2 \). Take \( \Gamma_2 \) to be the upper boundary and \( \Gamma_3 \) the lower boundary as in Figure 13. Let \( \tau \) be any tangent vector on \( I \), so \( \tau \cdot \hat{n}_i = 0 \). The problem is: given \( Q_i : [0,t_f] \rightarrow H^1(\Omega_i) \), \( u_i^0 \in H^1(\Omega_i)^2 \) and \( T_i^0 \in H^1(\Omega_i) \), find (for \( i = 1,2 \)
\( u_i : \Omega_i \times [0, t_f] \to \mathbb{R}^d \) and \( T_i, \quad p_i : \Omega_i \times [0, t_f] \to \mathbb{R} \) satisfying

\[
\begin{align*}
u_i \partial_t u_i + \nabla u_i - \nu_i \Delta u_i + \nabla p_i &= G(1 - \beta_i(T_i - \bar{T}_i)), \quad \text{in } \Omega_i, \quad (7.1) \\
\partial_t T_i + \nabla T_i - \alpha_i \Delta T_i &= Q_i(t), \quad \text{in } \Omega_i, \quad (7.2) \\
-\nu_i \hat{n}_i \cdot \nabla u_i \cdot \hat{\tau} &= \kappa |(u_i - u_j)|(u_i - u_j) \cdot \hat{\tau}, \quad (7.3) \\
-\alpha_i \hat{n}_i \cdot \nabla T_i &= (-1)^{i+1} C_{sol} + C_{ir}(T_i - T_j) + \mu |u_i - u_j|(T_i - T_j), \quad (7.4)
\end{align*}
\]

on \( I \), for \( i, j = 1, 2 \), \( i \neq j \),

\[
\begin{align*}u_i \cdot \hat{n}_i &= 0 \quad \text{on } I, \ i = 1, 2 \\
\nabla \cdot u_i &= 0 \quad \text{in } \Omega_i \\
u_i(x, 0) &= u_i^0(x), \ \text{and } T_i(x, 0) = T_i^0(x) \quad \text{in } \Omega_i, \quad (7.5)
\end{align*}
\]

for \( t \in (0, t_f] \). On the external boundaries the following static conditions are applied. In the lateral direction the solution is periodic and

\[
\begin{align*}
-\alpha_1 \hat{n}_1 \cdot \nabla T_1 &= C_{atm}|T_1|T_1 \quad \text{and} \quad -\nu_1 \hat{n}_1 \cdot \nabla u_1 \cdot \hat{\tau}_1 = u_1 \cdot \hat{n}_1 = 0, \quad \text{on } \Gamma_2 \quad (7.8) \\
-\alpha_2 \hat{n}_2 \cdot \nabla T_2 = 0, \ u_2 = 0 \quad \text{on } \Gamma_3. \quad (7.9)
\end{align*}
\]

The problem (7.1)-(7.9) is chosen to exemplify the key elements of the temperature and velocity equations in the atmosphere-ocean system proposed and analyzed by Lions, Temam and Wang, [47, 48, 49]. The velocity field in \( \Omega_i \) is \( u_i \), pressure is \( p_i \) and temperature is \( T_i \), with average value

\[
\bar{T}_i = \frac{1}{|\Omega_i|} \int_{\Omega_i} T_i \, d\Omega_i.
\]

The kinematic viscocities and thermal diffusivities are denoted by \( \nu_i \) and \( \alpha_i \), respectively. Gravitational acceleration is denoted by \( G = \langle 0, -g \rangle \) for \( d = 2 \) or \( G = \langle 0, 0, -g \rangle \) for \( d = 3 \), \( g \approx 9.81 \text{ m s}^{-2} \). The heat source in \( \Omega_i \) is \( Q_i(t) \). The parameters in the interface conditions are all positive constants. \( C_{sol} \) relates to solar energy heating the Prandtl layers of the atmosphere and ocean. \( C_{ir} \) determines longwave (infrared) radiation, and \( \mu \) is a coefficient of sensible heat transfer due to convection.
The parameter $C_{atm}$ controls heat loss through $\Gamma_2$ by radiative transfer. This boundary condition is derived by simplifying the more physical radiative condition

$$-\alpha_1 \hat{n}_1 \cdot \nabla T_1 = C_{atm}' \sigma T_1^4$$

where $\sigma = 5.7 \times 10^{-8} \text{ Wm}^{-2}\text{K}^{-4}$ is the Stefan-Boltzmann constant, and $C_{atm} > 0$ is a proportionality constant. Using a reference temperature $T_{ref}$,

$$C_{atm}' \sigma T_1^4 \approx C_{atm}' \sigma T_{ref}^2 T_1^2 = C_{atm}' \sigma T_{ref}^2 |T_1| T_1.$$

The last equality is justified since $T_i > 0$, $i = 1, 2$, is measured in Kelvin. Then choose $C_{atm} = C_{atm}' \sigma T_{ref}^2$ to obtain (7.8).

The interface coupling (7.4) and the Boussinesq forcing for the momentum equation are derived by asymptotic approximations with respect to temperature, [47, 38]. The accuracy of these approximations decreases as the temperature value grows apart from the reference temperature. Global heating may be balanced by cooling through $\Gamma_2$ to control the difference between the calculated temperature and the reference temperature without the added analytical problems (for $d = 3$, see Theorem 7.2.3) of a fourth-order nonlinear boundary term. Climate simulations must balance incoming solar energy with reflected and radiated outgoing energy, [70]. Alternatively, the temperature boundary condition on $\Gamma_2$ facilitates a global energy balance by a judicious choice of $C_{atm}$.

Figure 13: The subdomains, coupled across an interface $I$. 
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7.1.2 The Monolithic Weak Formulation

Denote the coordinates of \( x \in \mathbb{R}^d \) by \( x_j \) and let \( \hat{e}_j \) be the unit vectors in the direction of the coordinate axes for \( 1 \leq j \leq d \). Solutions are sought with periodicity in the coordinates with \( j < d \) and period \( L \). Let \( \Gamma_1 = \partial \Omega \setminus (\Gamma_2 \cup \Gamma_3) \). For the subdomains \( (i = 1, 2) \) consider the function spaces

\[
X_i^* := \left\{ v_i = \sum_{j=1}^{d} v_{1,j}(x)\hat{e}_j \in C^\infty(\overline{\Omega_i})^d : v_1(x_j + L) = v_1(x_j), \ 1 \leq j < d, \right. \nonumber \\
\left. \quad \text{and } v_{1,d} = 0 \text{ on } \Gamma_2 \text{ and } I \right\}
\]

\[
X_2^* := \left\{ v_2 = \sum_{j=1}^{d} v_{2,j}(x)\hat{e}_j \in C^\infty(\overline{\Omega_i})^d : v_2(x_j + L) = v_2(x_j), \text{ if } x \in \Gamma_1, \right. \nonumber \\
\left. \quad 1 \leq j < d, v_{2,d} = 0 \text{ on } I, v_2 = 0 \text{ on } \Gamma_3 \right\}
\]

\[
P_i^* := \left\{ q_i \in C^\infty(\overline{\Omega_i}) : \int_{\Omega_i} q_i d\Omega_i = 0, \ q_i(x_j + L) = q_i(x_j), \ 1 \leq j < d, \ x \in \Gamma_1 \right\}
\]

\[
\Theta_i^* := \left\{ \theta_i \in C^\infty(\overline{\Omega_i}) : \theta_i(x_j + L) = \theta_i(x_j), \ 1 \leq j < d, \ x \in \Gamma_1 \right\}
\]

Then the weak function spaces sought are defined through appropriate closure operations for \( i = 1, 2 \):

\[
X_i := \text{closure of } X_i^* \text{ in } H^1(\Omega_i)^d
\]

\[
P_i := \text{closure of } P_i^* \text{ in } L^2(\Omega_i)
\]

\[
\Theta_i := \text{closure of } \Theta_i^* \text{ in } H^1(\Omega_i).
\]

For \( u_i \in X_i \) we denote \( u = (u_1, u_2) \) and \( X := \{ v = (v_1, v_2) : v_i \in X_i, \ i = 1, 2 \} \). Similarly, for \( q_i \in P_i \) we denote \( q = (q_1, q_2) \) and \( P := \{ q = (q_1, q_2) : q_i \in P_i, \ i = 1, 2 \} \), and for \( \theta_i \in \Theta_i \) we denote \( \theta = (\theta_1, \theta_2) \) and \( \Theta := \{ \theta = (\theta_1, \theta_2) : \theta_i \in \Theta_i, \ i = 1, 2 \} \).

The subdomain variational formulation for (7.1)-(7.9) is obtained by multiplying (7.1) by \( u_i \), (7.6) by \( q_i \), (7.2) by \( \theta_i \), integrating and applying the divergence theorem. That is, to find (for \( i, j = 1, 2, i \neq j \)) \( u_i : (0, t_f) \to X_i \) and \( p_i : (0, t_f) \to Q_i \) satisfying

\[
\left( u_{i,t}, v_i \right)_{\Omega_i} + \left( \nu_i \nabla u_i, \nabla v_i \right)_{\Omega_i} + \left( u_i \cdot \nabla u_i, v_i \right)_{\Omega_i} - \left( p_i, \nabla \cdot v_i \right)_{\Omega_i} 
+ \int_j \kappa |u_i - u_j| (u_i - u_j) \cdot v_i ds = (G(1 - \beta_i(T_i - T)) \nu_i), v_i)_{\Omega_i}, \ \forall v_i \in X_i
\]

and \( (\nabla \cdot u_i, q_i)_{\Omega_i} = 0, \ \forall q_i \in P_i \)
and $T_i : (0, t_f] \to \Theta_i$ satisfying

\[
\begin{align*}
(T_i,t, \theta_i)_{\Omega_i} + (\alpha_i \nabla T_i, \nabla \theta_i)_{\Omega_i} + (u_i \cdot \nabla T_i, \theta_i)_{\Omega_i} \\
+ (2 - i) \int_{\Gamma_2} C_{\text{atm}} |T_1| T_1 \theta_1 \, ds + \int_I (-1)^{i+1} C_{\text{sol}} \theta_i \, ds \\
+ \int_I \{C_{\text{ir}} (T_i - T_j) + \mu |u_i - u_j| (T_i - T_j)\} \theta_i \, ds = (Q_i, \theta_i)_{\Omega_i}, \forall \theta_i \in \Theta_i.
\end{align*}
\] (7.11)

Let $[\cdot]$ denote the jump of the indicated quantity across the interface $I$, $(\cdot, \cdot)$ the $L^2(\Omega_1 \cup \Omega_2)$ inner product with $\nu = \nu_i$, $\alpha = \alpha_i$, $\beta = \beta_i$, $\hat{n} = \hat{n}_i$ and $Q = Q_i$ in $\Omega_i$. The natural coupled or monolithic variational formulation for (7.1)-(7.9) is found by summing (7.10) and (7.11) over $i, j = 1, 2$ and $i \neq j$. That is, to find $u : (0, t_f] \to X$, $p : (0, t_f] \to P$ and $T : (0, t_f] \to \Theta$ satisfying

\[
\begin{align*}
(u_t, v) + (\nu \nabla u, \nabla v) + (u \cdot \nabla u, v) - (p, \nabla \cdot v) \\
+ \int_I \kappa |[u]| |[\nabla v]| ds = (G(1 - \beta(T - \bar{T})), v), \forall v \in X, \\
(T_t, \theta) + (\alpha \nabla T, \nabla \theta) + (u \cdot \nabla T, \theta) + \int_{\Gamma_2} C_{\text{atm}} |T_1| T_1 \theta_1 \, ds \\
+ \int_I \{C_{\text{sol}} + C_{\text{ir}} |T| + \mu |[u]| [T]| \} |\theta| \, ds = (Q, \theta), \forall \theta \in \Theta, \\
\text{and } (\nabla \cdot u, q) = 0, \forall q \in P.
\end{align*}
\] (7.12)

Energetic stability of solutions to the monolithic problem follows by choosing $v = u$, $q = p$ and $\theta = T$ in (7.12). An important feature of this problem is that the two-way coupling of the equations across $I$ allows energy transfer between subdomains in both directions. This is made clear by deriving the energy equations for a single subdomain, say $\Omega_1$, using (7.10) - (7.11). One sees that the energy of the solution on $\Omega_1$ depends directly on the interface data of the solution on $\Omega_2$ (and vice versa). As a result, numerically decoupling the equations and maintaining stability becomes nontrivial, particularly in light of the nonlinearity of the coupling.
7.1.3 Uncertainty Quantification

Uncertainty Quantification (UQ) is the process of determining the effect of input uncertainties on output quantities of interest. Although originally developed for engineering applications [34], UQ can also give important measures of confidence and sensitivity in numerical predictions for the natural sciences. More specifically, these techniques are currently being applied to climate models, given their significance in recent years, e.g. [20, 56, 58, 60, 63, 64, 65]. Although UQ is still an emerging field, many now classify uncertainties into two types: *aleatory* uncertainty from natural randomness in measured quantities, and *epistemic* uncertainty from lack of knowledge in the physical process, [30].

Aleatory uncertainty can be modeled with random variables or processes as one or more model inputs, and exponentially increases the size of the deterministic problem. Many techniques have recently been developed to efficiently propagate these uncertainties such as stochastic finite elements [34, 26, 6], which requires modification to a deterministic model. Stochastic collocation [71, 5, 33] is another promising approach, which uses existing deterministic models in a black-box fashion similar to, but more efficiently than, Monte Carlo simulation. Conversely, epistemic uncertainty, by its very nature, is not easy to quantify with a probabilistic framework. Model reduction techniques can be one source of this kind of uncertainty. For the sake of more efficient computations, over-simplifications are sometimes committed that sacrifice physical fidelity. The paper [37] discusses how the use of UQ in increasingly accurate models can provide an indirect estimate of (and thereby, hope to reduce) this type of uncertainty.

In this work we introduce a two-dimensional, uniformly distributed, random parameter space for $\kappa$ and $\mu$ appearing in the nonlinear coupling terms in (7.3) and (7.4). UQ is performed via the stochastic collocation method on a tensor product grid with Clenshaw-Curtis quadrature [30]. Expectation and variance are calculated for full pressure, temperature, and velocity fields, as well as the average surface temperature as a quantity of interest.

Predicting trends in average near-surface air temperature or sea-surface temperature is one important goal of climate modeling. Long time studies of global surface temperature, [13], may be used as a benchmark for climate models, [70]. Recently there have been
steadily increasing efforts to quantify the uncertainty of average near surface or sea surface temperature to aid in understanding global warming and related adaptation strategies, [20, 56, 58, 60, 63, 64, 65].

The remainder of this chapter is organized as follows. Section 7.2 introduces notational conventions, defines two full discretizations using finite elements in space and semi-implicit time stepping, then presents preliminary results useful in the analysis of the deterministic model. One numerical method decouples the velocity and temperature calculations but retains coupling across the interface. The other method will decouple the calculations across $I$ as well. The latter is a new, special purpose semi-implicit method, (see e.g. [4, 23, 40] for others.) Unconditional stability of both algorithms is proved in Section 7.3. In practice the interface parameters may be calculated time step by time step in a way that conserves the desired flux quantities, or may be prescribed from some observed data. Either way some inherent uncertainty exists in their values. UQ computations are performed in Section 7.4.

The latter part of Section 7.4 investigates uncertainty in average surface temperature. An additional algorithm is included that approximates the interface boundary conditions (7.3) and (7.4) based on an assumption sometimes used in coupled climate models, [70]. Separately, our numerical experiments quantify the aleatory uncertainty created by the unknown interface parameters in each model, showing the rate at which variance increases in time. Together, the comparison of these tests gives evidence of the epistemic uncertainty caused by the use of the decoupling and the relative accuracy to the continuum model.

The following observations are made. There is a significant difference in the expected values of velocity, temperature and average surface temperature among the numerical methods when using coarse time steps. Variance in the velocity and temperature fields propagates from the interface into the bulk of the fluids. The velocity variance values grow to be on the order of the expected values. The temperature field variance values grow until a standard deviation in excess of $\approx 20$ Kelvin is observed with all models. Epistemic uncertainty initially outweighs aleatory uncertainty for coarse time steps, though both grow with time. In measuring average surface temperature, the monolithic method exhibits the smallest variance of the three methods studied. The extra aforementioned modeling assumption causes an increase in variance measuring average surface temperature.
This section presents the numerical schemes and provides the necessary definitions and lemmas for the stability analysis. For \( D \subset \Omega \), the Sobolev space \( H^k(D) = W^{k,2}(D) \) is equipped with the usual norm \( \| \cdot \|_{H^k(D)} \), and semi-norm \( |\cdot|_{H^k(D)} \), for \( 1 \leq k < \infty \), e.g. Adams [1]. The \( L^2 \) norm is denoted by \( \| \cdot \|_D \). For functions \( v(x,t) \) defined for almost every \( t \in (0, t_f) \) on a function space \( V(D) \), we define the norms \( (1 \leq p \leq \infty) \)

\[
\| v \|_{L^\infty(0,t_f;V)} = \text{ess sup}_{0 \leq t \leq t_f} \| v(\cdot, t) \|_V \quad \text{and} \quad \| v \|_{L^p(0,t_f;V)} = \left( \int_0^{t_f} \| v \|_V^p \, dt \right)^{1/p}.
\]

The dual space of the Banach space \( V \) is denoted \( V' \).

The interface coupling parameters \( \kappa \) and \( \mu \) of the continuum model are considered as independent, uniformly distributed random variables \( \kappa \sim \text{Unif}[a,b] \) and \( \mu \sim \text{Unif}[c,d] \). The midpoints of these intervals are the means \( E(\kappa) = \kappa_0 \) and \( E(\mu) = \mu_0 \) and the widths of these intervals are chosen to add 10% noise. The probability density functions corresponding to the random variables are \( \rho_\kappa \) and \( \rho_\mu \).

**Definition 7.2.1.** Given a stochastic function \( f = f(\kappa, \mu) \), \( E(f) \) denotes the expected value of \( f \), defined by

\[
E(f) = \int_a^b \int_c^d f(z_1, z_2) \rho_\kappa(z_1) \rho_\mu(z_2) \, dz_1 \, dz_2,
\]

\( V(f) \) denotes the variance, defined by

\[
V(f) = E(f^2) - E(f)^2
\]

and the standard deviation \( \sigma(f) \) is defined by

\[
\sigma(f) = \sqrt{V(f)}.
\]

The following quantities are used in the computations (Section 7.4). The Prandtl value determines the relative sizes of momentum and thermal boundary layers.

**Definition 7.2.2.** The Prandtl value of the fluid on \( \Omega_i \) for \( i = 1, 2 \) is defined by

\[
Pr_i = \frac{\nu_i}{\alpha_i}.
\]
The average surface temperature is defined to be the average of the temperature of the fluid in $\Omega_1$ over the interface $I$. The average surface temperature is denoted by $AST : [0, t_f] \to \mathbb{R}^+$. 

**Definition 7.2.3.** Let $T_1(x, t)$ be the temperature solution for $\Omega_1$. Then the average surface temperature is defined by

$$AST(t) = \frac{1}{|I|} \int_I T_1(x, t) \, ds.$$ 

Let the domain $\Omega \subset \mathbb{R}^d$ have polygonal subdomains $\Omega_i$ for $i = 1, 2$ with $\partial \Omega_1 \cap \partial \Omega_2 = \Omega_1 \cap \Omega_2 = I$. The boundaries $\partial \Omega_i$, $i = 1, 2$, are assumed to be Lipschitz continuous. Further boundary labels are defined as in Figure 13, specifically choosing $I \subset \{x_d = 0\}$, $\Gamma_2 \subset \partial \Omega_1$ to be the boundary in the direction $\hat{e}_d$, $\Gamma_3 \subset \partial \Omega_2$ to be the boundary in the direction $-\hat{e}_d$, and $\Gamma_1 = (\partial \Omega_1 \setminus (I \cup \Gamma_2)) \cup (\partial \Omega_2 \setminus (I \cup \Gamma_3))$. For $i = 1, 2$, let $(\cdot, \cdot)_{\Omega_i}$ denote the standard $L^2$ inner product on $\Omega_i$, and let $(\cdot, \cdot)_{X_i}$ denote the standard $H^1$ inner product on $\Omega_i$. Define $L^2(\Omega) = L^2(\Omega_1) \times L^2(\Omega_2)$. For $u, v \in X$ with $u = [u_1, u_2]^t$ and $v = [v_1, v_2]^t$, define the $L^2$ inner product

$$(u, v) = \sum_{i=1,2} \int_{\Omega_i} u_i \cdot v_i \, dx,$$

and $H^1$ inner product

$$(u, v)_X = \sum_{i=1,2} \left( \int_{\Omega_i} u_i \cdot v_i \, dx + \int_{\Omega_i} \nabla u_i : \nabla v_i \, dx \right),$$

and the induced norms $\|v\| = (v, v)^{1/2}$ and $\|v\|_X = (v, v)_X^{1/2}$, respectively. It is understood, using the same notation, that the corresponding inner products on $P$ and $\Theta$ are analogous, using scalar valued functions.

For functions $u_i \in X_i$ and $v_i, w_i \in X_i$ (or $v_i, w_i \in \Theta_i, i = 1, 2$) the explicitly skew-symmetrized nonlinear form on $\Omega_i$ is defined by

$$c_i(u_i; v_i, w_i) = \frac{1}{2} (u_i \cdot \nabla v_i, w_i)_{\Omega_i} - \frac{1}{2} (u_i \cdot \nabla w_i, v_i)_{\Omega_i},$$

and to maintain a compact notation, we define

$$c(u; v, w) = \sum_{i=1,2} c_i(u_i; v_i, w_i).$$
Lemma 7.2.1. Let $u \in X_i$ with $\nabla \cdot u = 0$ and $v, w \in X_i$ (or $\Theta_i$), $i = 1, 2$. Then

$$c_i(u; v, w) = (u \cdot \nabla v, w)_{\Omega_i}. \quad (7.15)$$

Proof. Integrating by parts,

$$ (u \cdot \nabla v, w)_{\Omega_i} = \int_{\partial \Omega_i} (u \cdot \hat{n_i})(v \cdot w) d\sigma - (\nabla \cdot u, v \cdot w)_{\Omega_i} - (u \cdot \nabla w, v)_{\Omega_i}, $$

$$ = \int_{\partial \Omega_i} (u \cdot \hat{n_i})(v \cdot w) d\sigma - (u \cdot \nabla w, v)_{\Omega_i}. $$

Recalling that $u \cdot \hat{n}_i = 0$ on $\Gamma_2, \Gamma_3$ and $I$, the boundary integral reduces to

$$ \int_{\partial \Omega_i} (u \cdot \hat{n}_i)(v \cdot w) d\sigma = \int_{\Gamma_1 \cap \partial \Omega_i} (u \cdot \hat{n}_i)(v \cdot w) d\sigma = 0, $$

by periodicity. Therefore,

$$(u \cdot \nabla v, w)_{\Omega_i} = -(u \cdot \nabla w, v)_{\Omega_i}$$

and the result follows. \qed

The following results are used to show well-posedness for weak solutions in $\mathbb{R}^2$ and in the stability analysis for the discrete algorithms.

Lemma 7.2.2. Let $u \in H^1(\Omega_i)$ for $i = 1, 2$. Then there exists $C = C(\Omega_1, \Omega_2) > 0$, a finite constant such that

$$ ||u||_{L^2(\partial \Omega_i)} \leq C ||u||_{H^1(\Omega_i)}^{1/2} ||u||_{H^1(\Omega_i)}^{1/2} \quad (7.16) $$

and for $\Omega_i \subset \mathbb{R}^2$, $i = 1, 2$,

$$ ||u||_{L^4(\Omega_i)} \leq C ||u||_{H^1(\Omega_i)}^{1/2} ||u||_{H^1(\Omega_i)}^{1/2}, \quad (7.17) $$

Proof. See e.g. Galdi [32] for these standard results. \qed
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The identity below is useful in handling boundary integrals. Given real numbers \(a, b, c, d\):

\[
ab - cd = \frac{1}{2}(a - c)(b + d) + \frac{1}{2}(a + c)(b - d).
\]  

(7.18)

The polarization identity for vectors \(w^{j+1}\) and \(w^j\) is used in the stability proofs:

\[
(w^{j+1} - w^j) \cdot w^{j+1} = \frac{1}{2} \left( |w^{j+1}|^2 + |w^{j+1} - w^j|^2 - |w^j|^2 \right).
\]  

(7.19)

A brief justification of existence is provided here for \(d = 2, 3\) with a complete proof of uniqueness if \(d = 2\).

**Theorem 7.2.3.** The weak problem (7.12) admits a weak solution \((u, p, T)\) satisfying

\[
\begin{align*}
u &\in L^\infty(0, t_f; L^2(\Omega)) \cap L^2(0, t_f; X) \\
p &\in L^2(0, t_f; P) \\
T &\in L^\infty(0, t_f; L^2(\Omega)) \cap L^2(0, t_f; \Theta).
\end{align*}
\]  

(7.20)

If \(d = 2\) this solution is unique.

**Proof.** Existence follows from applying the classical Galerkin procedure to discretize (7.12) in space, e.g. [66]. Existence and uniform boundedness of a family of discrete solutions is found and compactness is applied to recover the weak solution. This procedure differs from well-known results only in checking recovery of the boundary terms, and the regularity (7.20) is checked from the energy inequalities in the standard way.

If \(\Omega \subset \mathbb{R}^2\) recovery of boundary terms is clear, as \(H^{1/2}(\partial \Omega_i)\) is compactly embedded in \(L^p(\partial \Omega_i)\) for \(1 \leq p < \infty\). Existence will hold as well in \(\mathbb{R}^3\) since this embedding is still compact for \(1 \leq p < 4\), e.g. [1]. As an example, assuming a uniformly bounded family of
discrete solutions \((u^m, T^m)\), \(m \in \mathbb{N}\),

\[
\left| \int_I ||u^m||T^m||\theta|| ds - \int_I ||u||T||\theta|| ds \right|
\leq \int_I ||u^m|| - ||u|| ||T^m||||\theta|| ds + \int_I ||T^m|| - ||T|| ||u||||\theta|| ds
\leq \int_I ||u^m - u|| ||T^m||||\theta|| ds + \int_I ||T^m - T|| ||u||||\theta|| ds
\leq \left\{ \|u_1^m - u_1\|_{L^3(I)} + \|u_2^m - u_2\|_{L^3(I)} \right\} \|T^m\|_{L^3(I)} \|\theta\|_{L^3(I)}
+ \left\{ \|T_1^m - T_1\|_{L^3(I)} + \|T_2^m - T_2\|_{L^3(I)} \right\} \|u\|_{L^3(I)} \|\theta\|_{L^3(I)}
\leq C \sum_{i=1,2} \left\{ \|u_i^m - u_i\|_{L^3(\partial\Omega_i)} + \|T_i^m - T_i\|_{L^3(\partial\Omega_i)} \right\}.
\]

The constant \(C > 0\) is independent of the index \(m\) and convergence is strong in \(L^3(\partial\Omega_i), i = 1, 2\), by compactness. The remaining boundary terms are treated similarly. Note that if
\(d = 3\), these arguments would fail for a boundary condition on \(\Gamma_2\) of the form

\[-\alpha_1 \nabla T_1 \cdot \hat{n}_1 = C T_1^4.\]

Furthermore, integrals of \(T_1^4\theta_1\) on \(\Gamma_2\) for \(\theta_1 \in H^1(\Omega_1)\) would not even be bounded in general, requiring a different choice of function space, hence the choice of the quadratic approximation (7.8) used herein for this boundary condition.

To prove uniqueness when \(d = 2\), assume two solutions \((u^1, p^1, T^1)\) and \((u^2, p^2, T^2)\). Define the differences

\[u^1 - u^2 = e_u, \quad p^1 - p^2 = e_p \quad \text{and} \quad T^1 - T^2 = e_T.\]

Write the variational problem (7.12) with each set of solutions separately, then subtract and choose test functions \(v = e_u, q = e_p\) and \(\theta = e_T\). The pressure difference drops out and the result may be written as

\[
\frac{1}{2} \frac{d}{dt} \|e_u\|^2 + \|\nu^{1/2} \nabla e_u\|^2 + (e_u \cdot \nabla u^1, e_u) + (u^2 \cdot \nabla e_u, e_u)
+ \int_I \kappa \left\{ ||u^1|| |u^1| - ||u^2|| |u^2| \right\} \cdot [e_u] ds = -\beta G(e_T - \overline{e_T}), e_u
\]  

(7.21)
and
\[
\frac{1}{2} \frac{d}{dt} \|e_T\|^2 + \|\alpha^{1/2} \nabla e_T\|^2 + (e_u \cdot \nabla T^1, e_T) + (u^2 \cdot \nabla e_T, e_T)
\]
\[
+ \int_{\Gamma_2} C_{\text{atm}} \{ |T_1|^2 |T_1| - |T_1^2| |T_1^2| \} (e_T)_1 ds + \int_I C_{\nu r} |e_T|^2 ds
\]
\[
+ \mu \int_I \{ ||u^1|| \|T^1\| - ||u^2|| \|T^2\| \} |e_T| ds = 0. \tag{7.22}
\]

Two of the convective terms are zero by skew-symmetry. The nonlinear interface integrals are rewritten using (7.18). Insert these results in (7.21)- (7.22). Then rearrange terms and bound above:
\[
\frac{1}{2} \frac{d}{dt} \|e_u\|^2 + \|\nu^{1/2} \nabla e_u\|^2 + \int_I \frac{\kappa}{2} \left\{ \left( ||u^1|| + ||u^2|| \right) ||e_u||^2 ds
\]
\[
\leq \left| (\beta G(e_T - \overline{e_T}), e_u) \right| + \left| (e_u \cdot \nabla u^1, e_u) \right|
\]
\[
+ \int_I \frac{\kappa}{2} \left| ||u^1|| - ||u^2|| \right| \left| ||u^1|| + ||u^2|| \right| ||e_u|| ds
\]

and
\[
\frac{1}{2} \frac{d}{dt} \|e_T\|^2 + \|\alpha^{1/2} \nabla e_T\|^2 + \int_I C_{\nu r} |e_T|^2 ds
\]
\[
+ \int_{\Gamma_2} \frac{C_{\text{atm}}}{2} \left\{ |T_1|^2 |T_1^2| \right\} (e_T)_1^2 ds + \mu \int_I \left\{ ||u^1|| + ||u^2|| \right\} |e_T|^2 ds
\]
\[
\leq \left| (e_u \cdot \nabla T^1, e_T) \right| + \int_{\Gamma_2} \frac{C_{\text{atm}}}{2} \|T_1^2 - |T_1^2||T_1 + T_1^2|| (e_T)_1 ds
\]
\[
+ \frac{\mu}{2} \int_I \left| ||u^1|| - ||u^2|| \right| \left| \|T^1\| + \|T^2\| \right| ||e_T|| ds.
\]

The interface integral terms on the right hand side are bounded precisely by the analogous nonnegative terms on the left hand side. To reveal this apply the reverse triangle inequality and triangle inequality,
and
\[
\frac{1}{2} \frac{d}{dt} \| e_T \|^2 + \| \alpha^{1/2} \nabla e_T \|^2 + \int_I C_{ir} |e_T|^2 \, ds
\]
\[
+ \int_{\Gamma_2} \frac{C_{atm}}{2} \{ [T^1_1] + [T^2_1] \} |(e_T)_1|^2 \, ds + \frac{\mu}{2} \int_I \{ \| \nu \|^2 + \| u_1 \|^2 \} |e_T|^2 \, ds
\]
\[
\leq \left| (e_u \cdot \nabla T^1, e_T) \right| + \int_{\Gamma_2} \frac{C_{atm}}{2} \{ [T^1_1] + [T^2_1] \} |(e_T)_1|^2 \, ds
\]
\[
+ \frac{\mu}{2} \int_I \{ \| \nu \|^2 + \| u_1 \|^2 \} |e_T|^2 \, ds.
\]
Subtract the interface integral terms appearing on the right hand side from both sides of the inequalities and add the inequalities,
\[
\frac{1}{2} \frac{d}{dt} \left\{ \| e_u \|^2 + \| e_T \|^2 \right\}
\]
\[
+ \| \nu^{1/2} \nabla e_u \|^2 + \| \alpha^{1/2} \nabla e_T \|^2 + \int_I C_{ir} |e_T|^2 \, ds
\]
\[
\leq \left| (\beta G(e_T - e_T^x), e_u) \right| + \left| (e_u \cdot \nabla u^1, e_u) \right| + \left| (e_u \cdot \nabla T^1, e_T) \right|.
\]
Define \( \beta^* = \max\{\beta_1, \beta_2\} \). Bound the first term on the right hand side using Hölder’s inequality:
\[
\left| (\beta G(e_T - e_T^x), e_u) \right|
\]
\[
\leq \beta^* g \sum_{i=1,2} \left| \int_{\Omega_i} (e_T)_i (e_u)_{i,d} \, d\Omega_i \right| + \beta^* g \sum_{i=1,2} \left| \int_{\Omega_i} \left( \frac{1}{|\Omega_i|} \int_{\Omega_i} (e_T)_i \, d\Omega_i \right) (e_u)_{i,d} \, d\Omega_i \right|
\]
\[
\leq 2\beta^* g \sum_{i=1,2} \| (e_T)_i \|_{\Omega_i} \| (e_u)_{i,d} \|_{\Omega_i}.
\]
Applying Young’s inequality,
\[
\left| (\beta G e_T - e_T^x, e_u) \right| \leq \beta^* g \sum_{i=1,2} \left\{ \| (e_T)_i \|_{\Omega_i}^2 + \| (e_u)_{i,d} \|_{\Omega_i}^2 \right\}
\]
\[
\leq \beta^* g \left\{ \| e_T \|^2 + \| e_u \|^2 \right\}.
\]
The next term on the right hand side of (7.23) is bounded also using Hölder’s and Young’s inequalities, with (7.17),
\[
\left| (e_u \cdot \nabla u^1, e_u) \right| \leq \| e_u \|_{L^4(\Omega)} \| \nabla u^1 \|
\]
\[
\leq C \| e_u \| \| \nabla u^1 \| \leq C(\nu_1, \nu_2) \| \nabla u^1 \|^2 \| e_u \|^2 + \frac{1}{2} \nu^{1/2} \nabla e_u \|
\]
The remaining term on the right hand side of (7.23) is bounded analogously. Inserting these results and (7.24) into (7.23),

\[
\frac{1}{2} \frac{d}{dt} \left\{ \|e_u\|^2 + \|e_T\|^2 \right\}
+ \|\nu^{1/2} \nabla e_u\|^2 + \|\alpha^{1/2} \nabla e_T\|^2 + \int_I C_{ir} [e_T]^2 \, ds
\leq C(\nu, \alpha, \beta, g) \left\{ 1 + \|\nabla u^1\|^2 + \|\nabla T^1\|^2 \right\} \left\{ \|e_u\|^2 + \|e_T\|^2 \right\}
+ \frac{1}{2} \|\nu^{1/2} \nabla e_u\|^2 + \frac{1}{2} \|\alpha^{1/2} \nabla e_T\|^2.
\]

Some algebraic simplification results in the following form of the inequality:

\[
\frac{d}{dt} \left\{ \|e_u\|^2 + \|e_T\|^2 \right\}
+ \|\nu^{1/2} \nabla e_u\|^2 + \|\alpha^{1/2} \nabla e_T\|^2 + 2 \int_I C_{ir} [e_T]^2 \, ds
\leq G(t) \left\{ \|e_u\|^2 + \|e_T\|^2 \right\}, \quad G(t) = C(\nu, \alpha, \beta, g) \left\{ 1 + \|\nabla u^1\|^2 + \|\nabla T^1\|^2 \right\}, \quad \forall t \in [0, T].
\]

Since \( G(t) \in L^1(0, T) \), we may integrate in time and Gronwall’s inequality may be applied to yield

\[
\left\{ \|e_u(t)\|^2 + \|e_T(t)\|^2 \right\}
+ \int_0^t \left\{ \|\nu^{1/2} \nabla e_u(\tau)\|^2 + \|\alpha^{1/2} \nabla e_T(\tau)\|^2 + 2 \int_I C_{ir} [e_T(\tau)]^2 \, ds \right\} \, d\tau
\leq \exp \left( \int_0^t G(\tau) \, d\tau \right) \left\{ \|e_u(0)\|^2 + \|e_T(0)\|^2 \right\}.
\]

Since the two solutions share initial conditions, \( e_u(0) = 0 \) and \( e_T(0) = 0 \), hence

\[
\left\{ \|e_u(t)\|^2 + \|e_T(t)\|^2 \right\}
+ \int_0^t \left\{ \|\nu^{1/2} \nabla e_u(\tau)\|^2 + \|\alpha^{1/2} \nabla e_T(\tau)\|^2 + 2 \int_I C_{ir} [e_T(\tau)]^2 \, ds \right\} \, d\tau \leq 0,
\]

which implies \( e_u(t) = 0 \) and \( e_T(t) = 0 \) for \( t \in [0, T] \). Inserting these results in the weak monolithic formulation,

\[
((e_p)_i, \nabla \cdot v_i)_{\Omega_i} = 0, \quad \forall v_i \in X_i, \ i = 1, 2,
\]

and \( e_p \) has mean value zero. Then \( e_p = 0 \) follows in the standard way, e.g. [32].
7.2.1 Numerical Methods

Spatial discretization is by continuous finite elements. Let $\tau^h_i$ denote a simplex mesh on $\Omega_i$ for $i = 1, 2$, with maximum element diameter $h$. The finite element spaces used herein are denoted for $i = 1, 2$ by

$$X_{i,h} \subset X_i, \ P_{i,h} \subset P_i, \ \Theta_{i,h} \subset \Theta_i$$

$$V_{i,h} := \{ v \in X_{i,h} : (\nabla \cdot v, q)_{\Omega_i} = 0, \forall q \in P_{i,h} \}.$$

Notation for use in monolithic formulations is analogous to the definitions of $X, P, \Theta$:

$$X_h = X_{1,h} \times X_{2,h}, \ P_h = P_{1,h} \times P_{2,h}$$

$$V_h = V_{1,h} \times V_{2,h}, \ \Theta_h = \Theta_{1,h} \times \Theta_{2,h}$$

It is assumed the following $LBB^h$ condition will hold for the chosen finite element spaces:

$$\inf_{q \in P_{i,h}} \sup_{v \in V_{i,h}} \frac{(\nabla \cdot v, q)_{\Omega_i}}{\|q\|_{\Omega_i} \|\nabla v\|_{\Omega_i}} \geq \beta > 0, \forall h > 0, i = 1, 2.$$

For $t^n \in [0, t_f)$, $(u^n, T^n)$ will denote the discrete approximation to $(u(t^n), T(t^n))$, where the discrete times $t^n$ are calculated from the uniform time step size $\Delta t = t_f / N$ by $t^n = n\Delta t$, $n = 0, 1, \ldots, N$. Then the approximations $(u^n_i, T^n_i) \in V_{i,h} \times \Theta_{i,h}$ for $i = 1, 2$ and $n = 2, 3, \ldots, N$ are calculated from either Algorithm 7.2.1 or Algorithm 7.2.2. It should be noted that Algorithm 7.2.2 requires values at two initial time steps, $u^0$, $u^1$ and $T^1$. In both methods, the $L^2$-projection of the initial data into the finite element space is used for the discrete initial data $u^0$ and $T^0$.

The first method employs a backward-Euler time discretization with extrapolation to decouple momentum and heat calculations. Coupling across the interface is maintained between the velocity subdomain variables, and also for temperature. The method is of a monolithic variety and referred to hereafter as the “two-way monolithic” (TWM) method.
Algorithm 7.2.1 (TWM Scheme). Let $\Delta t > 0$, $Q \in \Theta’$. Given $u^n \in V_h$ and $T^n \in \Theta_h$, $n \in \{1, 2, \cdots , N - 1\}$, find $u^{n+1} \in V_h$ satisfying

\[
\frac{1}{\Delta t}(u^{n+1} - u^n, v) + (\nu \nabla u^{n+1}, \nabla v) + c (u^{n+1}, u^{n+1}, v) + \kappa \int_I [u^n][u^{n+1}] \cdot [v] \, ds = (G(1 - \beta(T^n - \overline{T^n})), v), \quad \forall v \in V_h.
\]

(7.25)

and $T^{n+1} \in \Theta_h$ satisfying

\[
\frac{1}{\Delta t}(T^{n+1} - T^n, \theta) + (\alpha \nabla T^{n+1}, \nabla \theta) + c(u^n; T^{n+1}, \theta) + \int_{\Gamma_2} C_{\text{atm}}|T^n_1|T^{n+1}_1 \theta_1 \, ds
\]

\[
+ \int_I \{ C_{\text{sol}} + C_{\text{ir}}[T^{n+1}] + \mu [u^n][T^{n+1}] \} \theta \, ds = (Q(t^{n+1}), \theta), \quad \forall \theta \in \Theta_h.
\]

(7.26)

Algorithm 7.2.2 (TWP-GA Scheme). Let $\Delta t > 0$, $Q \in \Theta’$. Given $u^{-1}, u^n \in V_h$ and $T^n \in \Theta_h$, $n \in \{1, 2, \cdots , N - 1\}$, find $u^{n+1} \in V_{i,h}$ satisfying

\[
\frac{1}{\Delta t}(u^{n+1}_i - u^n_i, v_i)_{\Omega_i} + v_i (\nabla u^{n+1}_i, \nabla v_i)_{\Omega_i} + c_i (u^{n+1}_i, u^{n+1}_i, v_i)
\]

\[
+ \kappa \int_I [u^n][u^{n+1}] \cdot v_i \, ds - \kappa \int_I [u^n]|^{1/2}[u^{n-1}]|^{1/2} u^{n+1}_j \cdot v_i \, ds
\]

\[
= (G(1 - \beta_i(T^n_i - \overline{T^n_i})), v_i)_{\Omega_i}, \quad \forall v_i \in V_{i,h}, \quad i = 1, 2, i \neq j.
\]

(7.27)

and $T^{n+1}_i \in \Theta_{i,h}$ satisfying

\[
\frac{1}{\Delta t}(T^{n+1}_i - T^n_i, \theta_i)_{\Omega_i} + \alpha_i (\nabla T^{n+1}_i, \nabla \theta_i)_{\Omega_i} + c_i(u^n_i; T^{n+1}_i, \theta_i)
\]

\[
+ (2 - i) \int_{\Gamma_2} C_{\text{atm}}|T^n_1|T^{n+1}_1 \theta_1 \, ds
\]

\[
+ \int_I \{ C_{\text{sol}}(-1)^{i+1} + C_{\text{ir}}T^{n+1}_i + \mu [u^n][T^{n+1}] \} \theta_i \, ds
\]

\[
- \int_I \{ C_{\text{ir}}T^n_i + \mu [u^n]|^{1/2}[u^{n-1}]|^{1/2} \} T^{n}_j \theta_i \, ds
\]

\[
= (Q_i(t^{n+1}), \theta_i)_{\Omega_i}, \quad \forall \theta_i \in \Theta_{i,h}, \quad i = 1, 2, i \neq j.
\]

(7.28)

The use of the geometric average $|[u^n]|^{1/2}|[u^{n-1}]|^{1/2}$ in the coupling terms has been shown to have a stabilizing effect for (7.27), [19]. Hence Algorithm 7.2.2 is referred to as the “two-way partitioned method with geometric averaging”, or TWP-GA method. The approach used to decouple in the linear terms has been studied in [18] for the Navier-Stokes equations.
Theorem 7.3.1. \textit{(TWM Method Stability)} Let $u^j \in V_h$ satisfy \eqref{7.25} and $T^j \in \Theta_h$ satisfy \eqref{7.26} for each $j \in \{0, 1, 2, \cdots, n - 1, n\}$. Then the solution of Algorithm 7.2.1 satisfies the following energy equalities at time step $n + 1$:

\[
\|T^{n+1}\|^2 + \sum_{j=0}^{n} \|T^{j+1} - T^j\|^2 + 2\Delta t \sum_{j=0}^{n} \|\alpha^{1/2} \nabla T^{j+1}\|^2 \\
+ 2\Delta t \sum_{j=0}^{n} \int_{\Gamma_2} C_{atm} |T_1^i||T_1^{j+1}|^2 \, ds + 2\Delta t \sum_{j=0}^{n} \int_I \{C_{ir} + \mu \|\nu^j\|\} \|T^{j+1}\|^2 \, ds \\
= \|T^0\|^2 + 2\Delta t \sum_{j=0}^{n} \left\{ (Q(t^{j+1}), T^{j+1}) - \int_I C_{sol}[T^{j+1}] \, ds \right\}. \tag{7.29}
\]

and

\[
\|u^{n+1}\|^2 + \sum_{j=0}^{n} \|u^{j+1} - u^j\|^2 + 2\Delta t \sum_{j=0}^{n} \|\nu^{1/2} \nabla u^{j+1}\|^2 \\
+ 2\kappa \Delta t \sum_{j=0}^{n} \int_I |\nu^j| |u^{j+1}|^2 \, ds = \|u^0\|^2 + 2\Delta t \sum_{j=0}^{n} \left( G(1 - \beta(T^j - T_j)), u^{j+1} \right). \tag{7.30}
\]

Furthermore, the algorithm is unconditionally stable, satisfying:

\[
\|T^{n+1}\|^2 + \Delta t \sum_{j=0}^{n} \|\alpha^{1/2} \nabla T^{j+1}\|^2 \leq A e^{tf},
\]

\[
A = \|T^0\|^2 + \Delta t \sum_{j=0}^{N} (1 + 2\Delta t) \|Q(t^{j+1})\|^2 + t_f \left| I \right| C_{sol}^2 C_{ir}^2, \tag{7.31}
\]

and

\[
\|u^{n+1}\|^2 + \Delta t \sum_{j=0}^{n} \|\nu^{1/2} \nabla u^{j+1}\|^2 \\
\leq \|u^0\|^2 + 2g^2 t_f A e^{tf} C(\Omega, \beta) \max\{\nu_1^{-1}, \nu_2^{-1}\}. \tag{7.32}
\]
Proof. Choosing $\theta = T^{j+1}$ in (7.26), apply (7.19) to obtain

\[
\frac{1}{2\Delta t} \left\{ \|T^{j+1}\|^2 + \|T^{j+1} - T^j\|^2 - \|T^j\|^2 \right\} + \|\alpha^{1/2} \nabla T^{j+1}\|^2
\]
\[
+ \int_{\Gamma_2} C_{atm} |T_1^j||T_1^{j+1}|^2 \, ds + \frac{1}{2} \int_I \{C_{ir} + \mu |u^j|\} \|T^{j+1}\|^2 \, ds
\]
\[
= (Q(t^{j+1}), T^{j+1}) - \int_I C_{sol}[T^{j+1}] \, ds. \tag{7.33}
\]

Multiply through by $2\Delta t$ and sum over $j = 0, 1, \ldots, n$ to derive (7.29). To derive a bound, instead subtract and add back $T^j$,

\[
(Q(t^{j+1}), T^{j+1}) = (Q(t^{j+1}), T^{j+1} - T^j) + (Q(t^{j+1}), T^j)
\]
\[
\leq \|Q(t^{j+1})\| \|T^{j+1} - T^j\| + \|Q(t^{j+1})\| \|T^j\|
\]
\[
\leq \Delta t \|Q(t^{j+1})\|^2 + \frac{1}{4\Delta t} \|T^{j+1} - T^j\|^2 + \frac{1}{2} \left\{ \|Q(t^{j+1})\|^2 + \|T^j\|^2 \right\}.
\]

Also, bound the right hand side interface integral as follows:

\[
\int_I C_{sol}[T^{j+1}] \, ds \leq \int_I \frac{C_{sol}^2}{2} \{C_{ir} + \mu |u^j|\} \|T^{j+1}\|^2 \, ds + \frac{1}{2} \int_I \{C_{ir} + \mu |u^j|\} \|T^{j+1}\|^2 \, ds
\]
\[
\leq \frac{|I| C_{sol}^2}{2C_{ir}} + \frac{1}{2} \int_I \{C_{ir} + \mu |u^j|\} \|T^{j+1}\|^2 \, ds.
\]

Inserting these results in (7.33) and rearranging terms,

\[
\frac{1}{2\Delta t} \left\{ \|T^{j+1}\|^2 + \frac{1}{2} \|T^{j+1} - T^j\|^2 - \|T^j\|^2 \right\} + \|\alpha^{1/2} \nabla T^{j+1}\|^2
\]
\[
+ \int_{\Gamma_2} C_{atm} |T_1^j||T_1^{j+1}|^2 \, ds + \frac{1}{2} \int_I \{C_{ir} + \mu |u^j|\} \|T^{j+1}\|^2 \, ds
\]
\[
\leq \Delta t \|Q(t^{j+1})\|^2 + \frac{1}{2} \left\{ \|Q(t^{j+1})\|^2 + \|T^j\|^2 \right\} + \frac{|I| C_{sol}^2}{2C_{ir}}. \tag{7.34}
\]

Multiply through (7.34) by $2\Delta t$ and sum over $j = 0, 1, \ldots, n$,

\[
\|T^{n+1}\|^2 + \Delta t \sum_{j=0}^n \left\{ \frac{1}{2} \|T^{j+1} - T^j\|^2 + \|\alpha^{1/2} \nabla T^{j+1}\|^2 \right\}
\]
\[
+ 2\Delta t \sum_{j=0}^n \int_{\Gamma_2} C_{atm} |T_1^j||T_1^{j+1}|^2 \, ds + \Delta t \sum_{j=0}^n \int_I \{C_{ir} + \mu |u^j|\} \|T^{j+1}\|^2 \, ds
\]
\[
\leq \|T^0\|^2 + \Delta t \sum_{j=0}^n \left\{ (1 + 2\Delta t) \|Q(t^{j+1})\|^2 + \|T^j\|^2 \right\} + (n + 1)\Delta t \frac{|I| C_{sol}^2}{C_{ir}}. \tag{7.35}
\]
Apply the discrete Gronwall inequality and (7.31) follows. The bound on the temperature is used in turn to bound the velocity solution. Choosing $v = u_{j+1}$ in (7.25) and applying (7.19),

$$\frac{1}{2\Delta t} \left\{ \|u_{j+1}\|^2 + \|u_{j+1} - u_j\|^2 - \|u_j\|^2 \right\} + \|\nu^{1/2} \nabla u_{j+1}\|^2 + \kappa \int_I \|u_j\|\|u_{j+1}\|^2 \, ds = (G(1 - \beta(T_j - \overline{T}_j)), u_{j+1}).$$

(7.36)

Multiply through by $2\Delta t$ and sum over $j = 0, 1, \ldots, n$ to derive (7.30). To derive a bound, instead note that the right hand side of (7.36) can be expressed as

$$(G(1 - \beta(T^j - \overline{T}_j)), u_{j+1}) = -g \sum_{i=1,2} \int_{\Omega_i} (1 - \beta_i(T^j_i - \overline{T}_i^j)) u^{j+1}_{i,d} \, d\Omega_i.$$ 

The boundary conditions on $\Gamma_2$ and $\Gamma_3$ for $u^{j+1}_{i,d}, i = 1, 2$ allow for usage of the Poincaré-Friedrich's inequality, hence

$$(G(1 - \beta(T^j - \overline{T}_j)), u_{j+1}) \leq g \sum_{i=1,2} \left\| 1 - \beta_i(T^j_i - \overline{T}_i^j) \right\|_{\Omega_i} \|u^{j+1}_{i,d}\|_{\Omega_i}$$

$$\leq g \sum_{i=1,2} \left\| 1 - \beta_i(T^j_i - \overline{T}_i^j) \right\|_{\Omega_i} C_{PF} \|\nabla u^{j+1}_{i,d}\|_{\Omega_i}$$

$$\leq \sum_{i=1,2} \frac{g^2 C_{PF}^2}{2\nu_i} \left\| 1 - \beta_i(T^j_i - \overline{T}_i^j) \right\|^2_{\Omega_i} + \frac{\nu_i}{2} \|\nabla u^{j+1}_{i,d}\|^2_{\Omega_i}$$

$$\leq \sum_{i=1,2} g^2 C(\Omega_i, \beta_i) \left\| T^j_i \right\|^2_{\Omega_i} + \frac{\nu_i}{2} \|\nabla u^{j+1}_{i,d}\|^2_{\Omega_i}$$

$$\leq g^2 \max\{\nu_1^{-1}, \nu_2^{-1}\} C(\Omega_1, \Omega_2, \beta_1, \beta_2) \left\| T^j \right\|^2 + \sum_{i=1,2} \frac{\nu_i}{2} \|\nabla u^{j+1}_{i,d}\|^2_{\Omega_i}.$$ 

Insert this result into (7.36), so that rearranging terms yields

$$\frac{1}{2\Delta t} \left\{ \|u^{j+1}\|^2 + \|u^{j+1} - u^j\|^2 - \|u^j\|^2 \right\} + \frac{1}{2} \|\nu^{1/2} \nabla u^{j+1}\|^2 + \kappa \int_I \|u^j\|\|u^{j+1}\|^2 \, ds \leq g^2 \max\{\nu_1^{-1}, \nu_2^{-1}\} C(\Omega_1, \Omega_2, \beta_1, \beta_2) \left\| T^j \right\|^2,$$

and (7.32) then follows by inserting the temperature bound (7.31), multiplying through by $2\Delta t$ and summing over $j = 0, 1, \ldots, n$. \hfill \Box
Theorem 7.3.2. (TWP-GA Method Stability) Let \( u_i^j \in V_{i,h} \) satisfy (7.27) and \( T_i^j \in \Theta_{i,h} \) satisfy (7.28) for \( i = 1, 2 \) and each \( j \in \{0, 1, 2, \ldots, n - 1, n\} \). Then the solution of Algorithm 7.2.2 satisfies the following energy equalities at time step \( n + 1 \):

\[
\|T^{n+1}\|^2 + \sum_{j=1}^{n} \|T^{j+1} - T_i^j\|^2 + 2\Delta t \sum_{j=1}^{n} \|\alpha^{1/2} \nabla T^{j+1}\|^2 + \Delta t \sum_{j=1}^{n} \Lambda^{j+1}
\]

\[
+ \Delta t \int_I \{C_{ir} + \mu \|[u^n]\|\} |T^{n+1}|^2 \, ds = \|T^1\|^2 + \Delta t \int_I \{C_{ir} + \mu \|[u^n]\|\} |T^1|^2 \, ds
\]

\[
+ 2\Delta t \sum_{j=1}^{n} \left\{(Q(t^{j+1}), T^{j+1}) - \int_I C_{sol}[T^{j+1}] \, ds\right\}, \quad (7.37)
\]

with \( \Lambda^{j+1} = 2 \int_{T_2} C_{atm}|T_i^j||T_i^{j+1}|^2 \, ds + \int_{T_2} \mu \left\{|T_i^{j+1} - T_i^j|^2 + |T_i^{j+1} - T_i^j|^2\right\} \, ds
\]

\[
+ \int_I \mu \|[u^j]\|^{1/2} T_i^{j+1} - \|[u^j-1]\|^{1/2} T_i^{j} \|^{2} ds + \int_I \mu \|[u^j]\|^{1/2} T_i^{j+1} - \|[u^j-1]\|^{1/2} T_i^{j} \|^{2} ds,
\]

and the velocity fields satisfy

\[
\|u^{n+1}\|^2 + \sum_{j=1}^{n} \|u^{j+1} - u^j\|^2 + 2\Delta t \sum_{j=1}^{n} \|\nu^{1/2} \nabla u^{j+1}\|^2
\]

\[
+ \kappa \Delta t \int_I \|[u^n]\| \|[u^{n+1}]\|^2 ds + \kappa \Delta t \sum_{j=1}^{n} \Psi^{j+1}
\]

\[
= \|u^0\|^2 + 2\Delta t \sum_{j=1}^{n} \left(G(1 - \beta(T^j - \overline{T}^j)), u^{j+1}\right) + \kappa \Delta t \int_I \|[u^0]\| \|[u^1]\|^2 ds, \quad (7.38)
\]

with \( \Psi^{j+1} = \int_I \|[u^j]\|^{1/2} u^{j+1}_1 - \|[u^{j-1}]\|^{1/2} u^{j}_1 \|^2 + \|[u^j]\|^{1/2} u^{j+1}_2 - \|[u^{j-1}]\|^{1/2} u^{j}_2 \|^2 \, ds.
\]

Furthermore, the algorithm is unconditionally stable, satisfying:

\[
\|T^{n+1}\|^2 + \Delta t \sum_{j=1}^{n} \|\alpha^{1/2} \nabla T^{j+1}\|^2 \leq F e^{\gamma t},
\]

\[
F = \|T^1\|^2 + \Delta t(1 + 2\Delta t) \sum_{j=1}^{N} \|Q(t^{j+1})\|^2 + t_f \left|I\right| C_{sol} \frac{C^2}{2} \left\{\frac{1}{\alpha_1} + \frac{1}{\alpha_2}\right\}
\]

\[
+ t_f \left|I\right| \frac{4C_{sol}^2}{C_{ir}} + \Delta t \int_I \{C_{ir} + \mu \|[u^0]\|\} |T^1|^2 \, ds \text{ and } \gamma = 1 + 2 \max\{\alpha_1, \alpha_2\},
\]

and

\[
\|u^{n+1}\|^2 + \Delta t \sum_{j=1}^{n} \|\nu^{1/2} \nabla u^{j+1}\|^2 \leq G,
\]

\[
G = \|u^1\|^2 + \kappa \Delta t \int_I \|[u^0]\| \|[u^1]\|^2 ds + 2g^2 t_f F e^{\gamma t} C(\Omega, \beta) \max\{\nu^{-1}_1, \nu^{-1}_2\}, \quad (7.40)
\]
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Proof. Let \( j \in \{1, 2, \ldots, N - 1\} \) and consider (7.28) with \( n = j \). Setting \( \theta_i = T_i^j \) in (7.28), summing over \( i = 1, 2 \) and applying (7.19) yields

\[
\frac{1}{2\Delta t} \left\{ \left\| T^{j+1} \right\|^2 - \left\| T^j \right\|^2 + \left\| T^{j+1} - T^j \right\|^2 \right\} + \left\| \alpha^{1/2} \nabla T^{j+1} \right\|^2 \\
+ \int_{\Gamma_2} C_{atm} |T^j| \left\| T^{j+1} \right\|^2 ds + \int_I C_{sol} |T^{j+1}| ds \\
+ \int_I C_{ir} \{ T_1 T_2 \} T^{j+1} ds + \int_I C_{ir} \{ T_2 T_1 \} T^{j+1} ds \\
+ \int_I \mu \{ \left| u^j \right| \} T^{j+1} ds + \left\| u^j \right\| \left\| u^{j+1} \right\| \left\| T^{j+1} \right\| \\
\] (7.41)

Applying the polarization identity again,

\[
\int_I C_{ir} \{ T_1 T_2 \} T^{j+1} ds + \int_I C_{ir} \{ T_2 T_1 \} T^{j+1} ds \\
= \frac{1}{2} \int_I C_{ir} \{ T_1 T_2 \} T^{j+1} ds + \frac{1}{2} \int_I C_{ir} \{ T_2 T_1 \} T^{j+1} ds \\
= \frac{1}{2} \int_I C_{ir} \{ T_1 T_2 \} T^{j+1} ds + \frac{1}{2} \int_I C_{ir} \{ T_2 T_1 \} T^{j+1} ds \\
\] (7.42)

Bounding the third line of (7.41) requires one more application of (7.19) with \( u^{j+1} = \left| u^j \right|^{1/2} T_1^{j+1} \) and \( u^j = \left| u^{j-1} \right|^{1/2} T_2^j \). It follows

\[
\int_I \mu \{ \left| u^j \right| \} T^{j+1} ds + \int_I \mu \{ \left| u^{j+1} \right| \} T^{j+1} ds \\
= \frac{1}{2} \int_I \mu \{ \left| u^{j+1} \right| \} T^{j+1} ds + \frac{1}{2} \int_I \mu \{ \left| u^j \right| \} T^{j+1} ds \\
= \frac{1}{2} \int_I \mu \{ \left| u^{j+1} \right| \} T^{j+1} ds + \frac{1}{2} \int_I \mu \{ \left| u^j \right| \} T^{j+1} ds \\
\] (7.43)

A bound analogous to (7.43) is used for the fourth line of (7.41). Combining these results with (7.42), inserting in (7.41) and rearranging terms,

\[
\frac{1}{2\Delta t} \left\{ \left\| T^{j+1} \right\|^2 - \left\| T^j \right\|^2 + \left\| T^{j+1} - T^j \right\|^2 \right\} + \left\| \alpha^{1/2} \nabla T^{j+1} \right\|^2 \\
+ \frac{1}{2} \int_I \mu \{ \left| u^j \right| \} T^{j+1} ds + \frac{1}{2} \mu \{ \left| u^{j-1} \right| \} T^j ds + \frac{1}{2} \Delta^{j+1} \\
+ \frac{1}{4} \int_I C_{ir} \{ T_1 T_2 \} T^{j+1} ds + \frac{1}{4} \int_I C_{ir} \{ T_2 T_1 \} T^{j+1} ds \\
+ \frac{1}{2} \int_I C_{ir} \{ T^{j+1} \} T^j ds = (Q(t^{j+1}), T^{j+1}) - \int_I C_{sol} |T^{j+1}| ds, \\
\] (7.44)
with $\Lambda^{j+1}$ as defined in the theorem statement. Multiply through by $2\Delta t$, sum over $j = 1, 2, \ldots, n$ and rearrange terms to achieve (7.37). To derive a bound for the temperature, instead bound the term $(Q(t^{j+1}), T^{j+1})$ as in the proof of Theorem 7.3.1. Then only one term remains to be bounded,

$$
- \int I C_{\text{sol}}[T^{j+1}] ds = -C_{\text{sol}} \int I T_1^{j+1} - T_2^{j+1} dT_2 + T_1^{j} + T_1^{j} - T_2^{j+1} ds \\
\leq C_{\text{sol}} \int I |T_1^{j+1} - T_2^{j}| ds + C_{\text{sol}} \int I |T_2^j - T_1^j| ds + C_{\text{sol}} \int I |T_1^j - T_2^{j+1}| ds \\
\leq \int I \frac{2C_{\text{sol}}^2}{4} |T_1^j| ds + \frac{C_{\text{ir}}}{4} \int I |T_1^{j+1} - T_2^{j}|^2 ds \\
+ C_{\text{sol}} \int I |T_2^j - T_1^j| ds + \frac{C_{\text{ir}}}{4} \int I |T_2^{j+1} - T_1^j|^2 ds. 
$$

Applying the triangle inequality followed by Young’s inequality and (7.16),

$$
C_{\text{sol}} \int I |T_2^{j} - T_1^j| ds \leq \frac{|I|C_{\text{sol}}^2}{2} \left\{ \frac{1}{\epsilon_1} + \frac{1}{\epsilon_2} \right\} + \frac{\epsilon_1}{2} \int I |T_1^j|^2 ds + \frac{\epsilon_2}{2} \int I |T_2^j|^2 ds \\
\leq \frac{|I|C_{\text{sol}}^2}{2} \left\{ \frac{1}{\epsilon_1} + \frac{1}{\epsilon_2} \right\} + \frac{C_{\text{ir}}}{2} \|T_1^j\|_{\Omega_1} \|T_1^j\|_{H^1(\Omega_1)} + \frac{C_{\text{ir}}}{2} \|T_2^j\|_{\Omega_2} \|T_2^j\|_{H^1(\Omega_2)} \\
\leq \frac{|I|C_{\text{sol}}^2}{2} \left\{ \frac{1}{\epsilon_1} + \frac{1}{\epsilon_2} \right\} + \frac{C_{\text{ir}}}{2} \|T_1^j\|_{\Omega_1} + \frac{\epsilon_1}{4} \|\nabla T_1^j\|_{\Omega_1} + \frac{\epsilon_2}{4} \|T_2^j\|_{\Omega_2}^2 + \frac{C_{\text{ir}}}{4} \|\nabla T_2^j\|_{\Omega_2}^2. 
$$

Choose $\epsilon_i = 2\alpha_i/C$, $i = 1, 2$ and insert this result in (7.45), from which (7.44) may subsequently be bounded by

$$
\frac{1}{2\Delta t} \left\{ \|T^{j+1}\|^2 - \|T^j\|^2 + \frac{1}{2} \|T^{j+1} - T^j\|^2 \right\} + \frac{1}{2} \|\alpha^{1/2} \nabla T^{j+1}\|^2 \\
+ \frac{1}{2} \int I \mu \{ |[u^j]| |T^{j+1}|^2 - |[u^{j-1}]| |T^j|^2 \} ds + \frac{1}{2} \Lambda^{j+1} \\
+ \frac{1}{2} \int I C_{\text{ir}} \{ |T^{j+1}|^2 - |T^j|^2 \} ds \leq \Delta t \|Q(t^{j+1})\|^2 + \frac{1}{2} \left\{ \|Q(t^{j+1})\|^2 + \|T^j\|^2 \right\} \\
+ \frac{|I|C_{\text{sol}}^2}{4} \left\{ \frac{1}{\alpha_1} + \frac{1}{\alpha_2} \right\} + \alpha_1 \|T_1^j\|^2_{\Omega_1} + \alpha_2 \|T_2^j\|^2_{\Omega_2} + |I| \frac{2C_{\text{sol}}^2}{C_{\text{ir}}}.
$$

Using $\gamma = 1 + 2 \max \{\alpha_1, \alpha_2\}$, the discrete Gronwall inequality is applied after multiplication by $2\Delta t$. Then rearranging terms yields the desired result, (7.39). Deriving the bound for
the velocity is somewhat simpler. Choose \( v_1 = u_1^{j+1} \) and \( v_2 = u_2^{j+1} \) in (7.27), so that adding the resulting equations and proceeding as with previous arguments,

\[
\frac{1}{2\Delta t} \left( \| u_1^{j+1} \|^2 - \| u_1^j \|^2 + \| u_2^{j+1} - u_1^j \|^2 \right) + \| \nu^{1/2} \nabla u_1^{j+1} \|^2 + \kappa \int_I |u_1^{j+1}|^2 |[u^j]| \, ds + \kappa \int_I |u_2^{j+1}|^2 |[u^j]| \, ds
\]

\[- \kappa \int_I u_1^j \cdot u_1^{j+1} |[u^j]|^{1/2} |[u^{j-1}]|^{1/2} \, ds - \kappa \int_I u_2^j \cdot u_2^{j+1} |[u^j]|^{1/2} |[u^{j-1}]|^{1/2} \, ds\]

\[
= \left( G(1 - \beta(T_j - \overline{T}_j)), u_1^{j+1} \right). \quad (7.46)
\]

The right hand side of (7.46) is bounded analogously to the monolithic case, the only difference being the bound on the temperature. Only application of (7.19) is needed to deal with the interface terms. Apply (7.19) once with

\[ w_1^{j+1} = u_1^{j+1} |[u^j]|^{1/2} \quad \text{and} \quad w_2^{j+1} = u_2^{j+1} |[u^j]|^{1/2} \]

and again with

\[ w_1^{j+1} = u_2^{j+1} |[u^j]|^{1/2} \quad \text{and} \quad w_2^{j} = u_1^{j} |[u^{j-1}]|^{1/2} \],

yielding

\[
\frac{1}{2\Delta t} \left( \| u_1^{j+1} \|^2 - \| u_1^j \|^2 + \| u_2^{j+1} - u_1^j \|^2 \right) + \| \nu^{1/2} \nabla u_1^{j+1} \|^2
\]

\[ + \kappa \frac{1}{2} \int_I |u_1^{j+1}|^2 |[u^j]| |[u^{j-1}]| \, ds \]

\[- \kappa \frac{1}{2} \int_I |u_2^j| |[u^j]|^{1/2} |[u^{j-1}]|^{1/2} \, ds + \frac{\kappa}{2} \Psi^{j+1} \leq g^2 \max\{\nu_1^{-1}, \nu_2^{-1}\} C(\Omega_1, \Omega_2, \beta_1, \beta_2) \| T_j \|^2 + \sum_{i=1,2} \frac{\nu_i}{2} \| \nabla u_i^{j+1} \|^2_{\Omega_i}, \quad (7.47)\]

where \( \Psi^{j+1} \) defined in the theorem statement. Subsume the velocity gradient terms on the right hand side. The desired result follows by applying the temperature bound (7.39), multiplying through by \( 2\Delta t \) and summing over \( j = 1, 2, \ldots, n \), then rearranging terms.

### 7.4 NUMERICAL EXPERIMENTS

Computational tests were performed for a domain \( \Omega \subset \mathbb{R}^2 \) as described in Section 7.2 and by Figure 13. Specifically, we chose \( I = [0, 10] \times \{0\} \), \( \Gamma_2 = [0, 10] \times \{1\} \) and the bottom border of \( \Gamma_2, \Gamma_3 \), is the curve

\[ y(x) = 0.3 \cos\left(\frac{\pi x}{5} - s\right) - 0.83 + 0.3 \cos(1 - s + \frac{2\pi x}{5}) \]
which for some \( s \) is at least a \( C^1 \) bottom boundary when extended periodically in \( x \), where
\[
s \approx 0.68012709.
\]

The numerical algorithms TWM and TMP-GA were implemented using the freely available finite element solver package FreeFem++, [35]. A uniformly distributed noise of 10% was assumed in the stochastic parameters \( \kappa, \mu \). Expected values were calculated using a 25 point tensor-grid quadrature rule (Clenshaw-Curtis) for 2 stochastic dimensions, exact for integrands that are products of any two polynomials each having degree less than 5.

Prandtl values were chosen in \( \Omega_1 \) as air at standard temperature and pressure and in \( \Omega_2 \) as water. Kinematic viscosities were chosen larger than for air and water to save computational expense. The choice of \( \kappa_0 \) is from [12, 19] and \( \mu_0 > \kappa_0 \) to emphasize the role of sensible heat transfer. Motivation for the remaining parameter choices is explained in [47, 70]. The problem parameter values are:

- Kinematic viscosities: \( \nu_1 = 0.05 \) and \( \nu_2 = 0.005 \)
- Interface coupling for velocity (mean): \( \kappa_0 = 0.00245 \)
- Interface coupling for temperature (mean): \( \mu_0 = 0.1 \)
- Interface solar constant: \( C_{sol} = 0.75 \)
- Interface longwave radiation constant: \( C_{ir} = (2.23398 \times 10^{-7}) \times 293.15^3 \)
- Radiative constant on \( \Gamma_2 \): \( C_{atm} = 7.016 \times 10^{-6} \)
- Gravitational constant \( G = \langle 0, -9.81 \rangle (m/s^2) \)
- Coefficients of thermal expansion: \( \beta_1 = 0.00343 \) and \( \beta_2 = 2.07 \times 10^{-4} \)
- Prandtl numbers: \( Pr_1 = 0.713 \) and \( Pr_2 = 7.0 \)
- Heat dissipation constants: \( \alpha_i = \nu_i/Pr_i, \ i = 1, 2 \)

The heating source was set to zero in \( \Omega_2 \), \( Q_2(t) = 0 \), and in \( \Omega_1 \) is
\[
Q_1(x, y, t) = \max\{342.0 (2 \cos(2\pi (x - 10t)/20)^2 - 1), 0\}.
\]

Computations were performed using non-dimensionalized equations based upon reference values of temperature, velocity and length:

- \( T_0 = 293.15 \) Kelvin
- \( U = 1.0 \) meters/second
\( L = 100.0 \) meters

and the initial velocities were set to zero. The temperature profiles in \( \Omega_1 \) and \( \Omega_2 \) were initially set to

\[
T_1^0(x, y) = 1.0 - 0.02 y
\]

and \( T_2^0(x, y) = 283.15 (1.0 + 10.0 y/273.15)/293.15 \).

Additionally, algorithm TWP-GA requires the data for the first time step \( t = \Delta t \). This data was provided by substituting in the results at \( t = \Delta t \) from the algorithm TWM. A time step size of \( \Delta t = 1/50 \) was used to solve on the interval \( t \in [0, 20] \). Spatial discretization was performed using MINI velocity-pressure finite elements and globally continuous, piecewise linear polynomial elements for temperature. The spatial degrees of freedom used to approximate the velocity \( u_i \), pressure \( p_i \) and temperature \( T_i \) on \( \Omega_i \) for \( i = 1, 2 \) are shown in Table 22.

The automated Delaunay-Voronoi algorithm was used to generate the unstructured mesh used. In Figure 14 a coarse mesh is shown as an example. The mesh is more refined in the upper right and left hand corners of \( \Omega_2 \) and along \( I \) since flow features were expected to be smallest in these regions.

Table 22: Degrees of freedom for discrete solutions.

<table>
<thead>
<tr>
<th></th>
<th>( u_1 )</th>
<th>( p_1 )</th>
<th>( T_1 )</th>
<th>( u_2 )</th>
<th>( p_2 )</th>
<th>( T_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOF's</td>
<td>30958</td>
<td>5310</td>
<td>5310</td>
<td>26998</td>
<td>4513</td>
<td>4513</td>
</tr>
</tbody>
</table>

Figure 14: A coarse mesh placed across \( \Omega_1 \) and \( \Omega_2 \).
7.4.1 Solution Behavior and Epistemic Uncertainty

The heating function $Q_1(x, y, t)$ was chosen to heat the fluid in $\Omega_1$ locally on a region with small support in the $x$-direction, but moving from left to right over time, repeating the motion periodically. We intend to loosely represent the heating of the sun moving over the surface of the ocean and induce the associated wind patterns (for this 2D, single-layer model) by allowing heat to dissipate radiatively through the upper atmosphere. The result is convective currents in $\Omega_1$, which through surface friction and heat exchange on the interface subsequently induce currents in $\Omega_2$. This behavior is shown using streamlines in Figure 15 for the TWM algorithm at time $t_f = 20$. A different result is seen in Figure 16 for the TWP-GA method. In particular the two velocity fields do not share the same rotational structures.

![Figure 15: Streamlines for expectation of velocity: TWM method.](image)

![Figure 16: Streamlines for expectation of velocity: TWP-GA method.](image)

Figure 17 shows the temperature expectation field for the TWM algorithm at the final time. Comparing with the TWP-GA algorithm temperature expectation in Figure 18 it
is clear the TWM algorithm predicts higher average temperatures in $\Omega_1$, and it has been verified directly that a higher average temperature is predicted in $\Omega_2$ as well. A close study of the plots indicates this is due to a higher concentration of heat near $I$ in $\Omega_2$ for the TWM algorithm. The TWP-GA algorithm appears to dissipate heat energy more than the TWM algorithm. This could be related to a different initial transient response. We return to this point in Section 7.4.3.

The differences in velocity and temperature expectation values using the two algorithms are not surprising as the time step size and mesh size are both somewhat coarse. The epistemic uncertainty in the velocity and temperature fields is significant, using the difference in expected values between the numerical models as a measure. It is also interesting for long time calculations to ascertain the level of aleatory uncertainty. Thus we focus next on the variance calculations.

Figure 17: Expectation of temperature: TWM method.

Figure 18: Expectation of temperature: TWP-GA method.
7.4.2 Characterizing Aleatory Uncertainty

The magnitude of variance in the velocity fields for both algorithms is on the order of the magnitude of the expected values of the velocities by the final time $t_f = 20$, as shown in Figures 19 - 20. The variance is largest in $\Omega_1$ which is consistent with the size of the velocities being larger in $\Omega_1$ than in $\Omega_2$. Also, the largest variance values occur near the interface for both algorithms. While the velocity variance values are similar for both algorithms, the TWP-GA code yields the largest variance in velocity over a nontrivial region.

Figure 19: Magnitude of variance of velocity: TWM method.

Figure 20: Magnitude of variance of velocity: TWP-GA method.

In Figure 21 the variance is seen to be as large as $0.038$, which corresponds to a standard deviation of roughly $\sigma \approx 0.1949$. This is in the dimensionless system, so rescaling yields an equivalent standard deviation of roughly 57 Kelvin. Perhaps surprisingly, the TWP-GA code (Figure 22) does not achieve as high of a variance in the point-wise temperature field, with a maximum around $0.0052$, translating to an equivalent standard deviation of roughly...
21 Kelvin. The temperature variance values in the bulk fluid are much smaller than occur near the interface in both cases.

Figure 21: Variance of temperature: TWM method.

Figure 22: Variance of temperature: TWP-GA method.

Solving the monolithic climate problem is not generally considered practical as evidenced by a variety of current climate models, [21, 22, 27]. The relevant issue is then whether the variance predicted is catastrophically large using a model decoupled across the fluid-fluid interface like TWP-GA. The TWM algorithm is considered as a benchmark problem. In the current investigation the velocity variance in the TWP-GA model does not appear to be even an order of magnitude larger than for the TWM model, while the maximum temperature variance for the TWP-GA model is smaller than for the TWM model. As the variance in the velocity is only large in certain localized regions of the global domain, we expect statistical data such as average temperature to have a much better variance behavior.
7.4.3 Predicting Statistical Data: Average Surface Temperature

Reliability of average surface temperature (AST, see Definition 7.2.3) calculations is important in climate research [13, 20, 56, 58, 60, 63, 64, 65, 70]. The TWP-GA method has only been compared against the monolithic TWM algorithm. Both are based upon approximating the solution to a two-way coupled continuum model. We add a third algorithm for comparison in calculating AST, motivated by an approximation sometimes made in climate models to decouple the momentum equation calculations for the atmosphere and ocean, [70]. The idea is to assume the velocity of the ocean near the interface is on average much smaller than the atmospheric currents near $I$, hence in the coupling conditions one may neglect the ocean velocity in the jump: $[u] = u_1 - u_2 \approx u_1$. This is equivalent to simply setting $u_2 = 0$ only in the interface integrals of the monolithic weak problem (7.10)-(7.11). Thus the third algorithm is defined by setting the corresponding terms to zero in algorithm TWP-GA.

The resulting algorithm is classified herein as a “one-way” coupled model because the interfacial boundary condition for velocity on $\Omega_1$ is independent of the velocity on $\Omega_2$, though it is not strictly speaking a one way model. The velocity boundary condition becomes

$$-\nu_1 \hat{n}_1 \cdot \nabla u_1 \cdot \hat{\tau}_1 = \kappa |u_1 \cdot \hat{\tau}_1| u_1 \cdot \hat{\tau}_1 = \nu_2 \hat{n}_2 \cdot \nabla u_2 \cdot \hat{\tau}_2,$$

and we set $u_2 = 0$ in the temperature boundary condition as well. The transfer of quantities like momentum flux and heat flux across $I$ may still be modeled conservatively using such a continuum model. However, such an approximation still changes the way information is shared between subdomains sufficiently to justify inquiring as to the effects on model uncertainty. This method will be referred to as the “one-way partitioned method with geometric averaging”, or $OWP-GA$ method.

The expected value of the average surface temperature and variance were calculated with each algorithm at every time step, using the same problem and parameter choices described in the beginning of Section 7.4. Figure 23 shows the values of $E(\text{AST})$ at each time step with each method. A rapid fluctuation was observed in $E(\text{AST}(t))$ near $t = 0$ that is not well approximated with the given time step size. This is likely due to some incompatibility of the initial conditions with respect to the continuum model. There is also a significant difference in the average temperature at the final time predicted by the three models.
Taking smaller time steps a closer agreement is seen between all three models, and the initial fluctuation in $E(\text{AST}(t))$ near $t = 0$ is better represented. This was observed by decreasing the time step size to $\Delta t = 0.001$ and rerunning the algorithms over the time interval $t \in [0, 1]$. Figure 24 shows the results for each algorithm using $\Delta t = 1/50$ (left) and $\Delta t = 1/1000$ (right). The values of $E(\text{AST})$ are in much closer agreement among the three methods using the smaller time step. Figure 25 shows the same plot, but on the smaller interval $t \in [0, 0.1]$ to make clear the improvement in approximating $E(\text{AST})$ with all of the methods at these time steps.

The differences between the expected values of AST among the three methods is larger than the size of variances in AST. Thus a question remains of whether variance in this statistic ever grows fast enough under the conditions studied here to outweigh the differences in the expected value $E(\text{AST})$. We choose not to pursue an answer in this thesis due to the prohibitive computational expense of using sufficiently many time steps to investigate the issue. However, the differences between the two decoupled models TWP-GA and OWP-GA are not so big as comparing against the TWM model, as seen below. This is interesting since in climate applications the TWM model is not considered computationally attractive due to the expense of solving the monolithic problem. Then given a choice between the TWP-GA and OWP-GA models, the TWP-GA model seems attractive due to a smaller
aleatory uncertainty.

The standard deviation in $AST(t)$ was calculated and the expected value of $AST$ is plotted in Figure 26 for each method as a solid line. Dotted lines show the result of adding or subtracting one standard deviation at each time step. Significant differences in variance were only observed close to the final time and hence the plots are for $19 \leq t \leq 20$. The TWM algorithm produces significantly smaller variances than the partitioned models, yielding a standard deviation of $\sigma(t = 20) \approx 1.7951 \times 10^{-3}$ at the final time. The TWP-GA algorithm generated a larger value $\sigma(20) \approx 5.9488 \times 10^{-3}$, and the OWP-GA algorithm yet a higher value $\sigma(20) \approx 1.7289 \times 10^{-2}$. Rescaling these numbers corresponds to standard deviations of $0.5262 \, K$, $1.7439 \, K$ and $5.0684 \, K$, respectively.

Note that by the final time the aleatory uncertainty in $AST$ for the decoupled models has grown large enough that one can no longer distinguish between the results using the TWP-GA or OWP-GA methods if taking one standard deviation into consideration. Ideally, the expected values of $AST$ calculated with each method would be in close agreement, in the present case requiring smaller discretization parameter choices. If the discretization were fine enough to accomplish this, the same behavior in growth of uncertainty may still persist, so that the TWP-GA model would supply an advantage over the OWP-GA model.
Figure 25: $E(\text{AST})$ using $\Delta t = 1/50$ (left) and $\Delta t = 1/1000$ (right) for $t \in [0, 0.1]$.

7.5 CONCLUSIONS

Unconditional stability has been demonstrated for the monolithic TWM algorithm with heat equations decoupled from the momentum equations and for the proposed partitioned algorithm (TWP-GA) that further decouples the calculations across the fluid-fluid interface for efficiency in parallel implementation. The TWP-GA model offers a potential advantage over the OWP-GA one-way coupled model due to a smaller uncertainty in measuring average surface temperature. As the computations evolve in time there is initially a higher epistemic uncertainty versus aleatory uncertainty using coarse time steps.
Figure 26: $E(\text{AST})$ (solid line) and adding or subtracting $\sigma$ (dotted lines).
8.0 CONCLUDING REMARKS AND FUTURE WORK

The case of linear coupling is now fairly well understood. It has been shown that unconditionally stable, decoupled and convergent algorithms exist in this case. The time accuracy can be improved with deferred correction to arbitrary order. Interestingly, explicit treatment of the coupling terms proved to be an inferior approach to the alternative semi-implicit partitioning. Clearly such explicit methods cannot be used for nonlinear coupling either. In Chapters 2 - 3 computational evidence was provided which strongly supports these conclusions.

Extending partitioned time stepping techniques for nonlinear coupling is challenging. It is possible to do so and retain unconditional stability. However, a time step restriction is needed for accuracy in each case studied except when adding artificial dissipation, which appears to be too dissipative in practice. The time step restriction does not depend on the mesh size as in current climate models. This remains true for the algorithm in Chapter 6 which also allows different size time steps to be taken for the decoupled subproblems. It has been shown that large time steps may be possible for the ocean in practice with this strategy as errors due to the larger time step size may be localized near the interface and not effect statistical measurements. As demonstrated in Chapter 7, the ideas can be extended to include heat transport and likely the full atmosphere-ocean system.

In studying reliability of computations based on the knowledge of coupling parameters, it was shown that variance values using coupled versus decoupled algorithms are similar in the point-wise velocity and temperature fields. The variance is concentrated at the interface and propagates into the bulk fluid. Measuring average surface temperature, the coupled algorithm proved to have the smallest variance and predicts a higher temperature. Partitioned methods introduce numerical dissipation through decoupling. However, the two-way coupling studied in this thesis proved to generate a smaller variance in average surface tem-
perature compared with the one-way coupling investigated.

Some questions regarding climate modeling follow from the work:

1. Is it necessary to use nonlinear coupling in application?
2. Concerning efficiency, is the limitation on mesh size for climate codes due to a CFL condition, memory usage or linear solvers? (If the former, the methods studied here become even more attractive).
3. Is decoupling the atmosphere and ocean calculations really beneficial, considering time step restrictions and increased uncertainty?
4. Is there a better strategy allowing some of the equations to remain coupled?

8.0.1 Future Work

The following research projects would help develop further computational capabilities for atmosphere-ocean interaction:

1. Develop algorithms with higher order time accuracy for nonlinear coupling, still allowing large time steps. Methods with time step restrictions should be considered, focusing on using larger time steps than are currently possible in climate models.
2. Using different time step sizes for the decoupled subproblems, the data on the subdomains are not solved for at all the same times. So how may interpolation or extrapolation be used in the algorithm to improve representation of this data when passed across the interface? Can the accuracy be improved in this way? Exploring these issues could be done by first making adaptations to existing codes for the academic tests in this thesis to see if there is any improvement over reported results.
3. The work herein suggests that partitioned methods and fully implicit methods may predict significantly different flow statistics, which would be difficult to study for climate models due to the expense of implicit methods (and probably programmer effort). A further investigation of the simplified model in Chapter 7 using smaller time step and mesh sizes could help determine if variance in statistical measurements due to uncertainty in the coupling parameters will outweigh the differences in expected values using semi-implicit versus implicit coupling.
4. It should be checked that the numerical methods in this thesis are adaptable to equations with more realistic physics. One example is coupled fluids where one is compressible (the atmosphere) and is modelled using the so-called “σ coordinate system” that uses pressure as the vertical coordinate. In this way the continuity equation reduces to look like a divergence free condition. Alternatively, there are the shallow water equations.

5. The numerical algorithms herein should be incorporated with the types of schemes used in real climate codes. An example is using spectral elements, finite differences or finite volumes.

6. Treatment of other fluxes should be considered, most notably water.

7. Some work has been done in climate models to relax the rigid lid hypothesis, in which case the numericals methods in this work may need to be adapted accordingly.

8. The numerical methods of this thesis should be adapted to include a model for interaction of molecular viscosity with the spatial mesh, i.e. subgrid modelling.

9. The convergence of the pressure solution is not fully understood in Chapter 5 and is an important open problem. There are a number of possible reasons this behavior is observed. Here is a list of some ideas to investigate this issue:

   - Check boundedness and convergence of the discrete time derivative
   - Use a higher order approximation of the discrete time derivative (e.g. BDF-2)
   - Check stability of the pressure analytically
   - There may be issues related to the linear solver
   - Using uniform nested meshes may clarify the behavior of the pressure error
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