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UNDERSTANDING INTERMOLECULAR FORCES: DFT-SAPT STUDIES ON
GRAPHITE-LIKE ACENES INTERACTING WITH WATER

Glen R. Jenness, PhD

University of Pittsburgh, 2011

The interaction of water with graphene has been a quintéaterample of hydrophobic in-
teractions for many years. However, no reliable experiademt theoretical value exists for the
water—graphene interaction energy. In the current doctntiles water—graphene interaction en-
ergy is explored using high-levab initio methods. In addition, the water—graphene interaction
energy is decomposed into its physical components in oadgive further physical insight into
the water—graphene interaction.

Water is found in a variety of environments, ranging from Brrlasters to the bulk. Because
of this, the development of accurate models capable of d@sgrwater in a wide range of envi-
ronments has been an active area of research. In the seadd thés document, the nature of the

water—water interaction is explored and a new polarizalatemmodel is presented.
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1.0 INTRODUCTION

The focus of this document is to give a better physical insigtio the intermolecular interac-
tions for two important systems: a single water moleculerentting with a graphene surface, and

the interaction between water molecules in a variety ofremvhents.

In Chapter2, the cluster model of Feller and Jordds used along side the density functional
theory (DFT) based symmetry-adapted perturbation the®®yP) method of HeRRelmaret al~
for studying the interaction energy of a single water maleevith a graphene surface. The cluster
model for graphene takes small sub-units of grapheaeacenes) interacting with a single water
molecule, and by analyzing how the interaction energy am@ht/sical components evolve with
the size of the acene, the extrapolation to the grapheneifimossible. For this study, the acenes
benzene (gHg), anthracene ({H1p), coronene (g4H12), pentacene (&H14), and dodecaben-
zocoronene (64H1s, also referred to as DBC or circumcoronene) were chosendditian to the
DFT-SAPT analysis, a comparison is carried out betweenxtnemolated DFT-SAPT interaction
energy and the interaction energy from several populaeféisdds used in water—graphene and
water—carbon nanotube (CNT) simulations in order to agbessaccuracy for the water—graphene

system.

Chapter3 extends on the previous chapter by employing a more reatigiometry for the
water—acene system, in addition to employing a basis set@adenes that is more appropriate
for capturing the long-range dispersion interactions camipnfound in graphene. In this chapter,
benzene, coronene, and DBC are again considered, in adtlitrexabenzo[bc,ef,hi,kl,no,gr]coro-
nene, or HBC (GgH1g). Several methods for including long-range correlatios (fan der Waals

or dispersion) interactions into density functional the@FT) are also investigated, using the



DFT-SAPT results as a benchmark.

Chapter4 focuses on a single water molecule interacting with a sefiébnear” acenes —
benzene (gHg), anthracene (GH10), pentacene (&£H14), heptacene (§gH1s), and nonacene
(CsgH22). As in Chapter3, several methods for including dispersion within the DFanfiework
are assessed, using the DFT-SAPT results as a benchmarlkdditiom, several wavefunction
based methods, along with several variants of the randomsepdyaproximation (RPR)’ are also
explored.

In Appendix B, the Hartree—Fock based SAPT [SAPT(HF)] method is used muoation
with two energy decomposition analysis’ — LMO—-EBAnd ALMO-EDA? — are used to ex-
amine how well various density functionals recover theaasiinteraction energy terms, including
both charge-transfer and dispersion, in the four low-lyimgima of the(H20)4 clusters.

Appendix C presents a reparameterization of the distributed poirdrpable (DPP) water
model of DeFuscet al.'C utilizing the Hartree—Fock based SAPT [SAPT(HF)] methothvilly
correlated intramolecular term$;12 and three-body CCSD(T) interaction energies. The new water
model is used to calculate the many-body interaction easrgieometries, and radial distribution
functions, which are then compared to high-level resutimfboth theory and experiment.

Finally, Appendix E explores both the SAPT(HF) and DFT-SAPT methods, and pietes

basic equations and physical meanings behind them.



2.0 DF-DFT-SAPT INVESTIGATION OF THE INTERACTION OF A WATER
MOLECULE TO CORONENE AND DODECABENZOCORONENE: IMPLICATIO NS
FOR THE WATER-GRAPHITE INTERACTION

This work was published as: Glen R. Jenness and Kenneth @addhe Journal of Physical

Chemistry G113, (2009), 10242 — 10248

2.1 ABSTRACT

In the present study we revisit the problem of the interactiba water molecule with a sin-
gle graphite sheet. The density fitting—density functidhabry—symmetry-adapted perturbation
theory (DF-DFT-SAPT; J. Chem. Phy&005 122, 014103) method is used to calculate the indi-
vidual contributions arising from the interaction of a wateolecule with various acenes, including
benzene, coronene, and dodecabenzocoronene. Thess aeselbmbined with calculations of the
electrostatic interactions with water and a H3g acene to extrapolate to the limit of an infinite
graphite sheet, giving a interaction energy-&.2 kcal mol! for the water-graphite system, with
the assumed geometrical structure with one hydrogen atambgaodown toward the ring system.
The structure with two hydrogens pointed down is predictelde more stable, with a net interac-

tion energy of—2.7 kcal mol?.



2.2 INTRODUCTION

The interaction of water with graphite and with carbon nabet(CNT) surfaces has been a
topic of considerable interest. Much of the recent intereshis area has been motivated by the
findings that water can fill carbon nanotubeand that water confined in small diameter nanotubes
can have properties very different from those of bulk wite?* Although there have been several
experimental studies of water inside carbon nanotubes argtaphitel* 12232528 most of the
work in this area is theoretic&l1>182427.2948 gpecifically, numerous Monte Carlo and molec-
ular dynamics simulations of water on graphitic surfacesyararbon nanotubes have appeared.
Nearly all of these simulations have employed relativatye force fields, in general, neglecting
induction and using the same parameters for water—nanattdr@ctions potential as employed
in the water—graphite simulations, in spite of the fact traphitic systems are highly polarizable
with the polarizability per atom depending on the curvatamd on whether the system is metallic
or semiconducting?

A major limitation for developing accurate force fields foater interacting with graphite or
CNT surfaces is the uncertainty in the values of the intévaanergies of a single water molecule
interacting with a graphite sheet or with the interior oregidr surfaces of CNTs. For the water
monomer-graphite system various force fields give intewacnergies ranging from1.5 to —5.8
kcal mol~1.2° In principal, this is a problem that can be addressed usexjrehic structure meth-
ods. Due to its computational efficiency, density functich@ory (DFT) would seem to be an
ideal method for addressing this problem. Indeed, severdl fiudies of water on a single layer
of graphite and inside carbon nanotubes have appé&r&d However, DFT calculations using
standard functionals are expected to underestimate theituedg of the interaction between water
and graphite due to their neglect of long-range dispersiteractions%°° which are important
for water—graphite and water—CNT systems. Although thezesaveral strategies for correcting
DFT for dispersior?®>256-62 the reliability of these approaches for the interaction olenules
with graphite or CNTs has not been established.

Probably the most ambitious attempt to use electronic streenethods to estimate the water—



graphite interaction energy is that of Feller and Jotdaho carried out second-order Moller—
Plesset perturbation theory (MP2) calculations on the mtnzene, water—coronene, and water—
dodecabenzocoronene (DBC or circumcoronene) sequendestércmodels, together with a se-
ries of increasingly flexible basis sets in an attempt taweste the interaction energy for water—
graphene at the MP2 level in the complete basis set (CBS) (aoionene and DBC are depicted
in Figure2.1). However, the counterpoise corrections for basis setrpogéion error (BSSE}
were comparable to the net interaction energy, and it is rear ¢hat truncation of the basis sets
used for the larger clusters introduced a sizable errorérettirapolated interaction energfys?
Moreover, the MP2 method can overestimate the magnitudeterfaction energies as evidenced
by the benzene dimé&f;5° and its suitability for describing a water molecule int¢irag with large
acenes has not been established.

Recently, Sudiarta and Geldart used this cluster modebagpr considering both hydrogen-
and fluorine-terminated structures, in an attempt to undedsedge effects on the interaction en-
ergy/? However, these authors used a small basis set (6—31G(g%0a:#Ech does not adequately
describe polarization and dispersion interactidrad has a large BSSE.7? Thus, their final es-
timate (-2.32 kcal mot™?) of the interaction energy of a water molecule with a grapbhieet has
a sizable uncertainty.

Wehling et al*’ and Leenaertst al#® used DFT with periodic boundary conditions and a
plane-wave basis set to calculate the interaction energyatdr—graphite. Their calculations gave
interaction energies betweerD.83 and—0.92 kcal mot !, which are appreciably smaller in mag-
nitude than most current estimates of this quarifitydere the problem is the above-mentioned
neglect of long-range dispersion interactions in the DRIcfional employed.

In the present study, we revisit the problem of the intecacéinergy between a water molecule
and a single-sheet model of graphite (graphene). Earligliet have shown that the interaction
energy between water and graphite is reasonably well degtin employing a single sheet of
graphitel 303240 and in this paper all references to graphite actually reféné single sheet. To
make the problem tractable, we use the cluster models embloy Feller and Jordan but employ

the density functional theory—symmetry-adapted pertishaheory (DFT-SAPTB* 72 method



rather than supermolecular MP2 calculations. The DFT-SApdroach has several advantages
over the supermolecular approach. First, DFT-SAPT cdiouis generally give more accurate
interaction energies than supermolecule MP2 calculafdhisicluding challenging cases such as
the benzene diméP. Second, SAPT calculations are free of BSSE. Third, the SARTqulure
provides a decomposition of the net interaction energyeteotrostatic, exchange (repulsion), in-
duction (polarization), and dispersion contributibh® that can be exploited in developing model

potentials.

2.3 THEORETICAL METHODOLOGY

The calculations were carried out using the DFT-SAPT pmodra’? with density fitting
(hereafter referred to as DF-DFT-SAPT) as implementedémohPR02006 . 172 package. The
calculations on water—benzene and on water—coronene \&atedcout using a modified version
of the aug-cc-pVTZ* basis set, with the exponents of the most diffuse functidresaoh angular
momentum type multiplied by 2.3 to minimize problems asattl with near-linear dependency.
Test calculations on water—benzene using the standardapy-TZ basis set show that this scal-
ing of the exponents has only a very small effect on the netawtion energy. For water—coronene
and water—DBC, the modified aug-cc-pVTZ basis set, heneadterred to as basis set A, contains
1472 and 2990 contracted Gaussian functions, respectiegn with density fitting, DFT-SAPT
calculations on water—DBC would be computationally prdhib using basis set A. For this rea-
son we also considered a smaller basis set, B, which empgieystdified aug-cc-pVTZ basis set
on water and $p2d and 42p basis sets on the ring carbon and hydrogen atoms, respgciihe
carbon $4p2d basis set was formed by combining thendp functions from the modified aug-cc-
pVTZ basis set and thgéfunctions from the aug-cc-pVDZ basis set. Theskp hydrogen basis set
was similarly formed by combining th&efunctions from the modified aug-cc-pVTZ basis set and
thep functions from the aug-cc-pVDZ basis set. DF-DFT-SAPT wakions on water—coronene

using basis set B give a interaction energy only 0.07 kcaltheimaller in magnitude than that



(a) Anthracene (b) Pentacene

(c) Coronene (d) DBC

Figure 2.1: Acenes used in the current study.



Roc=3-233 A
Rox=3.387 A
a=71.60 °

B=57.72°

Figure 2.2: Geometry used in the current study, illustratetie case of water—benzene.

obtained with the larger basis set A. We then proceeded tg oat DF-DFT-SAPT calculations
on water—-DBC using basis set B, which employs 1782 contlauésis functions. We anticipate
that the error introduced in the water—DBC interaction gnelue the adoption of the smaller basis
set is on the order of 0.1 kcal mdi.

The use of a DFT description of the monomers avoids the castigmonomer correlation
corrections of traditional Hartree—Fock based SAPTh the present study, the hybrid PBf60
functional as recommended by HeRelmaral?>* and by Misquittaet al.”~"° is employed.
The asymptotic behavior of the PBEO functional is corredtg@dding in a fraction of the LB94
functionaf® using the GRAC connection scheme of Grilngigl8! (hereafter called PBEOAY.
For this approach, the first vertical ionization potentiie needed for each mononférExperi-
mental ionization potentials of 9.24, 7.44, 6.63, and 7¥%ere used for benzene, anthracene,
pentacene, and coronene, respectiféljor DBC we used an ionization potential of 6.2 eV, which
is close to the experimental value of 6.3 &Y.

Since DFT with functionals such as PBEO does not accuratgyesent energy differences

between filled and unoccupied orbitals, a sum-over-stgipsoach would not give reliable dis-



persion energied/% 7577798486 Tg ayoid this problem, frequency-dependent density suiscep
bilities (FDDSs) from time-dependent DFT are used in the@asPolder formul& /% 788486 tg
calculate the dispersion and exchange-dispersion catitsiis.

To make the calculations on the larger systems tractablesityefitting®” was employed.
Weigends cc-pVQZ JK-fitting basis $8twas used for both first-order and induction contribu-
tions, and the aug-cc-pVTZ MP2-fitting basis set of Weigend eo-worker®® was used for the
dispersion and exchange-dispersion contributions. Wwlig the recommendation of Reference
72, a modified version of PBEOAC (called LPBEOAC), which uses litbcalized Hartree—Fock
(LHF) density functional of Sala and Gorliffyjin the exchange part of the PBEOAC functional,
was used in the density fitting calculations.

For the acenes the experimental CC bond lengths (13420d CCC angles (12Dappropriate
for graphite were employed. The CH bond lengths and the CCH angles were chosen to bé1.09
and 120, respectively. The water monomer was taken to be rigid, ®ithbond lengths (0.9572
A) and HOH bond angle (104.8pequal to the experimental values for the gas-phase mon¥mer
For each dimer, the water monomer was located above theatandmatic ring with the distance
and orientation determined from the MP2 optimization ofevatriphenylene in Referende Fig-
ure 2.2 specifies the key geometrical parameters. In Se@i6énwe consider the consequences of

relaxing the geometry from that optimized for water—tripylene.

2.4 ANALYSIS OF ACENE-WATER INTERACTIONS

Table2.1reports the individual contributions and net interactioergies for the water—
benzene, water—coronene, and water—DBC complexes as svédk ahe water—anthracene and
water—pentacene complexes. Values are reported for tbadtatic, exchange, induction,
exchange-induction, dispersion, exchange-dispersimhdgHF) contributions. Thed(HF) cor-

rections are determined by calculating tk@fﬁi E&?h, Ei(fg), and E2 4 SAPT contributions at

X—in

the Hartree—Fock level and subtracting their sum from thélaetree—Fock interaction energy*2



Table 2.1: Interaction energies (kcal md) for water—acene complexes from DF-DFT-SAPT

calculations.
Term Benzene Anthracene Pentacene Coronene 2DBC
Electrostatics -3.74 -2.63 —2.49 —1.96 —1.68
Exchange—repulsion 5.72 5.26 5.22 5.07 5.13
Induction —241 -2.42 —2.43 —2.40 —2.47
Exchange—induction 1.59 1.55 1.55 1.53 1.58
O(HF) -0.59 -0.57 —0.57 —0.46 —-0.47
Net induction -1.40 -1.44 —1.46 -1.32 -1.35
Dispersion —-4.40 —-4.73 —4.80 —4.97 5.22)
Exchange—dispersion 0.69 0.66 0.65 0.64 (0.64)
Net dispersion -3.72  -4.07 —4.15 —4.33 4.57)
Total interaction energy —3.14  —2.88 —2.88 —2.54 (2.48)

aThe SAPT calculations of the dispersion and exchange-digpeenergies of water—DBC did not converge, and the
values reported in parentheses were estimated by combiimingesults for coronene with those for anthracene and

pentacene, allowing for the differences in the number di@amatoms.
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Figure 2.3: Labels for the carbon atoms used in Tabl2and3.4.

(the numbers in parentheses indicate the orders of theilsotbns). In addition, we report net in-

duction and net dispersion contributions, defined as

Eing = E\oy+ E2) .+ 8(HF) (2.1)
2 2
Edisp= E((jigp"— Et(ax)—disp (2.2)

In Equation2.1it is assumed that th&HF) term is dominated by third and higher-order induction
and exchange-induction contributions.

For water—benzene the DF-DFT-SAPT calculations give anantion energy of3.14
kcal mol1, which is close to the values of the interaction energy oleifrom large basis set
CCSD(TF® calculations £3.37 kcal mot1)% and from quantum Monte Carlo calculations
(—3.4+ 0.2 kcal mol1).97 In fact, most of the discrepancy in the DF-DFT-SAPT valuehef t

interaction energy from the CCSD(T) and DMC values is duééouse of geometrical parameters

11
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Table 2.2: Multipole momentqa.u.) for the various carbon and hydrogen atoms in benzenenene, and DBT

Atom Typé q H Q20 |Q22¢+ Qa2

CeHe CoaHiz CssHig  CgHe CogHiz CsaHis CaaH1z CsaHig CeHp CoaHiz  CsaHisg
C1 —-0.09 -0.01 0.00 0.11 0.01 0.00 —-1.28 —-1.28 0.09 0.00 0.00
Cc2 —-0.04 0.00 0.11 0.01 -1.22 -1.28 0.09 0.01
C3 —-0.07 -0.01 0.16 0.01 -1.17 -1.28 0.02 0.01
C4 —0.04 0.12 —-1.22 0.10
C5 —0.07 0.16 —1.16 0.02
Cb5a —0.06 0.16 —1.18 0.12
H 0.09 0.10 0.11 0.14 0.14 0.15 —-0.13 -0.13 0.11 0.08 0.06
a8 The spherical tensor representation of the quadrupole igslag®d. For conversion into Cartesian representati@yy = —%Q20+%\/§Q22c;

Ovy = —3Qa0— 3v3Q2c Oxy = 2v/3Qu2s Ozz = Q20.° The z-axis is perpendicular to the plane of the molecule.

b Benzene, gHg; Coronene, G4H1,; DBC, GsqH1g

¢ The various carbon atoms are defined in Figtie DBC has two types of H atoms, with very similar moments, sly tre average values are reported

in the table.



€T

Table 2.3: Interaction energies (kcal md)j between the aceAenultipoles and the three point charges of the water monomer a

described by the Dang—Chang moétl.

Atom Typé charge-charge charge-dipole chargerQ chargef|Q22c+ Q224 Total

CeHe CoaHiz CsaHis  CeHe CasHiz CssHisg CeHe CoaHiz CsqHig  CeHe CaaHiz CssHisg CeHe CoqHiz CsaHig
C1 —-4.70 -055 -0.13 1.38 0.18 0.03 -2.78 -3.09 -3.12 0.10 -0.01 0.00 —-6.00 -3.47 -3.22
C2 -1.18 -0.11 0.84 0.05 0.45 0.48 -0.10 -0.01 0.01 0.41
C3 —-2.30 -0.28 1.43 0.11 0.91 1.00 0.01 -0.01 0.05 0.82
C4 —-0.72 0.46 0.49 —0.04 0.19
C5 —-0.73 0.38 0.25 0.00 -0.10
Cha —-0.39 0.24 0.17 —0.02 0.00
H 2.76 1.91 1.17 1.27 0.70 0.33 0.16 0.06 0.03 0.13 0.04 0.01 324. 271 1.52
Total -195 -2.12 -1.18 2.64 3.16 1.59 -2.62 -1.67 -0.70 0.23 —-0.06 —0.09 -1.68 -0.70 -0.38

a8 Benzene, gHg; Coronene, g4H12; DBC, Cs4H1g



optimized for water—triphenylene. Indeed DF—-DFT-SAPTcgkitions on water—benzene using
the geometry of the complex optimized at the MP2/aug-ccp\VavelP? with rigid monomers
(also optimized at the MP2/aug-cc-pVTZ level) give an iat¢ion energy of-3.40 kcal mof?, in
excellent agreement with the best current estimates ofjthistity (—3.44+0.09 kcal mot1).98.99

From Table2.1it is seen that the electrostatic contribution to the intBom energy drops off
in magnitude by 1.78 kcal mot in going from water—benzene to water—coronene and by a much
smaller amount (0.28 kcal mot) in going from water—coronene to water—DBC. One might antic
ipate that the large attractive electrostatic interacéinargy for water—benzene is the result of the
carbon atoms of benzene carrying an appreciable negat@rgehTo examine this issue, we have
carried out a distributed multipole analysis (DMAY193 of benzene, coronene, and DBC using
the MP2/cc-pVDZ charge densities fraaussian031%4 and Stone'&DMA2 program® For ben-
zene nearly the same atomic multipoles are obtained usengaipVDZ and cc-pVQZ basis sets,
leading us to expect that the former basis set is adequataltulating the distributed multipole
moments of the larger acenes as well. The resulting atonaigels, dipoles, and quadrupole mo-
ments are summarized in Tal#e2 The GDMA analysis gives charges (in atomic units) on the
C atoms in benzene 6£0.093, with the corresponding charges on the central six cagdboms
of coronene and DBC being onk0.010 and—0.002, respectively. Although these results ap-
pear to confirm the conjecture that the negative chargeseo@ titoms of benzene are responsible
for the large attractive electrostatic contribution bezwevater and benzene, the situation is more
complicated than this as the atomic dipoles and quadrupoéealso sizable. The dipole moments
associated with the carbon atoms of benzene are 0.11 a.lagnitude, with the dipole moments
on the inner carbon atoms rapidly decreasing along the seguaenzene to coronene to DBC.
The values of the g (©zz) component of the quadrupole moments on the C atoms areynearl
the same on all carbon atoms and are relatively independéhé asing size. The @ and Qs
component® of the atomic quadrupole moments are much smaller than the@nponents, and,
as expected, vanish on the inner carbon atoms with incrgaisig size.

The electrostatic interactions between the water moleantk the benzene, coronene, and

DBC molecules were decomposed into contributions from Hreous atomic moments on differ-
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ent groups of acene atoms. In calculating these contribsitihe charge distribution on the water
monomer was modeled using the Dang—Chang m¥tel the case of water—coronene the electro-
static contributions were also calculated using distedutultipole analysis through quadrupoles
on the water monomer. The resulting contributions to thetedstatic energy agree to within a
few percent of those obtained using Dang—Chang charges aloithe water monomer, thereby
justifying the use of this model in analyzing the electrastaontributions due to the interaction
of water with the various multipole moments on the atoms efdabhenes. We also examined the
contributions of higher-order atomic multipoles (octagg®hnd hexadecapoles) on coronene and
found that together they contribute only about 0.02 kcalThob the net interaction energy with
the water monomer.

From Table2.3it is seen that the electrostatic interactions of the watdenule with the atomic
dipoles and quadrupoles of benzene are larger in magnihastethe interactions with the atomic
charges. However, the electrostatic interactions of theemmonomer with the atomic dipoles
and quadrupoles of benzene are of opposite sign and largebet Although the net electrostatic
interactions of the water molecules with the atomic chaayes$ dipoles associated with the car-
bon atoms of the central ring drop off rapidly along the berezeoronene, DBC sequence, even
for DBC the electrostatic interactions between the watenonwer and the charges and dipoles
on the noncentral C and H atoms of the acene are sizable. Mtastorthy, the net electrostatic
interaction of the water molecule with the atomic quadrep@»p) moments of the acenes are
—2.62, —1.67, and—0.70 kcal mot™! for benzene, coronene, and DBC, respectively, while the
corresponding values allowing for the interactions withtlalee moments charges, dipoles, and
quadrupoles on the acene atoms-afie68, —0.70, and—0.38 kcal mot, respectively, indicating
that one needs to employ still larger acenes to convergedhel@ctrostatic interaction energy to
the graphite limit. The fall off of the net electrostaticenaction between the water monomer and
the atomic quadrupoles of the acene with the increasingaditee ring system is a consequence
of the interaction being repulsive beyond the central sith@a atoms. It is reassuring, however,
that the magnitudes of the atomic charges and dipole moroeritse inner carbon atoms decrease

rapidly with increasing size of the acene, as this indictitasthe charge distributions around these
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central atoms are close to those in graphite, which justifiesise of the cluster model calculations
with the SAPT procedure for designing a water—graphiteniake

Comparison of the results in Tabl2sl and2.3reveals that the DFT-SAPT calculations give
an electrostatic interaction between water and benzerigstt2106 kcal mot! more attractive
than obtained from the interactions between the atomicipulés of the two molecules. For
water—coronene and water—DBC, the DFT-SAPT calculatioms gn electrostatic interaction
about 1.3 kcal mol' more attractive than that obtained from the interactionthefdistributed
moments. The differences between the two sets of electiosteergies is due primarily to charge-
penetratior?>10% which is present in the DFT-SAPT calculations but is absetihé values cal-
culated using the multipole moments. The greater impodariccharge-penetration for water—
benzene than for water—coronene or water—DBC is consistintthere being greater electron
density in the vicinity of the carbon atoms of benzene thathevicinity of the central carbon
atoms of coronene or DBC.

The exchange contribution to the water—acene interactiergy drops off by 0.61 kcal mot
in going from benzene to coronene but is nearly the same fa€ B8 for coronene. The larger
value of the exchange for the interaction of the water momomit benzene than with the larger
acenes is again consistent with the carbon atoms of benagerngng excess negative charge. The
net induction interaction is approximately the same fosgd#items considered, while the dispersion
interaction grows slowly in magnitude with the increasimgef the ring systeme(g. being 0.61
kcal mol~! greater in magnitude for water—coronene than for waterzdre). It is not immedi-
ately clear why the dispersion and induction contributibekave differently with increasing ring

size.
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Table 2.4: Water—graphite interaction energies (kcalhdior various modeRs

Interaction energy

Reference Model Electrostatics Exchange Induction Dsper Total
17 Hummeret al. 1.39 -3.14 -1.76
37 Gordillo—Marti 2.87 —-424  -1.37
40 Werderet al. 0.93 —-246  —154
32 Pertsin—Grunze 0.00 1.16 -3.10 —-1.94
30 Karapetian—Jordan 0.00 1.42 -0.85 —2.99 —2.42
33 Zhao—-Johnson —0.36 1.02 —0.46 —-226 —-2.05
106 Dang—Feller 0.00 6.45 —-0.45 —6.44 —0.44
107 AMOEBA -0.01 3.75 —-0.82 —4.55 —1.63
This study SAPT extrapolated—1.30 5.13 —-1.35 —4.68 —-2.20

@ These calculations were performed with the acene geormetnployed in the current study (all CC bonds set to
1.420A and water placement described in Sect®8). As such, the resulting interaction energies are expeoted
slightly different from those published.

b Using the 1® model of Referenc82, which employs a single Lennard—Jones site on water togeiitie a term
accounting for the interaction of the water atomic chargemfthe TIP4P water mod€f with the Whitehouse—
Buckingham® value of the quadrupole moments on the C atoms.

¢ The Dang-Feller and AMOEBA models were actually develomedivater—benzene. In applying these models to
water—graphite, we replaced the moments on the C atoms wridieal models with the atomic quadrupole moment

as obtained from the GDMA analysis of DBC 4§= —1.28 a.u.).
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2.5 INTERACTION OF WATER MOLECULE WITH A SINGLE SHEET OF
GRAPHITE

From Table2.1it is seen that for the assumed geometry the net interactiergg for both
water—coronene and water—DBC is abe@ 5 kcal molL. The exchange, induction, and charge-
penetration contributions to the interaction energy ferwater—graphite system should be essen-
tially identical to the corresponding contributions forteiaDBC (Table2.1). On the other hand,
we expect the electrostatic interaction to be less attraetnd the dispersion contribution to more
attractive than for water—-DBC. To estimate the former gitxafor water—graphite, we combine
the charge-penetration contribution for water—DBC witl éhectrostatic interaction between wa-
ter, modeled by the Dang—Chang point char¥feand the quadrupole moments on the C atoms
of Cy16H36, Which has two more shells of benzene rings than does DBCtheoacene only the
Q20 components were used, with the numerical value being chtoske that of the inner carbon
atoms of DBC (1.28 a.u.) as determined from the GDMA analysis. The eledtmsinterac-
tion energy of the Dang—Chang water monomer with this arfayuadrupole moments is only
—0.005 kcal mott. Thus, for our assumed geometry, as one approaches thetgramiit, the
net interaction between the atomic multipoles on water wWighatomic quadrupole moments on
the C atoms tends to zero, leaving only the charge-permtratintribution to electrostatics. Since
charge-penetration falls off exponentially with distaf¥e¥® it should contribute nearly the same
amount (1.30 kcal mott) for water—graphite as for water—-DBC. Although chargeeteation
has not been accounted for explicitly in existing waterpbrge model potentials, in some cases it
has been included implicitly through a weakening of the t&ipa term in the potential.

Similarly, we have fit DFT-SAPT dispersion energies betweater—coronene for a range
of distances between the water and coronene molecules.icApph of the resulting potential
to water—G1¢Hsg gives a dispersion energy ef4.68 kcal mol! (again assuming that the water
is positioned relative to the ring as determined for watgrkenylene), compared to the4.33
kcal mol! DFT-SAPT value for water—coronene, and eut.57 kcal mot ! estimate for water—

DBC. Combining the various contributions gives a net inttca energy of-2.20 kcal mot™ for
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water—graphite at our standard geometry.

Our results for water—graphite are summarized in T&xealong with the results from six
water—graphite potentials, as well as from modified Dantef#€® and AMOEBAL®” models. For
the later two models, the CC bond lengths were adjusted tomtla¢ values used in the SAPT cal-
culations, and the multipoles on the C atoms in the originadlets were replaced with thel.28
a.u. value of @y obtained from the GDMA analysis of DBC. The energies for tregdpetian—
Jordan®® Dang—Feller, and AMOEBA models were calculated usingTtheker molecular mod-
eling packagelfthe energies for the other models were obtained using ourcodes.

The models of Hummeet al.1’ Gordillo-Marti3’ and Werderet al*° all employ Lennard—
Jones potentials between the water molecule and the catbars af graphite and do not ac-
count explicitly for either electrostatics or induction.h& Pertsin—-Grunze modélemploys a
Lennard—Jones potential together with electrostatiaacteons between three point charges on
the water and quadrupole moments on the C atoms, with the wallhe moment being taken from
Whitehouse and Buckinghatf? The Karapetian—-Jordai,Zhao—Johnsof Dang—Felle£% and
AMOEBA®" models all include electrostatics and induction inteattias well as terms to ac-
count for dispersion and short-ranged repulsion. With tteeption of the Zhao—Johnson model,
all of the models reported in Tab®4 are atomistic. The Zhao—Johnsdmodel was obtained by
integrating the atomic interactions over the x and y (impedirections.

Only the Zhao—Johnson and Karapetian—Jordan models getaataraction energies within
10% of the value obtained by extrapolating the DFT-SAPT Iteda the infinite graphite sheet.
We note also that the Gordillo-Marti and AMOEBA models gigpersion energies close to that
deduced from the SAPT calculations, and only the AMOEBA nhgiles an electrostatic plus
exchange contribution close to the value derived in thegrestudy. Interestingly the value of
the induction contribution to the water—graphite intei@cteduced from the SAPT calculations is
appreciably larger in magnitude than those obtained fropoéthe model potentials. We believe
that this is due to charge-transfer interactions which ekided in the SAPT calculations but are
absent in any of the model potentials. An EDA analysiswater—benzene reveals that electron

transfer from watersbenzene contributes abou0.6 kcal mol* (calculated at the HF/aug-cc-

19



pVDZ level with QChem3. 211%) to the interaction energy of this system.

2.6 CONCLUSION

DFT-SAPT calculations have been used to analyze the itii@nadzetween a water molecule
with benzene, anthracene, pentacene, coronene, and tedezocaoronene. These results have
been combined with calculations of the electrostatic axtBon between water and a{gHzs
acene, employing atomic quadrupoles from a GDMA analysBRE to estimate that the interac-
tion energy of a water molecule to a single graphite she¢ajming a value of-2.20 kcal mot L.
This value is appreciably larger in magnitude than the \abfehe interaction energies obtained
from the force fields commonly applied to study water on gitggurfaces.

The largest single source of error in our approach for esiimgahe water—graphite interaction
energy is the use of the MP2 geometry of water—triphenylen@dsitioning the water monomer
relative to the larger acenes. To estimate the magnitudeeaéiror due to this restriction, we car-
ried out two potential energy surface scans for water—a@ermusing the SAPT procedure, varying
the distance from the ring system. In one scan we retainedrtastation of the water found in
the water—triphenylene system. In the other we considestdieture with water positioned above
the center of the central ring, with both H atoms pointed dowhe first scan revealed that the
energy decreases by 0.15 kcal mbfor the one H atom down structure, when the water is moved
about 0.1A further from the ring system than in the case of water—g&iptene. The second scan
revealed that the water—coronene complex with both H ataimgx toward the ring is about 0.35
kcal mot~1 more stable than the one H atom down structure. This is kaayebnsequence of the
more favorable electrostatic interaction between water @ronene for the structure with both
H atoms down. Indeed, calculations of the electrostati¢wédxn atomic multipole moments of
water and G;gH3g, With the water positioned above the center of the centra (Rox 3.36 A,
from Referencd 12) with both H atoms down, give an electrostatic energy-6f29 kcal mot ! as

compared to the-0.005 kcal mot! contribution for the complex with the structure shown in-Fig
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ure2.2 On the basis of these results, we estimate that the intenaghergy of a water molecule
with a single graphite sheet is abou®.7 kcal mol! for the minimum energy structure.

It is also noteworthy that our GDMA analysis of acenes asdag DBC gives a value of the
carbon quadrupole moment nearly twice as large in magniasdihat reported by Whitehouse
and Buckingham?® This leads us to question whether the quadrupole momentdddy these
authors is indeed correct for the case of a single graph@etsiHowever, the electrostatic and
induction contributions due to the interaction of the wateiecule with the carbon quadrupole
moments are quite small at the minimum energy structurepanéstimate of the water—graphite
interaction energy would be reduced in magnitude by onlyusBadl kcal mot?!, were we to as-
sume that the Whitehouse—Buckingham value of the quadeupoment of graphite is correct.

While we were preparing this paper, we learned of unpubdisherk of Bludsky and co-
workersg'? who used their DFT/C® approach to estimate the interaction energy between water
and a single graphite sheet. These authors obtain a iriteraatergy of—2.8 kcal mol? for a
structure with the water positioned above the ring with détitoms down, in excellent agreement

with our estimate of this value.
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3.0 BENCHMARK CALCULATIONS OF WATER-ACENE INTERACTION
ENERGIES: EXTRAPOLATION TO THE WATER-GRAPHENE LIMIT AND
ASSESSMENT OF DISPERSION-CORRECTED DFT METHODS

This work was published &sGlen R. Jenness, Ozan Karalti, and Kenneth D. JoRtaysical
Chemistry Chemical Physic$2, (2010), 6375-6381

3.1 ABSTRACT

In a previous studyJ. Phys. Chem. (2009,113 10242-10248) we used density functional
theory based symmetry-adapted perturbation theory (DAPFJ calculations of water interacting
with benzend CgHg), coroneng Cy4H12), and circumcoronengCs4Hig) to estimate the interac-
tion energy between a water molecule and a graphene sheeprésent study extends this earlier
work by use of a more realistic geometry with the water mdkeecuiented perpendicular to the
acene with both hydrogen atoms pointing down. We also irectedults for an intermediate,§Hq g
acene. Extrapolation of the water—acene results givesuse \afl—3.0+ 0.15 kcal mot™ for the
binding of a water molecule to graphene. Several populgredsson-corrected DFT methods are
applied to the water—acene systems and the resulting atitegaenergies are compared to results

of the DFT-SAPT calculations in order to assess their peréorce.

*Reproduced by permission of the PCCP Owner Societies
'G. R. J. contributed the majority of the numerical data. Oc#htributed the DCACP interaction energies. G. R.
J. and K. D. J. contributed to the discussion. O. K. gave uisefygestions on the manuscript.
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3.2 INTRODUCTION

The physisorption of atoms and molecules on surfaces isafdmental importance in a wide
range of processes. In recent years, there has been cadederterest in the interaction of water
with carbon nanotube and graphitic surfaces, in part m/éy the discovery that water can
fill carbon nanotube¥! Computer simulations of these systems requires the ailéifatf accu-
rate force fields and this, in turn, has generated consitienatierest in the characterization of the
water—graphene potential using electronic structure austh*/48112113

Density functional theory (DFT) has evolved into the metloddhoice for much theoretical
work on the adsorption of molecules on surfaces. Howeves,tdiuthe failure of the local den-
sity approximation (LDA) and generalized gradient appmeations (GGA) to account for long-
range correlation (hereafter referred to as dispersioranrder Waals) interactions, density func-
tional methods are expected to considerably underestithateteraction energies for molecules
on graphitic surfaces. In recent years, several strategiesbeen introduced for “correcting” DFT
for dispersion interactions. These range from adding apisie CgRij’6 interactions:1* 117 to fit-
ting parameters in functionals so that they better destoitig-range dispersioh:8121 to account-
ing explicitly for long-range non-localitye.g, with the vdW-DF functionat?? Although these
approaches have been quite successful for describingrgispenteractions between molecules,
it remains to be seen whether they can accurately descrébentéractions of water and other
molecules with carbon nanotubes or with graphene, givetetigency of DFT methods to over-
estimate charge-transfer interactibffsand to overestimate polarization in extended conjugated
systemg?* Thus, even if dispersion interactions were properly actedifor, it is not clear how
well DFT methods would perform at describing the interatid polar molecules with extended
acenes and graphene.

Second-order Moller-Plesset perturbation theory (MR#)sdrecover long-range two-body
dispersion interactions and has been used in calculatedntieraction energies of water with
acenes as large asdE»4.1 However, MP2 calculations can appreciably overestimatetiody

dispersion energie€>126 This realization has led to the development of spin-scal&2¥8CS—
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MP2) 127128 empirically-corrected MP22° and “coupled” MP2 (MP2C¥° methods for better
describing van der Waals interactions. However, it is neaécthat even these variants of the MP2
method would give quantitatively accurate interactionrgies for water or other molecules ad-
sorbed on large acenes since the HOMO-LUMO energy gap das&dth the size of the acene.
In addition to these issues, the MP2 method is inadequatey&iems with large three-body dis-
persion contributions to the interaction energis.

Given the issues and challenges described above, we haveyet the DFT-based symmetry-
adapted perturbation theory (DFT-SAPT) method of HeRem&ral.’? to calculate the inter-
action energies between a water molecule and benzene,ez@phexabenzo[bc,ef,hi,kl,no,qr]-
coronene (referred to as hexabenzocoronene or HBC), aoghotoronene (also referred to as
dodecabenzocoronene or DBC). As will be discussed bel@D#T-SAPT approach has major
advantages over both traditional DFT and MP2 methods. THE-BRPT method also provides
a dissection of the net interaction energies into eledtmstexchange-repulsion, induction, and
dispersion contributions, which is valuable for the depebent of classical force fields and facil-
itates the extrapolation of the results for the clusterhtowater—graphene limit. In the current
paper, we extend our earlier stdd§of water—acene systems to include more realistic georaétric
structures. The DFT-SAPT results are also used to assegswvarethods for including dispersion

effects in DFT calculations.
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(a) Coronene (b) Hexabenzocoronene (HBC) (c) Dodecabenzocoronene (DBC)

Figure 3.1: Acenes used in the current study.

Figure 3.2: Geometry used in the current study, illustratdte case of water—benzene.
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3.3 THEORETICAL METHODS

The coronene, HBC, and DBC acenes used in this study aretdépicFigure3.1 For each
of the acenes, including benzene, all CC bond lengths and &@@s (1.42R and 120, re-
spectively) were taken to match the experimental valuegraphite?* The dangling bonds were
capped with hydrogen atoms with CH bond lengths and CCH artglé.09,& and 120, respec-
tively. This facilitates extrapolation of the interactienergies to the limit of a water molecule
interacting with graphene. The geometry of the water momavas constrained to the experimen-
tal gas phase geometry (OH bond length of 0.9872nd HOH angle of 104.52.92 The water
molecule was placed above the middle of the central rind) iitth hydrogens pointing towards
the acene. Note that this is a different water orientati@ntbhsed for most of the calculations
reported in Referenckl3. The orientation and distance of the water molecule redativthe ring
system were obtained from a series of single-point DFT-SA&Eulations on water—coronene.
These calculations give a minimum energy structure withatager dipole oriented perpendicular
to the acene ring system, and an oxygen-ring distance ofi8.8Mich is close to that obtained in
prior theoretical studies of water—coroneflé12135-137 However, the potential energy surface is
quite flat (our calculations give an energy difference ofydhD2 kcal mot ' between Ry = 3.26
A and 336 A), and thus small geometry differences are relatively ypurtant.

The DFT-SAPT method, and the closely related SAPT(DFT) owthf Szalewicz and co-
workers!® evaluate the electrostatic and exchange-repulsion domions using integrals involv-
ing the Coulomb operator and the Kohn—Sham orbitals, anthaeefree of the problems inherent
in evaluating the exchange-repulsion contributions usiogimon density functionals. The in-
duction and dispersion contributions are calculated ussgonse functions from time-dependent
DFT. In the present study, the calculations made use of tfBHOAC functional’2 which replaces
the 25% exact Hartree—Fock exchange of the PBEO functi®méth the localized Hartree—Fock
exchange functional of Sala and Gorlfgand includes an asymptotic correction. In general,

DFT-SAPT calculations give interaction energies closétsé obtained from CCSD(T) calcula-

*Chapter2
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Table 3.1: Methods and programs used in the current study.

Method Scheme Program

DFT-SAPT?  Uses linear response functions from TD-DFT to calculateM0LPR0O"3

dispersion energiega the Casimir—Polder integral
DFT+D!14115  Adds empirical (.jg;"Rij*6 corrections to DFT energies GAMESS132
DCACP!18120  yses pseudopotential terms to recover dispersion CPMD133

Ce/Hirshfeld’® Adds to DFT energies L;GRU’G corrections determined usingFHI-AIMS!34
Hirshfeld partitioning

tions 138139 For more details, we refer the reader to Referet@e

The DFT-SAPT calculations were carried out with a modifiegrac-pVTZ basis set in which
the exponents of the diffuse functions were scaled by 2.0ibinmize convergence problems due
to near linear dependency in the basis set. In additionh®icarbon atoms thiefunctions were
removed and the thresfunctions were replaced with the tvaofunctions from the aug-cc-pvVDZ
basis set. Similarly, for the acene hydrogen atomsdlfienctions were removed and the three
p functions were replaced with the twofunctions from the aug-cc-pVDZ basis set. The full
aug-cc-pVTZ basis set with the diffuse functions scaledigygame amount as the acene carbon
and hydrogen atoms was employed for the water molecule. Bterwbenzene, the DFT-SAPT
calculations with the modified basis set give an interaatioergy only 0.05 kcal moft smaller in
magnitude than that obtained with the full, unscaled, au@¥TZ basis set. Density fitting (DF)
using Weigend’s cc-pVQZ JK-fitting basis &tvas employed for the first order and the induction
and exchange-induction contributions. For the disperaimhexchange-dispersion contributions,

Weigend and co-worker's aug-cc-pVTZ MP2-fitting basi€3etas used. The DF-DFT-SAPT
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calculations were carried out with tNeLPRO ab initio package’3

We also examined several approaches for correcting defusittional calculations for dis-
persion, including the dispersion-corrected atom-cexteotential (DCACP) method of Roethlis-
bergert1®120the DFT+dispersion (DFT+D) method of Grimrm¥ 115 and the G/Hirshfeld parti-
tioning scheme of Tkatchenko and Scheftf&rThe DCACP procedure uses modified Goedecker
pseudopotentialé® to incorporate dispersion effects. These calculationgwarried out using
the CPMD program32 utilizing a planewave basis set and periodic boundary dimmdi. These
calculations employed a planewave cutoff of 4082 eV and mesf 42x< 42 x 28 a.u. for water—
benzene and water—coronene, anck4® x 28 a.u. for water—-HBC and water—DBC to minimize
interactions between unit cells.

The DFT+D method adds damped empiric%Fﬁ;6 atom-atom correction$*11° to the “un-
corrected” DFT energies. The DFT+D calculations were peréd with the same Gaussian-type-
orbital basis sets as used in the DFT-SAPT calculations ard warried out using th@AMESS
ab initio packagé3? (using the implementation of Peverati and Baldritfde The dispersion cor-
rections were added to the interaction energies calculasety the PBE#2 BLYP,143144 and
B97-D'® GGA functionals. The B97-D functional is Grimme’s reparaemnization of Becke’s
B97 functionat® for use with dispersion corrections.

The calculations involving the gHirshfeld method of Tkatchenko and Scheffiéwere per-
formed with theFHI-AIMS package3* The Gy/Hirshfeld method, like the DFT+D method, in-
corporates dispersionia atom-atom @Rij’ﬁ terms. However, unlike the DFT+D method, the
Ce/Hirshfeld scheme calculates th% Coefficients using frequency-dependent polarizabiliibes
the free atoms, scaling these values by ratios of the effeetnd free volumes, with the former
being obtained from Hirshfeld partitionittf of the DFT charge density. This procedure results
in dispersion corrections that are sensitive to the chdrimading environments. The tier 4 nu-
merical atom-centered basis séfsnative toFHI-AIMS were employed. These basis sets provide
a 6sbp4d3f2g description of the carbon and oxygen atoms, and3pZilf description of the

hydrogen atoms. A summary of the theoretical methods eregi@sy/given in Tabl&.1
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3.4 RESULTS

3.4.1 DFT-SAPT calculations

The DFT-SAPT results for the water—acene systems are supatan Table3.2 The net
interaction energies along the water—benzene, waterrensy water—-HBC, and water—-DBC se-
quence obtained using the DFT-SAPT procedure-e8€.6, —3.05, —3.01, —2.93 kcal mof?,
respectively. The interaction energies anskRalues from recent studies of water—coronene sum-
marized in Table3.3 These earlier studies give interaction energies of watecnene ranging
from —2.56 to—3.54 kcal mot™.

From Table3.2 it is seen that the electrostatic interaction energy @éesa® in magnitude, the
dispersion energies increase in magnitude, and the iruetiergies are relatively constant along
the benzene—coronene—HBC—-DBC sequence. The exchangsioepnteraction energy is 3.24
kcal mot~! for water—benzene but only about 2.8 kcal molor the interaction of water with the
larger acenes. This reflects the fact that the charge disibin the vicinity of the carbon atoms
is appreciably different for benzene than for the centreb@a atoms in the larger acenes. Perhaps
the most surprising result of the SAPT calculations is ther menstancy of the induction contri-
butions with increasing size of the acene ring system. Thisi the case for models employing
point inducible dipoles on the carbon atoms, and we expetittis a consequence of charge-flow
polarization48 149 which is not recovered in such an approach.

In classical simulations of water interacting with graph#turfaces the dominant electrostatic
contributions are generally described by interactionwefwater dipoles (or atomic point charges)
with atomic quadrupoles on the carbon atoms, as the qualdrigthe leading moment in an atom-
centered distributed multipole representation of graphétowever for finite acenes there are also
atomic charges and dipoles associated with the carbon aaemell as with the edge H atoms.
In addition, the electrostatic interaction energies otgdifrom the SAPT calculations include the
effect of charge-penetration, which is a consequence afagvef the charge densities of the water
and acene molecules. Itis useful, therefore, to decombesest electrostatic interaction energies

into contributions from charge-penetration and from iatéions between the atom-centered mul-
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Table 3.2: Contributions to the DF-DFT-SAPT water—aceteraction energies (kcal ntot).

Term Benzene Coronene HBC DBC
Electrostatics —-2.85 -1.73 -154 -1.39
Exchange-repulsion 3.24 2.79 2.85 2.85
Induction -1.28 -1.29 -1.36 -1.37
Exchange-induction 0.82 0.80 0.83 0.84
O(HF) —-0.26 —-0.20 -0.23 -0.23
Net induction -0.71 —0.69 —-0.75 -0.75
Dispersion -3.28 -3.83 —4.00 (4.07¢
Exchange-dispersion 0.44 0.42 0.43 (0.43)
Net dispersion —-2.84 342 —-3.57 (-3.64}%
Total interaction energy —3.16 -3.05 —3.01 (-2.93p

& Estimated using fsp(water-DBC)=Egjsp(water—-HBC) +5 C?SRU’S, where the @REG terms account for the dis-
persion interactions of the water molecule with the twelddiional C atoms of DBC. The gcoefficients were
determined by fitting the DFT-SAPT water—coronene results.

b Total energy calculated using the estimated dispersiorggneescribed in footnota.

30



Table 3.3: Interaction energies (kcal mé) and Rox values é\) for water—coronene from various

theoretical studies.

Rox  Eint Approach
Rubeget al 112 3.27 —3.54 DFT/CC//aug-cc-pVQZ
Sudiarta and Gelddt  3.39 —2.81 MP2//6-31G¢=0.25)
Huff and Pulay3’ 3.40 -2.85 MP2//6-311++G*2
Reyeset al 13° 3.33 —2.56 LMP2//aug-cc-pVTZE)
Cabaleiro-Laget all®® 3.35 —3.15 SCS-MP2//cc-pVTZ
Current study 3.36 —3.05 DFT-SAPT//modified aug-cc-pVTZ}P

a Diffuse functions were used on every other carbon atom.

b Modified as described in the text.

tipole moments.

For each of the acenes studied we used Stone’s Gaussiahutesirmultipole analysis
(GDMA) program? to calculate atomic charges, dipoles and quadrupoles oadéee atoms.
Moments higher than the quadrupole make a negligible daurttan to the interaction energies and
thus were neglected from the multipole analysis. Ta@xMesummarizes the GDMA moments for
the acenes obtained from MP2/cc-pVDZ charge densitiesMi2 calculations were carried out
usingGaussian031%4). As expected, the values of the charges and dipoles on tiee @arbons
decrease in magnitude as the size of the acene increasesorBoene the atomic charges and
dipoles are near zero for the central six C atoms, whered3B@ the atomic charges and dipoles
are near zero for the inner three rings of carbon atoms. lardodestimate the interaction energies
in the absence of charge-penetration, the three point eadrgm the Dang—Chang moéebf the
water monomer were allowed to interact with the multipolenmeats on the atoms of the acenes

(the use of higher multipoles on the hydrogen and oxygen siminthe water molecule does not
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Table 3.4: Multipole momentgin atomic units) for the carbon and hydrogen atoms in bemzesronene, HBC and DEC

q || Q20 |Qo2c + Qoos|
Cs4H1g CeHe CosHiz CsoHig CssHig

Atom Type
CeHe CogHiz CgoHig CsgHig CeHe CasHiz CsoHig CssHig CeHe CogHiz CyoHig

-1.14 -128 -129 -1.28 0.09 0.00 0.00 0.00

C1 -0.09 -0.01 -0.01 0.00 0.11 0.01 0.00 0.00

Cc2 —-0.04 -0.01 0.00 0.11 0.02 0.01 -122 -128 -1.28 0.09 0.01 0.01
C3 —-0.07 -0.03 -0.01 0.16 0.08 0.01 -117 -125 -1.28 0.02 0.08 0.01
C4 —-0.08 -0.04 0.16 0.12 -118 -1.22 0.04 0.10
C5 -0.07 -0.07 0.13 0.16 -113 -1.16 0.08 0.02
C5a —0.06 0.16 —-1.18 0.12
Ha" 0.10 0.14 -0.15 0.09

Hbd 0.09 0.10 0.09 0.11 0.14 0.14 0.14 0.15 -0.13 -0.13 -0.13 -0.13 0.11  0.08 0.10 0.06

@ Spherical tensor notation is employed here. To convert int@artesian representatio®yyx = —%on+ %\/§Q22C; Oyy = —%on— %\/§ng0;

Oxy = —3v3Q2s 07z = Quo;
b Benzene: GHg; Coronene: GaH12; HBC: CasHig; DBC: CsqHisg;

¢ Ha hydrogen atoms are connected to C4 carbon atoms.

d Hb hydrogen atoms are connected to C1 carbons in benzen8,darBons in coronene, and to C5 carbons in HBC and DBC.



Table 3.5: Electrostatic interaction energies (kcal Mpbetween atomic charges on water and the

atomic multipoles of the acenes.

Term Benzene Coronene HBC DBC Graptine
Charge-Charge -1.36 —-2.18 —-1.89 -1.57 0.00
Charge-Dipole 1.86 3.20 253 201 0.00
Charge-Quadrupole —2.30  —2.13 —155 —-1.22 -0.69
Total multipole -1.80 -1.11 —-091 -0.77 -0.65
Charge-penetration —1.05 —0.62 -0.62 -0.62 -0.6Z
DFT-SAPT —-2.85 —-1.73 —1.54 —-1.39 (-1.27¢

a8 Modeled by G1gH3g as described in the text.

b Calculated by using atomic quadrupoles @@ —1.28 a.u. on each carbon atom.

¢ The charge-penetration in the electrostatic interactetwben water—graphene is assumed to be the same as between
water and DBC.

d Taken to be the sum of the charge-penetration (from wateG)d charge-quadrupole interactions for the water—

Co16H36 model.
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Table 3.6: Net interaction energies (kcal mblfor water—acene systems.

Method Benzene Coronene HBC DBC MAE
DF-DFT-SAPT -3.17 —3.05 —3.00 (-2.94)

B97-D —-3.24 -3.62 -3.70 -3.61 0.50
PBE+D —3.69 -3.61 —-3.61 -3.49 0.56
BLYP+D -3.12 —-3.37 —-3.48 -3.39 0.32
DCACP-BLYP —-3.08 -3.24 -3.08 -3.10 0.13

Ce/Hirshfeld-BLYP  —2.50 -3.04 -3.11 -3.06 0.22
Ce/Hirshfeld-PBE ~ —3.77 —-4.09 -—-4.16 -4.07 0.98

@ Mean absolute error (MAE) relative to DFT-SAPT results.

b Calculated using the estimated dispersion term from Tatgle

significantly impact the electrostatic interactions betwevater and the acenes). The results for the
various water—acene systems faifR= 3.36 A are summarized in Tab& 5. The charge-charge,
charge-dipole and charge-quadrupole interactions age larmagnitudeX1.2 kcal mot?) for all
acenes considered, with the charge-charge and chargeugadel contributions being attractive
and the charge-dipole contributions being repulsive.réstngly, the charge-dipole and charge-
guadrupole contributions roughly cancel for water—-HBC amader—DBC. The charge-quadrupole
contribution decreases in magnitude with increasing ditieeoacene. This is a consequence of the
fact that the short-range electrostatic interactions wighcarbon quadrupole moments are attrac-
tive while long-range interactions with the carbon quadtap are repulsive. The differences of
the SAPT and GDMA electrostatic energies provide estimattéise charge-penetration contribu-

tions which are found to be 0.62 kcal mot® for water—coronene, water—HBC, and water—DBC

SDue to a small conversion error, the actual electrostatieractions for water-DBC in Tabld.5 differ from
those published in Referend®Q These values should be replaced with the following (in keal1): charge-
charge=-1.44; charge-dipole=1.97; charge-quadrupel&=24; Total multipole=-0.71
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for Rox = 3.36 A.

3.4.2 Dispersion-corrected DFT calculations

The interaction energies of the water—acene complexesfatR3.36 A) obtained using the
various dispersion-corrected DFT methods are reportealieB.6. Of the dispersion-corrected
DFT methods investigated, the DCACP method is the most sstdeat reproducing the DFT—
SAPT values of the interaction energies aixR= 3.36 A. For water—coronene, water—HBC, and
water—DBC the interaction energies obtained with thgH@shfeld method combined with the
BLYP functional are also in good agreement with the DFT-SARIles, although this approach
underestimates the magnitude of the interaction energydter—benzene by about 0.7 kcal mbl
Interestingly, with the exception of the PBE+D approachiled dispersion-corrected DFT meth-
ods predict a larger in magnitude interaction energy forewatoronene than for water—benzene,
opposite from the results of the DFT-SAPT calculations.sTauld be due to the overestimation
of charge-transfer in the DFT methods, with the overesiondieing greater for water—coronene.
Figure3.4.2reports the potential energy curves for the water—coroaexevater—HBC systems
calculated with the various dispersion-corrected DFT mdsh From Figure8(a)and3(b) it is
seen that the DFT+D methods angd/Birshfeld methods both tend to overbind the complexes.
The DFT+D methods with all three functionals consideredthiedZ/Hirshfeld calculations using
the BLYP functional locate the potential energy minimum atcimsmaller Rx values than found
in the DFT-SAPT calculations. It is also seen that the pakehergy curves calculated using
the DCACP procedure differ significantly from the DFT-SARJtgntial for Rox > 4.2 A. Thisis
on account of the fact that the dispersion corrections inBACP method fall off much more
abruptly than R at large R. It appears that part of the success of the DCACRadés actually
due to the pseudopotential terms improving the descriffdhe exchange-repulsion contribution

to the interaction energies.
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Figure 3.3: Potential energy curves for approach of a watdeaale to (a,b) coronene and (c,d)
HBC. The water molecule is oriented with both of the H atomis{gal towards the acene, with the

water dipole moment perpendicular to the plane of the rirsgesys.
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3.4.3 Extrapolation to the DFT-SAPT results to water—graplene

The exchange-repulsion, induction, exchange-disperammhcharge-penetration contributions
between water and an acene are already well converged, @ggiect to the size of the acene,
by water—-DBC. The contributions that have not converged hyewDBC are the non-charge-
penetration portion of the electrostatics and the disper&@lthough the latter is nearly converged).
The non-charge-penetration contribution to the elecitasenergy for water—graphene was esti-
mated by calculating the electrostatic energy of watetgldss using only atomic quadrupoles on
the carbon atoms of the acene. The carbon quadrupole momergstaken to be g = —1.28
a.u., the value calculated for the innermost six carbon atohDBC. We note that this value is
about twice as large in magnitude as that generally assuaregtdphené® This gives an esti-
mate of—0.65 kcal mol ! for the non-charge-penetration contribution to the etestitic energy
between a water monomer and graphene.

Finally we estimate, using atomistid'(jaeij‘6 correction terms, that the dispersion energy is
about 0.05 kcal mot* larger in magnitude in water—graphene then for water-DB@diAg the
various contributions we obtain a net interaction energy-285 kcal mol-! for water—graphene
assuming our standard geometry witgyR= 3.36 A. Rubeget al, extrapolating results obtained
using their DFT/CC method, predicted an interaction enafjy-3.17 kcal mot? for water—
graphene. Interestingly, while Rubetal. conclude the Bx is essentially the same for water—
coronene, water—-DBC, and water—graphene, our DFT-SARladions indicate that & in-
creases by about 0.¥6in going from water—coronene to water—HBC, with an eneayydring of
about 0.05 kcal mof! accompanying this increase opR for water—HBC. We further estimate,
based on calculations on water—benzene, that due to tredsdruncation errors, the DFT-SAPT
energies could be underestimated by as much as 0.1 kcal nidius, we estimate that the “true”
interaction energy for water—graphene at the optimal géxyniee—3.0+ 0.15 kcal mot™1, consis-

tent with the result of Rubest al 112
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3.5 CONCLUSIONS

In this study, we have used the DFT-SAPT procedure to pravaehmark results for the
interaction of a water molecule with a sequence of aceneup4H1g in size. All results
are for structures with the water molecule positioned altbeecentral ring, with both hydro-
gen atoms down, and with the water—acene separation odthioi® geometry optimization of
water—coronene. The magnitude of the interaction enerfyuisd to fall off gradually along the
benzene—coronene—HBC—-DBC sequence. This is on accoumd &dt that the electrostatic con-
tribution falls off more slowly with increasing ring sizeah the dispersion energy grows. We
combine the DFT-SAPT results with long-range electrostatntributions calculated using dis-
tributed multipoles and long-range dispersion interaxgioalculated usingi(;tRij’6 terms to obtain
an estimate of the water—graphene interaction energy.gives a net interaction energy .85
kcal mol~! for water—graphene assuming our standard geometry. Waastthat in the limit of
an infinite basis set and with geometry reoptimization, aeaf —3.0+ 0.15 kcal mof* would
result for the binding of a water molecule to a graphene sheet

We also examined several procedures for correcting DFTulzlons for dispersion. Of the
methods examined, the BLYP/DCACP approach gives intemaathergies that are in the best
agreement with the results from the DFT-SAPT calculatidnsan earlier work, it was shown
that the BLYP functional overestimates exchange-repnlsiantributionst?3 leading us to con-
clude that the pseudopotential terms added in the DCACPRedtoe must also be correcting the
exchange-repulsion contributions.

Although the focus of this work has been on the interactioa wfater molecule with a series
of acenes, the strategy employed is applicable for charaictg the interaction potentials of other
species with acenes and for extrapolating to the grapheme WIthough there is a large number
of theoretical papers addressing the interactions of uannolecules with benzene, relatively lit-
tle work using accurate electronic structure methods has barried out on molecules other than

water interacting with larger acenes.
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4.0 EVALUATION OF THEORETICAL APPROACHES FOR DESCRIBING TH E
INTERACTION OF WATER WITH LINEAR ACENES

This work was published as: Glen R. Jenness Ozan KaraltsaiisA. Al-Saidi and Kenneth
D. JordanThe Journal of Physical Chemistry ASAP, (2011), ASAP

4.1 ABSTRACT

The interaction of a water monomer with a series of lineamase(benzene, anthracene,
pentacene, heptacene, and nonacene) is investigatedaiside range of electronic structure
methods, including several “dispersion”-corrected dgrfsinctional theory (DFT) methods, sev-
eral variants of the random-phase approximation (RPA), b&3ed symmetry-adapted perturba-
tion theory with density fitting (DF-DFT-SAPT), with MP2, éicoupled-cluster methods. The
DF-DFT-SAPT calculations are used to monitor the evolutibthe electrostatics, exchange-
repulsion, induction and dispersion contributions to titeriaction energies with increasing acene

size, and also provide the benchmark data against whichtiee methods are assessed.

*G. R. J. contributed the wavefunction, DF-DFT-SAPT, DFT+DET+D3, and DFT/CC numerical data. O.
K contributed the vdW-TS, DCACP, and RPA numerical data. \WSAcontributed the vdW-DF1 and vdW-DF2
numerical data. G. R. J., O. K., and K. D. J. contributed todiseussion. W. A. S. also gave useful suggestions to the
manuscript.
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4.2 INTRODUCTION

Graphene and graphite are prototypical hydrophobic systehinterest in water interact-
ing with graphitic systems has also been motivated by theoslery that water can fill carbon
nanotubed? One of the challenges in modeling such systems is that erpatal data for char-
acterizing classical force fields are lacking. Even the rbasic quantity for testing force fields,
the binding energy of a single water molecule to a graphemggagphite surface, is not known ex-
perimentally. Several studies have appeared using etectstructure calculations to help fill this
void 1474870112113 136 137,150 152154 However, this is a very challenging problem since most
DFT methods rely on either local or semi-local density fimwdls that fail to appropriately de-
scribe long-range dispersion interactions, which are theidant attractive term in the interaction
energies between a water molecule and graphene (or thesaoi@e used to model graphene).

In a recent study we applied the DF-DFT-SAPT proceffure a water molecule interact-
ing with a series of “circular” acenes (benzene, coroneegabenzo[bc,ef,hi,kl,no,qrJcoronene,
and circumcoronen&®?. These results were used to extrapolate to the binding gioém water
molecule interacting with the graphene surface and alseggrealuable as benchmarks for testing
other more approximate methods. Water—circumcoronenssengially the limit of the size sys-
tem that can be currently be studied using the DF-DFT-SAPfhadetogether with sufficiently
flexible basis sets to give nearly converged interactiomges. In the present study we consider a
water molecule interacting with a series of “linear” acersgecifically, benzene, anthracene, pen-
tacene, heptacene, and nonacene, which allows us to exphayer-range interactions than in the
water—circumcoronene case and also explore in more det¢adfplicability of various theoretical
methods with decreasing HOMO/LUMO gap of the acenes. Therd¢hieal methods considered
include DF-DFT-SAPT, several methods for correcting dgrisnctional theory for dispersion,
including the DFT-D2 and DFT-D3 schemes of Grimme and cokarsi1> 1% vdW-TS scheme
of Tkatchenko and Schefflét® the van der Waals density functional (vdW-DF) functiondls o

Lundqvist, Langreth and co-workef® 157 and the dispersion-corrected atom-centered pseudopo-

TChapter3
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tential (DCACP) method of Rothlisberger and co-workEfs2° Due to computational costs, only
a subset of these methods were applied to water—nonacene.

The results of these methods are compared to those fromasexaarefunction based methods,
including second-order Moller—Plesset perturbatiomtpéMP2) 158 coupled-cluster with singles,
doubles and perturbative triples [CCSD($3]1°% 160 spin-component-scaled MP2 (SCS-MP2),
“coupled” MP2 (MP2C)t30 and several variants of the random phase approximationR®A&or
comparative purposes, we also report interaction enecgieslated using the recently introduced
DFT/CC method12161 which combines DFT interaction energies with atom-atonremions

based on coupled-cluster calculations on water—benzene.

4.3 THEORETICAL METHODS

The base DFT calculations for the DFT-D2 and DFT-D3 procesland the CCSD(T), various
MP2, and DFT-SAPT calculations were performed withMBePRO’3 ab initio package (version
2009.1). The DFT/CC corrections were calculated usingalypmodified version oflOLPRO. The
dispersion corrections for the DFT-D2 and DFT-D3 procesiti?e>® were calculated using the
DFT-D3 program®® of Grimme and co-workers. The DCACP calculations were peréa with
the CPMD33 code (version 3.11.1). The vdW-DF energies were computeeseti-consistently
using an in-house implementation of the Roman—Pérez atet'% methodology and employing
densities from plane-wave DFT calculations carried outgiseVASP codel62165 The RPA and
vdW-TS calculations, including the base DFT (or Hartreekir@alculations required for both
methods, were carried out with tREI-AIMS34 program (version 010110). The calculations with
MOLPRO used Gaussian-type orbital basis sets, those WHIR-AIMS employed numerical atom-
centered basis set$’ and those witltPMD andVASP used plane-wave basis sets. Details about the

basis sets used are provided in Sectir324.3.5
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Figure 4.1: Acenes studied.

Figure 4.2: Placement of the water molecule relative to tiene, illustrated in the case of water—
anthracene. The position of atom type C1 used in Figués labeled. Ry, the distance between

the oxygen atom and the center of the acene is taken to bél3.36
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Figure 4.3: Labeling scheme of the carbon and hydrogen atbhesC1 and H1 atoms are associ-

ated with the central ring as shown in Figyr&.

4.3.1 Geometries

For the acenes, the same geometrical parameters were exdm@syin our earlier study of a
water molecule interacting with circular acerté$j.e., the CC and CH bond lengths were fixed at
1.42A and 1.094, respectively, and the CCC and CCH bond angles were fixeBit Dbviously,
the linear acenes in their equilibrium geometries have geaf CC bond lengths and CCC bond
angles; the fixed values given above were used as it faesitabmparison with our results for
the circular acenes. The experimental gas-phase geomagrysed for the water monomer (OH
bond length of 0.957A and HOH angle of 104.52.92 The water monomer was positioned
above the central ring so that the waterrGtation axis is perpendicular to the plane of the acene
and the oxygen atom is directly above the acene center-ef@iaa distance of 3.36 (obtained
from our earlier optimization of water—coronene). Figdr2 depicts the orientation of the water
monomer relative to the acene, illustrated for the watdhracene case. For water—anthracene,
we also carried out a full geometry optimization at the MBB/ac-pVDZ level to determine the
sensitivity of the interaction energy to geometry relaxatiThese calculations reveal that the net
interaction energy is altered by less than 5% in going fromstandard geometry to the fully

relaxed geometry.
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Table 4.1: Summary of methods and programs used in the ¢stety.

Method Scheme Program

DET_SAPT2 D|_sperS|on energies calculate_mh the Casimir—Polder integral MOLPRO™3
using TDDFT response functions

MP2CL30 Replaces uncoupled Hartree—Fock dispersion terms in MPZMOLPRO

with coupled Kohn—Sham dispersion terms

DFT-D2!15 Adds damped atom-atonﬂeij* 6 corrections to DFT energies DFT-D31%%

Adds damped atom—atomgeij’ e CER{S corrections to

DFT-D3"%° _
the DFT energies

DFT-D3

Adds damped atom—atomgeij* ® corrections, with ('é‘
vdW-TSH6 coefficients determined from Hirshfeld partitioning of thET FHI-AIMS34
charge densities

Applies distance-dependent atom-atom corrections from

DFT/CC2161  CcCSD(T) calculations on model systems to standard MOLPRO?
DFT energies
DCACPL18-120 Adds atom-c_entered pseudopotential terms to correct CPMDL33
ft DFT energies
vdW-DF11%  Incorporates dispersion interactiovia an integral over a In-house code
VAW_DEA57 product of a non-local kerneb(r,r’) and the densities(n) using densities
and r(r’) at two points from VASp162-165
RPA Calculates interaction energies using the random phase FHT—-ATHS

approximation

aDenotes a locally modified version.
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4.3.2 Wavefunction-based methods

The majority of the calculations using Gaussian-type atbitvere carried out using the aug-
cc-pVTZ (AVTZ) basis sef*167 although for a subset of systems and methods, the aug-c&pVQ
(AVQZ) basis set* 187 and the explicitly correlated F12 methd®%17° were used to investigate
the convergence of the interaction energies with respebitgize of the basis set.

The various MP2 calculations were carried out with densitiny (DF) for both the Hartree—
Fock and MP2 contributions (referred to as DF—HF and DF—M&sjectively). The calculations
involving the aug-cc-p¥Z (AV xZ, wherex=T or Q) basis sets utilized the correspondingx&v
JK- and MP2-fitting sets of Weigend and co-worl&® for the DF-HF and DF-MP?2 calcula-
tions, respectively.

As has been noted numerous times in the literature, the MPRaddrequently overestimates
dispersion interactions’! Cybulski and Lytle!?® and Pitonak and HeRelmalii1’2 have sug-
gested simple (and closely related) solutions to this gmblHere we explore the MP2C method
of the latter authors where the uncoupled Hartree—Fock (E)Ghispersion contribution (calcu-
latedvia a sum-over-states expression) is replaced with the colf@bd—Sham (CKS) dispersion
contribution from a time-dependent DFT (TDDFT) calculati(we include this method under
wavefunction-based methods even though it uses the TDD&dedure in evaluating the disper-
sion contribution). Thedorbitals on the carbon and oxygen atoms were frozen in tHaavan of
the response functions required for the dispersion calionls. The MP2C method generally gives
interaction energies of near CCSD(T) quality, but with tbenputational cost scaling as/@ )
(where.# is the number of basis functions) rather than &s/J) as required for CCSD(T)°
For water—benzene, water—anthracene, and water—peatdo€rMP2 and DF-MP2C calcula-
tions were also carried out with the explicitly-correlatet? method%8 172 for the first two cases
in conjunction with the AVTZ and AVQZ basis sets, and for wapgentacene, with the AVTZ basis
set only.

CCSD calculations were carried out for water—-benzene,watéhracene and water—
pentacene. CCSD(T) calculations, which include triplegtaxions in a non-iterative manner, were

carried out for water—benzene and water—anthracene. Toedtle computational cost, the water—
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pentacene CCSD calculations were performed with the ttedcAVTZ basis set described in
Referencel 50F (and hereafter referred to as Tr-AVTZ). We then estimatedfti CCSD/AVTZ

interaction energy for water—pentacerna

E

CCSD/AVTZ _ —CCSD/Tr—AVTZ MP2/AVTZ MP2/Tr—AVTZ
int - Eint + <Eint - Eint : (4'1)

In addition for water—benzene and water—anthracene, CQEIC&SD(T) calculations were car-
ried using the F12 methd8P 170 and the cc-pVTZ-F12 (VTZ-F12) basis Séf.

Interaction energies were also calculated using the smimponent scaled MP2 (SCS—-MP2) of
Grimme}?”in which the antiparallel and parallel spin correlatiomisrare scaled by a numerical
factors ofg and%, respectively. The choice of the antiparallel scaling peeter was motivated
by the fact that the MP2 methods typically underestimatesetation in two-electron systems
by about 20%; the parallel scaling parameter was obtaineuireally by fitting to high-level
QCISD(T) " values of the reaction energies for a set of 51 reacttéhs.

All reported wavefunction-based interaction energietuide the Boys—Bernardi counterpoise

correction®® with the monomer energies being calculated in the full dicetered basis set.

4.3.3 DF-DFT-SAPT

The DF-DFT-SAPT method makes use of DFT orbitals in evalgatie electrostatics and
first-order exchange-repulsion corrections to the intewaenergy? with the induction and disper-
sion contributions (along with their exchange counteg)aralculated from response functio.

In the absence of CCSD(T) results for the larger acenes, BeBT-SAPT? results are used as
benchmarks for evaluating the performance of other methbelén and Janséa® have shown that
for systems dominated by CH-and rt-1T interactions, the DF-DFT-SAPT/AVTZ method gener-
ally reproduces complete basis set limit CCSD(T) intecac@nergies to within 0.05 kcal mol.
Similar accuracy is expected in applying this approach &whater—-acene systems. Indeed, for
water—benzene the interaction energy calculated usinDE&FT-SAPT/AVTZ method agrees
to within 0.03 kcal mot? of the CCSD(T)-F12/VTZ-F12 result (although, as discugsadw, this

fChapter3
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excellent agreement is due to a partial cancelation of gtirothe DF-DFT-SAPT calculations).
The DF-DFT-SAPT, like the DF-MP2C procedure described @pssales as 01 4).”2

The LPBEOAC functiondP was used for the DF-DFT-SAPT calculations. For the asymp-
totic correction inherent in LPBEOAC, the experimentaltieal ionization potentials (IP) from the
NIST Chemistry Webbod¥ were used when available. As the experimental IPs for heptaand
nonacene were not available, these quantities were estinuging the Hartree—Fock Koopmans’

Theorem (KT$7® modifiedvia
IPx = IP>§T + <|P522$£Lr2ﬁ2tal_ lpggntacen; ) (4.2)

where X is either heptacene or nonacene. This results in€/9%rrection to the KT ionization
energies. Although this approach of estimating the IP ctedd to errors of a few tenths of an
eV, these errors do not significantly impact the resultingewaacene interaction energies. For
example, a change of 0.1 eV in the IP of benzene results in K8l mol! change in the
interaction energy of water—benzene. For the density dittthe cc-pVk+1)Z JK-fitting set of
Weigend® was employed for all non-dispersion terms, and theAWIP2-fitting set of Weigend
and co-worker® was used for the dispersion contributions.

We were unable to successfully complete the calculatiomefdispersion energy of water—
nonacene using the DF—DFT-SAPT procedure. However the R2dvprocedure uses a closely
related scheme for evaluating the dispersion energy aresdhe same dispersion contributions
for water—heptacene and water—nonacene, and moreovsraydispersion contribution for water—
heptacene within 0.1 kcal mot of the DF-DFT-SAPT result when used with the LPBEOAC

functional.

4.3.4 DFT-based methods

Among the dispersion-corrected DFT methods, the DFT-D2msei'® which involves the
addition of damped atom-atonjéEs"ij*6 correction terms to the DFT intermolecular energies, is the
simplest scheme. A drawback to the DFT-D2 scheme is the laskrsitivity of the (% coeffi-

cients to the chemical environment. This is partially addes in the DFT-D%° method which
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introduces dispersion coefficients that depend on the auatidn number of the atoms involved
and also includes dampe(gq-8 contributionst®® In the present study, the DFT-D2 and DFT-D3
schemes are used with the PBE revPBEL"” and BLYP43144 density functionals together with
the AVTZ basis set. The resulting interaction energies areected for BSSE using the counter-
poise procedure.

The vdW-TS methotd® also applies damped atom-atorjélqu6 corrections to DFT energies,
but it differs from DFT-D2 in that the z'jcoeﬁicients are adjusted using effective atomic vol-
umes obtained from Hirshfeld partitionitft§ of the charge densities. The vdW-TS calculations
were performed with tier 3 and tier 4 numerical atom-cemtérasis sefé”’ for hydrogen and car-
bon/oxygen, respectively. These basis sets have beemddsigr use inFHI-AIMS. The tier 3
basis set provides a3p2d1f description of the hydrogen atoms, and the tier 4 basis seiges
a 6s5p4d3f 2g description of the carbon/oxygen atoms. The largest vdWedl&ulation, that on
water—nonacene, employed 3864 basis functions.

The DFT/CC method of Rube$ and co-workéfs1 adds to the DFT energy atom-atom cor-
rection terms parameterized to differences between CCBOBE and PBE interaction energies
for water-benzene. The DFT/CC method has been successfdlyto categorize both solf®
and molecule—surface interactiod$.12161 The reference energies used for the DFT/CC calcula-
tions were taken from Referencé$2and178 The base PBE energies for DFT/CC method were
calculated with the AVTZ basis set and were corrected forB88ng the counterpoise procedure.

The dispersion-corrected atom-centered potential (DOAGEhod of Roethlisberger and co-
workerd18120 mo(difies Goedecker—Teter—Hutter (GTH) pseudopotefffitsy adding arf chan-
nel to correct for deficiencies in the density functional &ypd. The calculations with the
DCACPs were carried out with a plane-wave basis set and ysngdic boundary conditions.
This approach was applied to acenes through heptacenel @attalations employed a planewave
cutoff of 3401 eV and a box size of 3016 x 16 A. The high cut-off energy was necessitated by
use of the GTH pseudopotentials.

The vdW-DF1°% and vdW-DF2%’ GGA functionals of Langreth and co-workers represent
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the exchange-correlation energy functional as
Exc [p] _ EX + E(L:DA + EgorHocaI, (4_3)

where the non-local correlation function@°"'°c@) involves integration over the electronic den-

sities (o) at two points ( andr’) with a non-local kerne{® (r,r")),

Epon-local _ %//p(r)d)(r,r’)p(r’) dr dr’. (4.4)

As recommended by the developers, for vdW-DF1 and vdW-Die,révPBE and modified
PW86'? (called PW86R8% exchange density functionals were used, respectivelg. vBBW-DF

calculations were performed with charge densities fiar®P162-165 calculations obtained using
VASP-native pseudopotentials together with a planewave cato800 eV and a supercell with

~ 10A of vacuum in all directions.

4.3.5 RPA-based methods

The random phase approximation (RPA) method is a many-badlyad which treats a subset
of correlation effects (described by ring diagrams) to atlevs!®! There are multiple variants
of the RPA method, and in this work three different RPA schentenoted RPA, RPA+20X,
and RPA/(HF+PBE), are considered. In each case the enectpdas exact exchange contribu-
tions computed using the Hartree—Fock expression usihgretihe Hartree—Fock or Kohn—Sham
orbitals. The RPA plus second-order exchange (RPA+20X)aamtr © adds a second-order ex-
change energy correction to the total RPA energy. In the RFAYPBE) scheme, suggested to us
by Ren and Blund,the RPA/PBE correlation correction is added to the Harffeek energy. For
the RPA and RPA+20X schemes the interaction energies @ataising orbitals from HF, PBE,
revPBE and BLYP calculations are reported. The RPA calmriatwere performed with a modi-
fied tier 3 numerical atom-centered basis set with the higdnegular momentum basis functions
from the full tier 3 basis seti.g. thef functions from hydrogen, thgfunctions from oxygen, and

the f andg functions from carbon) being deleted. In addition, the dsrerbitals were frozen.

50



4.4 RESULTS AND DISCUSSION

Before turning to the discussion on the interaction ensrgigtained using the various theo-
retical methods, it is instructional to examine the trendghie energy gaps between the highest
occupied molecular orbital (HOMO) and lowest unoccupiedenwlar orbital (LUMO) as a func-
tion of the length of the acene. The orbital energies have loeéulated at the Hartree—Fock
level using the 6-31G* basis st 183 This basis was chosen to avoid the low-lying unfilled or-
bitals corresponding to approximate continuum functiéhthat would be present with a basis set
including diffuse functions. The resulting HOMO-LUMO gaae 12.7, 7.9, 5.8, 4.7, and 4.1
eV along the sequence benzene, anthracene, pentaceragdmpptand nonacene. This leads one
to anticipate growing multiconfigurational character ie thavefunctions with increasing length
of the acene. It has even been suggested that the linearsdeeger than pentacene have triplet
ground state$2® although more recent theoretical work indicates that theyetsinglet ground
state$®® as assumed in our study. Referer@s also demonstrates the expected increase in the
multiconfigurational character with increasing lengthlaff acene, raising the possibility that some
theoretical methods may not properly describe the water@mteraction energies for the larger

acenes.

4.4.1 DF-DFT-SAPT Results

From Table4.2, which summarizes the results of the DF-DFT-SAPT calauatiit is seen
that the net interaction energy between the water moleculetlze acene is nearly independent
of the size of the acene. The electrostatic and exchanggsiep contributions both experience
a sizable reduction in magnitude in going from benzene thranene, with these changes being
of opposite sign and approximately compensating for onéh&no The exchange-repulsion con-
tribution is essentially constant from anthracene to nenacwhereas the electrostatic interaction
energy continues to decrease in magnitude along the segjoémcenes, with the change in the
electrostatic energy in going from water—heptacene towatmacene being only 0.03 kcal mél

The induction energy, discussed in more detail below, islpeanstant across the series of acenes
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Table 4.2: Contributions to the DF-DFT-SAPT interactioergies (kcal mot?) of the water—

acene dimers.

Term Benzene Anthracene Pentacene Heptacene Nonacene
EC) —2.82 —2.29 —2.07 201 ~1.98
EV 325 285 2.84 2.85 2.85
E2 ~1.28  -1.22 ~1.24  -1.26 ~1.28
ES 083  0.76 0.76 0.77 0.77
S —0.26 —0.21 ~0.21  —0.20 ~0.21
NetInduction ~—0.71  —0.67 ~0.69  —0.69 —0.72
Etoan ~338 366 —3.72  —379  (-3.78}
Eis 046  0.43 0.43 0.43 (0.43)
Net Dispersion —2.92  —-3.23 -3.29 —3.36 (3.36)
DF-DFT-SAPT —-3.20 —3.34 ~321 321 ~3.21

a As discussed in Sectioh3.3 the DF-DFT-SAPT calculation of the dispersion energy dewanonacene was
unsuccessful. The dispersion energy for water—nonaces¢akan to be the same as that for water—heptacene as
DF-MP2C calculations give the same dispersion energy &sdltiwo systems.

b The exchange-dispersion energy of water—nonacene hasibsemed to be the same as that for water—heptacene.
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Table 4.3: Electrostatic interaction energies (kcal Mpbetween DPP2’ atomic charges on

water and the atomic multipoles of the acenes.

Term Benzene Anthracene Pentacene Heptacene
Charge-Charge -131 -2.36 —2.34 —2.26
Charge-Dipole 1.79 3.33 3.27 3.15
Charge-Quadrupole -2.27 —-2.72 —2.55 —2.44
Charge-Octopole —0.03 0.17 0.26 0.28
Charge-Hexadecapole—0.05  —0.09 -0.11 -0.11

Total multipole -1.87 -1.67 —1.47 -1.39
Charge-penetration —0.95 —0.62 —0.60 -0.62
DF-DFT-SAPT —-2.82 -2.29 —2.07 —-2.01
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Figure 4.4: Differences between Mulliken atomic chargestillielectrons) of the acenes in the
presence and absence of the water monomer. Results artecefooi(a) anthracene, (b) pentacene,

and (c) heptacene.
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while the dispersion energy grows in magnitude from watenzene to water—heptacene, and be-
ing essentially the same for water—heptacene and wateaeraor. The fall off in the electrostatic
contribution is approximately compensated by the growisgersion contribution with increasing
length of the acene.

For benzene, anthracene, pentacene, and heptacene, riie atoltipoles through hexade-
capoles were calculated using a distributed multipoleyam(DMA),10%-193 performed with the
GDMA'93 program and using MP2/cc-pVDZ charge densities fréanssian031%4 calculations.
The resulting atomic multipoles (through the quadruposes) reported in the supporting infor-
mation (SI}. The analysis was not done for nonacene as the atomic mleltipoments for the
carbon atoms of the central ring are well converged by hep&cThe charges, dipole moments,
and quadrupole moments associated with the carbon atonmseafeintral ring undergo appre-
ciable changes in going from benzene to anthracene, butateegssentially unchanged along
the anthracene—pentacene—heptacene sequence. Thestddictinteraction between water and
the acene can be divided into contributions from the permiaatomic moments and charge-
penetration which is the result of the charge density of om@emer “penetrating” the charge
density of the other monomé?.The charge-penetration contributions were estimated biract-
ing from the SAPT electrostatic interaction energies tketebstatic interaction energies calculated
using the distributed moments through the hexadecapolésedadcenes and the point charges of
the DPP2 modéf’ for the water monomer. As seen from TaBl& this procedure gives a charge-
penetration energy 6£0.95 kcal mot?! for water-benzene and abou.6 kcal mot for a water
monomer interacting with the larger acenes. These resdtessentially unchanged upon use of
moments for the acenes obtained using the larger cc-pVTi& bak®’ or when employing higher
atomic multipoles on the water monomer.

The net induction energy is defined q%@,a Eg()_ind+ O(HF), where thed(HF) accounts in
an approximate manner for the higher-order induction amti@xge-induction contributions. The
net induction energies are abou0.7 kcal mol! for each of the water—acene systems. At first

sight the near constancy of the induction energy is someslngtrising. The net induction en-

8In the original publication, the linear acene DMA resultgevgiven in the supporting information. This table has
been included here as Talles.
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ergies can be decomposed into a sum of three contributidgosyi@ polarization, charge-flow
polarization, and intermonomer charge-tranSferThe nature of the charge-flow polarization is
illustrated in Figure4.4 where we report the change in the atomic charges of antheagsm-
tacene, and heptacene caused by the presence of the wageuraolThese results were obtained
from Mulliken population analyst§® of the Hartree—Fock/cc-pVDZ wavefunctions of the water—
acene complexes. As expected, the electric field from thenmablecule causes flow of electron
density from remote carbon atoms to the central ring. Usiegatomic charges from the Mulliken
analysis, we estimate that charge-flow polarization anermonomer charge-transfer combined
contribute roughly half of the induction energy for the wateene systems, and that these contri-
butions are relatively independent of the size of the ac&has, the insensitivity of the induction
energy with the size of the acene can be understood in tertie e€latively small contributions
of atomic polarization in these complexes.

The dispersion contribution grows by 0.31 kcal mbin magnitude in going from water—
benzene to water—anthracene, by 0.06 kcalthoi going from water—anthracene to water—
pentacene, and by another 0.07 kcal mtdh going to water—heptacene. For water—anthracene
the dispersion contribution to the interaction energy arlyddentical to that for water—heptacene.

These changes are small compared to the net dispersiofbcaiatns (defined asﬁer Eg()_disp).

4.4.2 Basis set sensitivity of the interaction energies

Before considering in detail the interaction energies iolethwith the other methods, it is use-
ful to first consider the sensitivity of the results to theibagts employed. In Tabke4, we report
for water—benzene and water—anthracene interaction iesesgtained using the DF—MP2, DF—
MP2C and DF-DFT-SAPT methods, in each case with both the ARTZ AVQZ basis sets. In
addition, for the DF—-MP2 and DF—-MP2C methods, F12 resuisrenluded. The DF-DFT-SAPT
interaction energies increase by 0.06—0.10 kcalthi magnitude in going from the AVTZ to the
AVQZ basis set, whereas the corresponding increase in theVIPR and DF—MP2C interaction
energies is 0.09-0.15 kcal mdl Moreover, with the latter two methods, the interactionrggpe

increases by another 0.05-0.08 kcal mdh magnitude in going from the AVQZ basis set to the
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Table 4.4: Influence of the basis set on the water—benzenwated—anthracene interaction ener-

gies (kcal mot?).

Theoretical Method AVTZ AVQZ

Water-benzene

DF-MP2 -3.28 —-3.39
DF-MP2-F12 —-3.47 -3.47
DF-MP2C —-3.06 —-3.20

DF-MP2C-F12 -3.25 -3.27

DF-DFT-SAPT -3.20 —-3.30

Water—anthracene

DF-MP2 —-3.66 —-3.77
DF-MP2-F12 —-3.85 -3.84
DF-MP2C -3.17 -3.29
DF-MP2C-F12 -3.35 -3.37

DF-DFT-SAPT -3.34 -3.40
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F12/AVTZ procedure. The changes in the DF—-MP2 and DF—MP2€antion energies in going
from the F12/AVTZ to the F12/AVQZ approaches are 0.02 kcalThor less. These results jus-
tify the use of the DF—-DFT-SAPT/AVTZ approach to provide igmchmark results for assessing
other theoretical methods.
Thus for the MP2 and MP2C methods, the CBS-limit interacénargies are about 0.2
kcal mol~! larger in magnitude than the results obtained using the AWags set. A similar sen-
sitivity to the basis set is found for the CCSD(T) interantemergy of water—benzene as seen from
Table4.5 Moreover, the DF-MP2C and CCSD(T) procedures give neddgtical interaction en-
ergies (we revisit the DF—MP2C interaction energies in e 8ection). It is also found that the
DF-DFT-SAPT calculations with the AVTZ basis set give iatgion energies within a few hun-
dredths of a kcal mott of the MP2C and CCSD(T) results obtained using the AVQZ/F&ghod.
Although the interaction energies calculated with the DFFESAPT method are less sensi-
tive to the basis set than those calculated with the DF—MR2QGSD(T) methods, it is clear that
in the CBS-limit the DF-DFT-SAPT interaction energies vebbe about 0.1 kcal mot larger
in magnitude than those obtained using the AVTZ basis setjtieg in slight overbinding of the

water—acene complexes.

4.4.3 Wavefunction-based results

Although the Hartree—Fock approximation predicts a momictéall off in the magnitude of
the interaction energy with increasing size of the acengjsmot the case for the DF-DFT-SAPT
method, the various DF—-MP2 methods, or for the CCSD methoeath of these methods, the
interaction energy increases in magnitude in going fromewditenzene to water—anthracene and
then drops off for the larger acenes. The origin of this beiras clear from analysis of the results
in Table4.2 and Table Si Namely, the carbon atoms of benzene carry a greater negdtarge
than do the carbon atoms of the central ring of the large a;araising the exchange-repulsion
energy to be greater in the case of water—-benzene. This fadtw primarily responsible for the

smaller in magnitude interaction energy in water—benzkae in water—anthracene.

Table4.8
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Table 4.5: Net interaction energies (kcal mblfor the water—acene systems as described by wave-

function based methods.

Method Benzene Anthracene Pentacene Heptacene Nonacene
DF-DFT-SAPT —-3.20 -3.34 -3.21 -3.21 -3.21
DF-HF —-0.74 —0.48 —0.29 —0.23 -0.21
DF-MP2 -3.28 —3.66 —-3.63 —3.62 -3.61
DF—-MP2-F12 -3.47 -3.85 -3.80

DF-SCS-MP2 —2.61 —2.87 —2.82 —2.80 —2.79
DF-MP2C —3.06 -3.17 —-3.06 —-3.02 -3.01
DF-MP2C-F12 —-3.25 -3.35 -3.23

CCsD —2.63 —2.77 —2.69

CCSD-F12a —-2.80 —2.89

CCSD-F12b —2.76 —2.85

CCSD(T) -3.05 —-3.26

CCSD(T)-F12a —-3.21 -3.37

CCSD(T)-F12b —-3.17 -3.33
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The interaction energies for the wavefunction based metlaoel presented in Tabde5 For
water—benzene, water—anthracene, and water—pentaced-#iMP2—F12 calculations overesti-
mate the binding energies by 0.27-0.59 kcal Mah magnitude, with the discrepancy growing
with increasing size of the acene. On the other hand, the BB—8$1P2 method underestimates
the magnitude of the total interaction energies by 0.39 &4 &cal motl. Comparison of the
CCSD and CCSD(T) results for water—benzene and water-sangthe shows that the inclusion of
triple excitations increases the interaction energies agmtude by 0.4-0.5 kcal mot. Thus it
appears that the underestimation of the magnitude of tleeaction energies with the DF—-SCS—
MP2 method is due to the neglect of triple excitations.

The close agreement of the DF-MP2C, DF-DFT-SAPT and CCSD{@raction energies for
the water—acene systems warrants further discussion. aNekktainalysis of wavefunction-based
SAPT [SAPT(HF)}%13 calculations on water—-benzene reveals that intramonooreelation a
—0.1 kcal mol! contribution to the dispersion portion of the interactiorery and a positive
contribution to both the exchange and electrostatic doumtions to the interaction energy, with
the net change in the exchange plus electrostatics inienan¢ing 0.65 kcal moit. On the other
hand, in the DF-MP2C approach there is a change®® kcal mol?! in the dispersion energy
upon replacing the uncoupled Hartree—Fock dispersiorritomion with the coupled Kohn—Sham
value.

Thus the good agreement between interaction energieseldtaiith the DF—-MP2C method
and DF-DFT-SAPT approaches appears to be is due in part tacalation of errors in the for-
mer. A closer examination of the SAPT(HF) results for intcarmmer correlation on the dispersion
energy reveals that there are both large positive and wvegadirections. It appears that although
the DF-MP2C method does not recover the 0.65 kcaltobntribution of correlation effects to
the exchange and electrostatic energies, this is compmehbgtthe failure to recover the0.68

kcal mot~! change in the dispersion energy due to intramonomer triflgagions.

60



Table 4.6: Net interaction energies (kcal mb)lfor the water—acene systems as described by DFT-

based methods.

Method Benzene Anthracene Pentacene Heptacene NoRackiEP
DF-DFT-SAPT -3.20 -3.34 -3.21 -3.21 -3.21

PBE -1.87 -1.50 —-1.36 —-1.32 —-1.31 1.76
PBE+D2 —-3.66 —3.69 —3.60 -3.57 —3.56 0.38
PBE+D3 -3.60 -3.75 —-3.67 —3.65 —3.64 0.43
PBE+D3/TZ —-3.41 -3.54 —-3.45 —3.43 —-3.42 0.21
revPBE -0.23 0.14 0.29 0.32 0.33 3.41
revPBE+D2 -3.21 -3.50 —3.44 —-3.42 —-3.42 0.16
revPBE+D3 -3.50 -3.75 —3.68 —3.66 —3.65 0.41
revPBE+D3/TZ —-3.41 —3.66 —3.58 —3.56 —3.55 0.31
BLYP -0.27 0.21 0.35 0.37 0.38 3.44
BLYP+D2 -3.13 -3.29 -3.23 -3.22 —-3.22 0.03
BLYP+D3 -3.59 -3.83 —-3.77 —-3.75 —-3.75 0.50
BLYP+D3/TZ¢ —-3.23 -3.47 —-3.41 -3.39 -3.39 0.14
vdW-TS/PBE -3.77 -4.01 —-3.94 -3.92 -3.89 0.67
vdW-TS/BLYP —-250 -2.77 —2.68 —2.65 —2.64 0.59
DFT/CC -3.23 -3.38 -3.31 -3.29 -3.29 0.06
DCACP/PBE —-2.70 -2.62 —2.48 —2.45 0.68
DCACP/BLYP -3.08 -3.30 -3.25 -3.23 0.05
vdW-DF1 —-2.89 -3.30 —-3.38 -3.27 0.14
vdW-DF2 -3.21 -3.38 -3.29 -3.27 0.05

@ Only a subset of methods were applied to nonacene to checkiwergence with respect to system size in the
interaction energies.

b Mean absolute error (MAE) relative to DF-DFT-SAPT. MAEs wealculated only for benzene through nonacene
when water—nonacene interaction energies are availdbéettey were calculated for benzene through heptacene.

¢ D3/TZ denotes DFT-D3 parameters optimized with AhlrichBVPP basis set. See Refereridsbfor more
information.
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4.4.4 DFT-based results

Table4.6reports interaction energies obtained using the PBE, reyBBd BLYP density func-
tionals with and without correcting for long-range dispens In considering these results, it should
be kept in mind that while GGA functionals do not capture lwagge dispersion interactions, they
can describe short-range dispersion, and also that sopersiien-corrected DFT methods, such as
DCACP and DFT-D actually correct for deficiencies in DFT ottiian the absence of long-range
dispersion interaction$®

From Table4.6it can be seen that while the PBE functional recovers abdfioh#he total
interaction energies for the water—acene systems, théieard BLYP functionals predict bind-
ing only in the water—benzene case. The failure to obtaimbaomplexes with the BLYP and
revPBE functionals is due to their larger (compared to PB&Ehange-repulsion contributiof$?
Indeed this behavior of the revPBE functional was the mabwefor the switch from revPBE in
vdW-DF1 to PW86 in vdW-DF2°7

The DFT-D2 method does well at reproducing the DF-DFT-SAR@raction energies with
mean absolute errors (MAESs) of 0.39, 0.15 and 0.02 kcalinfar PBE, revPBE, and BLYP, re-
spectively. For all of the density functionals consideithé, DFT-D3 approach overestimates the
magnitude of the interaction energies by about 0.5 kcalfolThis overestimation is partially
reduced if one uses the DFT-D3 parametrization based onzW®mF° basis séf° (denoted as
DFT-D3/TZ in Table4.6).

The vdW-TS procedure based on the PBE functional overetitlae magnitude of the total
interaction energies, with a MAE of 0.67 kcal mé) while the vdW-TS procedure based on the
BLYP functional considerably underestimates the mageitefthe interaction energies. Given the
fact that the vdW-TS method employs dispersion correctioaisdepend on the chemical environ-
ments, it is surprising that it performs poorer than DFT-D2the water—acene systems.

The DFT/CC method gives interaction energies very closea®F—DFT-SAPT results (MAE
of 0.05 kcal mot?). The DCACP/BLYP approach also gives interaction energiesxcellent
agreement with the DF-DFT-SAPT results (MAE of 0.06 kcal mpivhile the DCACP/PBE ap-
proach, on the other hand, does not fair as well (MAE of 0.68 kwl1). Both the vdW-DF1
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and vdW-DF2 functionals give interaction energies closth¢oDF-DFT-SAPT values, with the
vdW-DF2 proving more successful at reproducing the trerttiéninteraction energies along the

sequence of acenes obtained from the DF—-DFT-SAPT calonsati

445 RPA-based results

As seen from Tablet.7, the RPA calculations using HF orbitals give interactiorergres
about 0.9 kcal mol! smaller than the DF-DFT-SAPT results. The errors are refitcabout
0.6 kcal mott when using RPA based on DFT orbitals for each of the threetifomals consid-
ered. The underestimation of the interaction energies pauagntly a consequence of the limita-
tions in the RPA method at describing short-range coraatatiffects (which are not recovered by
a sum over ring diagrams only). Interestingly, Scuseria@nd/orkers have shown that the RPA
method based on Hartree—Fock orbitals corresponds to amapyate coupled-cluster doubles
approximationt®® The present PBA/HF calculations on water—-benzene, wattracene, and
water—pentacene gives binding energies 0.25-0.38 kcal'nsahaller in magnitude than the cor-
responding CCD results (which, in turn, are nearly idehticéghe CCSD results in Tabke.5).

The RPA+20X method does not correctly reproduce the trettteiimteraction energies along
the sequence of acenes. It appears that the small HOMO/LUMS i the DFT calculations on
the larger acenes result in non-physical second-orderaggehcorrections. There is a significant
improvement in the interaction energies as calculated WighRPA/(HF+PBE) method, which
gives interaction energies 0.2—0.3 kcal mosmaller in magnitude than the DF-DFT-SAPT re-
sults, which in turn are expected to be about 0.1 kcafthemaller in magnitude than the exact
interaction energies for the geometries employed. Howévismpossible that the improved results
obtained with this approach are fortuitous as it obviouslgginot address the problem of RPA not

properly describing short-range correlation effects.
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Table 4.7: Net interaction energies (kcal mblfor the water—acene systems as described by RPA

methods.

Method Benzene Anthracene Pentacene Heptacene NoRackiEP
DF-DFT-SAPT -3.20 -3.34 -3.21 -3.21 -3.21

RPA/HF —2.38 —2.42 —-2.31 —2.27 —2.25 0.91
RPA/PBE —2.60 —2.70 —2.62 —2.59 0.61
RPA/revPBE —-2.52 —2.69 —-2.61 —2.59 0.64
RPA/BLYP —2.54 —2.73 —2.66 —2.63 0.60
RPA+20X/HF —2.56 —2.53 —2.38 —2.37 0.78
RPA+20X/PBE -3.18 —-2.91 —2.66 —-2.25 0.49
RPA+20X/revPBE —3.15 -3.01 —2.76 0.28
RPA+20X/BLYP -3.19 —-3.03 —2.78 0.25
RPA/HF+PBE —2.90 -3.11 —3.05 —-3.02 0.22

a0nly a subset of methods were applied to nonacene to checkfwergence with respect to system size in the
interaction energies.

b Mean absolute error (MAE) relative to DF-DFT-SAPT. MAEs wealculated using results for benzene through
nonacene when water—nonacene interaction energies aiahézelse they were calculated for benzene through
heptacene.
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Figure 4.5: Long-range interactions of water—benzeneutatied with various methods.
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4.4.6 Long-range interactions

All of the results discussed above have been for a watereamamplex with the water—acene
separation close to the potential energy minima (for tharassl orientation). Figuré.5 plots the
long-range interaction energies of various theoreticahods. For the DF-DFT-SAPT method the
sum of the dispersion and exchange-dispersion contrifmit®oplotted, and for the DCACP/BLYP
the difference between the interaction energies with anlout the DCACP correction is plotted.
For the DFT-D3/PBE method the dispersion contributionasgtpt. For the vdW-DF1, vdW-DF2,
and RPA approaches, the differences of the correlatiorgaseof the dimers and the correlation
energies of the monomers are plotted (using only the noal-marrelation terms in the case of the
vdW-DF methods).

From Figured.5, it is seen that the DFT-D3/PBE curve closely reproduceBHeDFT-SAPT
dispersion curve, indicating that this method is propedgatibing the dispersion energy in the
asymptotic region. Both the vdW-DF2 and DCACP/BLYP methgigie dispersion contributions
that fall off too rapidly for Ryx > 5.5 A (as noted in Referenc#92, the vdW-DF2 tends to un-
derestimate the £xoefficientd??). The vdW-DF1 curve, while being close to the SAPT curve for
R > 8 A, is much more attractive than the DF-DFT-SAPT curve fex R 7.5 A.

The long-range interaction energy from the RPA/PBE catauia is repulsive from Bx = 5.5
to 10A (the longest distance considered). This is due to the Fattthe correlation correction in
the RPA method also describes the intramonomer correlatibich alters the electrostatic inter-

action between the water monomer and the benzene molecule.

4.5 CONCLUSIONS

In the current study we examined the applicability of a largmber of theoretical methods for
describing a water molecule interacting with a series afdimacenes. The DF—-DFT-SAPT calcu-
lations, which provide the benchmark results against wthiehother methods are compared, give

interaction energies of water—benzene, water—anthrag&ter—pentacene, and water—heptacene,
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ranging from—3.20 to—3.24 kcal mot*. This small spread in interaction energies is largely due
to the fact that the decreasing magnitude of the electrostderaction energy with increasing
size of the acene is partially compensated by the growinghégnitude) dispersion contribution.
The DF—-MP2C-F12/AVTZ approach, gives interaction enargieexcellent agreement with the
DF-DFT-SAPT results, although this good agreement appedrs due, in part, to a cancelation
of errors in the DF-MP2C method.

Four of the DFT-corrected methods considered — BLYP-D2, B€MLYP, DFT/CC and
vdW-DF2 — are found to give interaction energies for the wateene systems very close to the
DF-DFT-SAPT results. The revPBE-D2, BLYP-D3/TZ, vdW-D&iid PBE—-D3/TZ approaches
also are reasonably successful at predicting the interaetnergies at our standard geometries.
However these successes do not necessarily carry overdoggbmetries. In particular, as seen
in Figure4.5, both the DCACP and vdW-DF2 methods underestimate longerdispersion inter-
actions in magnitude.

Even though the HOMO/LUMO gap decreases with increasing cizhe acene, there is no
indication that any of the methods considered are encaungtproblems in the calculation of the

water—acene interaction energy even for acenes as larggaseane.
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4.7 SUPPORTING INFORMATION
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Table 4.8: Multipole moments (in atomic units) for the carland hydrogen atoms of benzef@Hsg), anthracen€Ci4H10),

pentacenéCy4H12), and heptacen@CsoH1s).

Atom Type Q20 |Q22¢+ 224

CeHe Ci4Hio CogHio CaoHig CeHe CisHio CosHiz CsoHig CeHe Ci4aHio CogHip CaoHig CeHs CisHio CosHip CgoHis
C1l —-0.09 -0.06 -0.06 -0.06 0.11 0.15 0.16 0.16 -1.14 -1.18 -1.18 -1.17 0.09 0.12 0.12 0.12
Cc2 —-0.05 -0.05 -0.05 0.11 0.12 0.12 -1.22 -1.23 -1.23 0.11 0.13 0.13
C3 —-0.07 -0.06 -0.06 0.16 0.16 0.16 -1.16 -1.18 -1.17 0.03 0.12 0.12
C4 —-0.08 -0.05 -0.05 0.12 0.11 0.12 -1.14 -122 -1.22 0.09 0.12 0.13
C5 —-0.07 -0.06 0.16 0.16 -1.16 -1.18 0.03 0.12
C6 —-0.08 -0.05 0.12 0.11 -1.14 -1.22 0.09 0.12
Cc7 -0.07 0.16 -1.16 0.03
C8 —-0.08 0.12 —-1.14 0.09
H1 0.09 0.10 0.10 0.10 0.14 0.15 0.15 0.15 -0.13 -0.13 -0.13 -0.13 0.11 0.06 0.05 0.05
H2 0.10 0.10 0.10 0.14 0.15 0.15 -0.13 -0.13 -0.13 0.08 0.05 0.05
H3 0.09 0.10 0.10 0.14 0.14 0.14 -0.13 -0.13 -0.13 0.11 0.08 0.08
H4 0.09 0.09 0.14 0.14 -0.13 -0.13 0.11 0.11




APPENDIX A

APPENDIX INTRODUCTION

AppendicesB and C include two papers to which | have contributed, but was netfitst
author. For the paper reproduced in Appendx | contributed the SAPT and the LMO-EDA
interaction energies in addition to the discussion. Forpghper reproduced in Appendi&, |
contributed the two- and three-body SAPT interaction eesrgsed in the fitting of the DPP2

water model.
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APPENDIX B

ASSESSMENT OF THE PERFORMANCE OF COMMON DENSITY FUNCTIONAL
METHODS FOR DESCRIBING THE INTERACTION ENERGIES OF (H ,0)g
CLUSTERS

This work was published &s Fangfang Wang, Glen R. Jenness, Wissam A. Al-Saidi, and
Kenneth D. Jordaiihe Journal of Chemical Physick32, (2010), 134303-1-134303-8

B.1 ABSTRACT

Localized molecular orbital energy decomposition analySDA) and symmetry-adapted per-
turbation theory (SAPT) calculations are used to analyettand 3-body interaction energies of
four low-energy isomers aH,0)g in order to gain insight into the performance of several papu
density functionals for describing the electrostatic,hate-repulsion, induction, and short-range
dispersion interactions between water molecules. Theggrrcomposition analysis indicate that
all density functionals considered significantly ovemastie the contributions of charge-transfer to
the interaction energies. Moreover, in contrast to somgiasithat state that DFT does not include

dispersion interactions, we adopt a broader definition amdlade that fo(H,O), the short-range

*Reprinted with permission from. Chem. Phys132, (2010), 134303-1-134303-8. Copyright 2010, America
Institute of Physics
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dispersion interactions recovered in the DFT calculat@esount about 75% or more of the net

(short- plus long-range) dispersion energies obtainad tiee SAPT calculations.

B.2 INTRODUCTION

Density functional theory (DFTJ31%° has emerged as the method of choice for the calcula-
tion of the electronic structure of complex materials. Hegrethere are many important systems
for which the commonly used density functional methods ateadequat&> 196198 Key among
these are systems in which dispersion interactions arertauo and this has generated consid-
erable interest in the development of procedures for cong®FT for long-range dispersion
interactionst14 116122156 199-205 | racent years, several simulations of liquid water usiegsity
functional methods have appear®&21° Not surprisingly, this has generated debate about the
role of dispersion interactions for various properties afey?0"211212

In order to gain insight into the suitability of various dé@gpgunctional methods for charac-
terizing water, several groups have studied the low-engrgy cage, prism, and book forms of
(H20),117201213215 for which high-levelab initio calculations are feasibf8%216217 Although
calculations with the Hartree—Fock (HF) and with geneegligradient (GGA) or hybrid density
functionals predict the ring isomer to be the most st&d®leyiP2218 and CCSD(TY® calculations
predict it to be the least stable of these four isoni€k€16217 This has been attributed to the
greater importance of dispersion interactions in the caglepaism isomers than in the more open
book and ring isomer®1213 |ndeed, significant improvement in the relative energietheffour
isomers is achieved upon inclusion of corrections for disip@, either with damped atom-atom
CiéRij‘ 6 correction&® or by use of the vdW-DF approach of Langreth and co-work&&!>

In the present work, we use energy decomposition methodssesa the performance of sev-
eral popular DFT functional methods for characterizingitheraction energies of four low-energy
isomers of(H,0)s. For each cluster, the net interaction energies and thei8-2-and higher-

body contributions are calculated using five popular dgrfsiictional methods as well as using
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the Hartree—Fock, MP2, and CCSD(T) methods. In additioa,2hand 3-body interaction en-
ergies are decomposed into electrostatic, exchangesiepulpolarization, charge-transfer, and
short-range dispersion contributions using symmetrypsathperturbation theory (SAP¥)and
localized molecular orbital energy decomposition analysMO—-EDA). Two different EDA pro-
cedures — the localized molecular orbital (LMO—EDA) metld®u and Li® and the absolutely
localized molecular orbital (ALMO—EDA) method of Head—@on and co-workefs— are used.
The former provides estimates of the electrostatic, exggarpulsion, induction, and short-range
dispersion contributions recovered in the various DFT oeéshand the latter allows for the sepa-

ration of the induction contributions into polarizationdacharge-transfer components.

B.3 METHODOLOGY

The low-energy ring, cage, prism, and book isomergHfO), considered in this work are
depicted in Figur@®1. All results are reported for structures optimized at the2XéBg-cc-pVD 20
level, under the constraint of rigid monomers. The exchasayeelation functionals examined,
include the BLYP43144 pw91219 and PBE*? generalized-gradient (GGA)-type functionals, as
well as the B3LYP*4220-222 gnd PBE®® hybrid functionals, which contain a component of the
exact exchange. The BLYP, PW91, and PBE functionals hay®eatlh employed in simulations of
liquid water206-209

The net interaction energy of a cluster witimonomers can be decomposed into one- through
n-body interactions, where the one-body term is due to thengéxacal distortion of the monomers

upon incorporation into the cluster, and the 2- and 3-bothrattions are defined by

N—-1 N
AE, = E(i,j)—E®l) —E(] B.1
2 i;j_Zi—l[ (i,j) —E(i) —E(j)] (B.1)
and
N-2 N-1 N
AE3 = > [EG, k) —E(i, j) —E(i,k) — E(], k) + E(i) + E(j) + E(k)] (B.2)
i=1 j=1+1k=]+1
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Figure B1: Structures of the four low-energy isomergt#O), studied in this paper.

where E{), E(,]j), and E(,j,k) are, respectively, the energies of the monomelimer ¢, ), and
trimer (,j,K) cut out of the full clustef23-226 Analogous expressions exist for the 4- and higher-
body interaction energies. Thebody expansion is expected to converge rapidly for wates-cl
ters?26-228 gnd as a result, we report 4+5+6-body interaction energl#ajned by subtracting the
2- and 3-body interaction energies from the net interactioergies, rather than individual 4-, 5-,
and 6-body interaction energies.

The net interaction energies and the 2-, 3-, and 4+5+6-bodjributions to the interaction
energies of the foufH20)g isomers were calculated using each of the above densityidunad
methods as well as using the HF, MP2, and CCSD(T) methods {®tlne use of rigid monomers,
the one-body terms are zero.) The DFT calculations wereopadd using the aug-cc-pVTZ
(AVTZ) '4167 phasis set, and the HF and MP2 calculations were performed tisé aug-cc-pV5Z
(AV5Z7)229 basis set. The CCSD(T)/AV5Z energies were estimated by aongpCCSD(T) ener-
gies calculated with the aug-cc-pVDZ (AVDZH167 basis set and MP2 energies calculated with
the AVDZ’4167 and AV5222° basis sets as described by EquatiBr3:

E[CCSD(T)/AV5Z] ~ E[CCSD(T)/AVDZ] + E[MP2/AV5Z] — E[MP2/AVDZ]  (B.3)
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The SAPT procedure adopts as its initial wave function tloelpct of the Hartree—Fock wave
functions of the non-interacting monomers, and uses ption theory to separate the various
terms comprising the interactions between monomers. mgeh&ffects are accounted for by
exchange of electrons between orbitals localized on @iffemonomers. This gives a decompo-
sition of the net interaction energy into electrostaticghe@nge-repulsion, induction, dispersion,
exchange-induction and exchange-dispersion contribsiti€harge-transfer contributions are in-
corporated in the induction terms. For the various 2-bodytridoutions, corrections due to in-
tramonomer correlation were also calculatédThe SAPT calculations were carried out using
the AVTZ (2-body) and AVDZ (3-body) basis sets, and are frebasis set superposition errors
(BSSE)®3

The LMO-EDA method is used to decompose the interactiorgéegemto electrostatic,
exchange-repulsion, intermonomer correlation, and itidn@ontribution$ In the LMO-EDA

method, as applied to DFT, intermonomer correIaIQE@B) is calculated using

Ec® = Ec[pas] — (Ec[pa] + Ec[pg]) (B.4)

wherepag andp, g denote the total Kohn—Sham charge densities of the dimettentivo non-
interacting monomers, respectively. The intermonomeretation can also be interpreted as the
short-range contribution to the dispersion energy. The A-NMEDA method is used to dissect
the induction interactions into polarization and changansfer contributions, where polarization
refers to the distortion of the charge density of a monomertduhe electric fields from the other
monomers. Both the LMO-EDA and ALMO-EDA calculations weaeried out using the AVTZ
basis set and included counterpoise corrections for BS®fsodgh one can question whether
these decomposition procedures are fully consistent Wwetphilosophy of density functional the-
ory, we believe that they can serve as valuable tools in sisgethe performance of various DFT
functionals.

It should be noted that the exchange-repulsion energiesistaf both exchange and repulsion

contributions. (In the DFT literature, it is common to rejpthre exchange only portions of the
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exchange-repulsion energies.) At the Hartree—Fock leuwblemry, the 2-body exchange contribu-
tion is given in terms of the exchange integrals involvijﬁb, wherei and | are identified with two
different monomers, whereas the repulsion contributienlires integrals over the kinetic energy
and electron-nuclear Coulombic operators, with the fordueninating?3°

The MP2 geometry optimizations and single-point calcalatiof then-body energies were
performed usin@aussian03%4 andMOLPRO,’3 respectively. The ALMO-EDA calculations were
performed withQ-CHEM3. 2,111 the LMO—-EDA calculations were performed withMESS,32 and
the SAPT calculations were carried out with 81°T2008231 andsAPT3b232 programs interfaced

with the ATMOL 1024233 integral and SCF routines.

B.4 RESULTS AND DISCUSSION

B.4.1 Net Interaction Energies

FigureB2 reports the net interaction energies of the f@dsO), isomers obtained at the vari-
ous levels of theory. As noted in previous studies, the MRR@G@SD(T) interaction energies are
very similar?13234235 However, higher-order correlation effects do play a miraeywith the
prism, cage, and book isomers calculated to be, respegt¥, 0.3, and 0.1 kcal mot more
stable at the CCSD(T)/AV5Z than at the MP2/AV5Z level, wite stability of the ring isomer
is essentially unaffected by inclusion of higher-orderelation effects. At the CCSD(T) level of
theory the prism isomer is predicted to be the most stablelendng isomer the least stable, lying
1.6 kcal moft higher in energy. All density functional methods considepeedict the book and
ring isomers to be more stable than the prism and cage ispmeagreement with the Hartree—
Fock calculations but in contrast to the MP2 and CCSD(T)uatons.

While the HF and BLYP calculations both predict the ring isorto be about 2.2 kcal mot
more stable than the prism isomer, this energy differenopsito 1.7 kcal moit with the B3LYP
functional and to only 0.8 kcal mot with the PBE, PBEO, and PW91 functionals. Hence, it is

clear that there are factors other than the neglect of lange dispersion interactions in the DFT
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Figure B2: Net interaction energies of t{td,O), isomers from different theoretical methods.

calculations contributing to the discrepancies betweem#t interaction energies calculated using
the CCSD(T) and DFT methods.

B.4.2 Two-body Energies

The 2-body energies for the fogH,0)4 isomers are reported in FiguB3. The PBE and
PBEO functionals give 2-body energies fairly close to theSDCT) values, while the BLYP and
B3LYP functionals considerably underestimate and the P¥/@dtional overestimates the 2-body
energies in magnitude. All methods considered — HF, MP2, @Q§ and DFT — predict the
relative stabilities to be ringc book < cage~ prism when only 2-body energies are considered,
with the prism-ring energy difference being 1.1 kcal mdlor the HF method and 5.4 kcal mdi
for the CCSD(T) method. The PW91, PBE, and PBEO functioniaks grism-ring 2-body energy
differences of 3.8-5.5 kcal mot, while the BLYP and B3LYP functionals give prism-ring 2-lyod

energy differences about three times smaller than the CCSB§ult. The ensuing analysis of the
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Figure B3: 2-body interaction energies of tft¢,O), isomers from different theoretical methods.

individual contributions to the 2-body energies providesght into the origins of this behavior.

Figure B4 reports the electrostatic, exchange-repulsion, indo¢ctamd dispersion contribu-
tions to the 2-body interaction energies of ift¢,0)s. The electrostatic energies from the HF
and SAPT calculations vary only slightly across the seriefor hexamers. The inclusion of
intramonomer correlation corrections in the SAPT procedueakens the electrostatic interaction
energies relative to their Hartree-Fock values by 1.0—&d8 knoft. With the SAPT method the
electrostatic energy for the prism isomer is about 1 kcatrhahore attractive than for the ring
isomer. The electrostatic interaction energies assatiaid the various density functional meth-
ods and determined using the LMO—EDA analysis fall withi lZcal mol! of the SAPT results,
with the PBEO functional giving electrostatic energiesselst to the SAPT results. However, the
DFT methods give larger electrostatic energy differen@8-.9 kcal motl) between the ring
and prism isomers than found in the SAPT calculations.

In the SAPT procedure inclusion of intramonomer correfatireases the exchange-

repulsion energies of each of the foii,0)4 isomers by about 9 kcal mot compared to their

78



3

L Electrostatics ]
105

[ —4—HF -

[ ——BLYP !

Energy (kcal/mol)

75 —s—ppe 100 | -
L Induction =¥=PWIl Exchange-Repulsion
20 | = PBEQ
= L ——B3LYP L
£ [ b SAPT [
525 [
= L 90
TR -
& I
o r L
< 30 ;—ﬂ_ r_’*—u——\

85 |—

‘&

]
w

Energy (kcal/mol)

Energy (kcal/mol)
B
=

65 |
Prism Cage Book Ring Prism Cage Book Ring

.
w
=
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Hartree—Fock values. The density functional methods &k drger exchange-repulsion ener-
gies (as deduced using the LMO—-EDA analysis) than obtaired the SAPT calculations, with
the differences from the SAPT values being 0.5-0.8, 3.6-817-6.7, 9.9-13.7, and 19.2-25.9
kcal mot~1 with the PBEO, PW91, PBE, B3LYP, and BLYP functionals, resjpely. While the
trends in the exchange-repulsion energies for the PBE, PBid PW91 functionals closely re-
produce that from the SAPT calculations, this is not the éasthe BLYP and B3LYP function-
als. Specifically, while the exchange-repulsion energynftoe SAPT calculations is about a 1
kcal mol! larger for the ring than for the prism, the exchange-repulsinergies associated with
the BLYP and B3LYP functionals are significantly larger fbetprism than for the ring isomer.

The SAPT calculations give 2-body induction energies atidutal mol-! more negative than
the corresponding Hartree—Fock values, whereas LMO—-EDdyais with the hybrid and non-
hybrid functionals give, respectively, induction enesgges much as 5-7 and 10-11 kcal mol
larger in magnitude than the SAPT values. The large disa@pbetween the DFT and SAPT
values of the induction energies is a result of overestimnaif charge-transfer contributions in the
DFT calculations. This is confirmed by using the ALMO-EDA gedure to dissect the induc-
tion contributions into polarization and charge-transfentributions. (In analyzing these results
it should be kept in mind that induction energies obtainedfthe LMO—-EDA and ALMO-EDA
transfer procedures differ slightly due to differenceshe tocalization procedures used in the
two approaches.) The resulting 2-body polarization andggi&ransfer contributions for the four
(H20)g isomers are reported in FiguBs, from which it is seen that the differences between the
DFT and SAPT values of the induction energies are indeeddlinetoverestimation of the charge-
transfer contributions in the former. As expected, thishprm is somewhat less severe with the
hybrid functionals. The tendency of DFT calculations toregéimate charge-transfer contribu-
tions has been noted previousf}.

FigureB4 also reports the 2-body dispersion contributions to theradtion energies calculated
using the SAPT procedure and extracted from the DFT eneugieg the LMO—-EDA procedure.
The SAPT calculations give 2—body dispersion contribigitimthe interaction energies that range

from —20.7 kcal mol! for the ring isomer te-24.8 kcal mol? for the prism isomer. These results
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include contributions from exchange-dispersion as wetifathianges in the dispersion energies re-
sulting from correlation of the isolated monomers. Inténggy, for the four isomers ofH,0),
these two corrections to the dispersion energies appraglyneancel. The LMO—-EDA analysis
gives dispersion contributions to the interaction enargie—16.4 to —20.3 kcal mol* for the
PBE, PBEO, and PW91 functionals;19.0 to —23.5 kcal mol? for the B3LYP functional, and
—21.8 to —27.3 kcal mol 1 with the BLYP functional, where the ranges indicate the agras one
progresses from the ring to the prism isomers. Hence the LBM-analysis demonstrates that
all functionals considered recover a significant fractibthe dispersion interactions between the
monomers of th¢H,0), clusters, with the BLYP functional actually overestimatthe dispersion
contributions. We have also carried out the LMO-EDA analysing the local density approxi-
mation (LDA)237 With LDA, the calculated inter-monomer correlation enesgare about two to
three times smaller than obtained with the GGAs and hybmdtional. This is a consequence of
the LDA functional capturing only local intermonomer cdateon resulting from overlap of the
monomer charge distributions.

It is also of interest to examine how well the different fuootls do at reproducing the SAPT
value of the difference between the 2-body dispersion eéeeigf the ring and prism isomers. In
this context, we note that the PBE, PBEO, and PW91 functsoredover about two-thirds of the
4.1 kcal mot! dispersion energy difference between the ring and prisméss calculated by the
SAPT procedure. The BLYP and B3LYP functionals, on the otieand, overestimate the dif-
ference between the dispersion energies of the prism agdsamers, giving values of 5.5 and
4.5 kcal mol 2, respectively. These results indicate that the incorredering of the(H,0) iso-
mers obtained from calculations with the BLYP and B3LYP fiimals is actually not due to their
inadequate treatment of dispersion, but rather, is dueltterateficiencies (in particular, in the

exchange-repulsion energies) in these functionals.

B.4.3 Three-body Energies

It has been noted in several earlier studies that electroelation effects are relatively unim-

portant for the 3- and higher-body interactions in watest#ts?38-240 This is confirmed in Figure
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Figure B6: 3-body interaction energies of ft¢,O), isomers from different theoretical methods.
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B6 from which itis seen that the 3-body contributions calceddt the HF, MP2, and CCSD(T) lev-
els of theory are very close to one another. Of the densitgtionals considered, only the B3LYP
and PBEO functionals give 3-body interaction energies iwithkcal mol! of the CCSD(T) re-
sults. Most strikingly, the PBE and PW91 functionals givectmlarger differences between the
3-body interaction energies of the ring and prism isomeaa thbtained from the CCSD(T) calcu-
lations.

The 3-body interaction energies can be divided into exceargulsion, induction, and dis-
persion contributions. In the SAPT procedure, exchandadtion and exchange-dispersion are
incorporated in the induction and dispersion contribugiorespectively. The 3-body exchange-
repulsion, induction, and dispersion contributions toittteraction energies are reported in Figure
B7. The EDA/HF values of the 3-body exchange-repulsion eesrgre quite small for all four
isomers, being close te0.5 kcal molt. The SAPT values for the 3-body exchange-repulsion
energies are 0.7-1.2 kcal mdlmore negative than the corresponding EDA/HF results. Simee
3-body contributions calculated using the SAPT procedoraat include correlation corrections,
the small differences between the SAPT and EDA/HF valuedi®f3tbody exchange-repulsion
energies are primarily consequences of our associatingrntiee 3-bodyd(HF) corrections to
the SAPT 3-body induction and to differences in the locailimaprocedures used in the two ap-
proaches. Thus the HF results should be the more appropefarence in this case. The LMO-
EDA analysis indicates that the 3-body exchange-repulsirgies from the DFT calculations
vary much more strongly along the ring—book—cage—prisnuesece than do the corresponding
results from the Hartree—Fock calculations, with the teefadind for the PW91, PBE, and PBEO
functionals and for the BLYP and B3LYP functionals being pposite directions. The differences
between the HF and DFT values of the 3-body exchange-repulsieraction energies grow along
the ring—book—cage—prism sequence, being as large asdl.tkt ! for the prism isomer in the
case of the PW91 functional.

The SAPT calculations give 3-body induction energies 0.5k8al mol! smaller in magni-
tude than the Hartree—Fock calculations. As for the 3-boayh&nge contributions, the EDA/HF

results are expected to be the more appropriate referetidezerdensity functional methods give
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3-body induction energies that are larger in magnitude thatiF values, with the deviation from
the HF results being on the order of 0.7 to 1.2 kcal Matith the B3LYP and BLYP functionals,
but only about 0.3 to 0.7 kcal mot with the PW91, PBE, and PBEO functionals.

The polarization and charge-transfer contributions to3#tedy induction energies were cal-
culated using the ALMO-EDA procedure and are reported inféB8. All functionals are found
to give values of the 3-body polarization energies closééoHF values, while the density func-
tional methods give 3-body charge-transfer energies 048kdal mol larger in magnitude than
the HF values, with the discrepancies from the HF valuesgoeiss with the hybrid functionals.

The 3-body dispersion energies obtained with the varioesrgtical methods are reported in
FigureB7. The SAPT calculations give 3-body dispersion energiesatepositive, ranging from
0.16 kcal mot™? for the ring to 0.79 kcal mot* for the prism isomer. The corresponding results
from the LMO-EDA analysis with the BLYP and B3LYP functiosahre also positive but much
larger in magnitude, e.qg., for the prism isomer being alag2.12 and 1.63 kcal mdi, respec-
tively. In contrast, for the PBE, PBEO, and PW91 functionlaésL MO-EDA analysis gives 3-body
dispersion energies ranging fror0.24 to —0.68 kcal mol! for the water hexamers. Thus, none
of the functionals considered give 3-body dispersion erermp good agreement with the SAPT
results.

FigureB9 reports the net 4+5+6-body interaction energies from tmmua theoretical meth-
ods. With the CCSD(T) calculations these higher-body adgon energies range from0.4
kcal mol! for the prism to—1.4 kcal mol? for the ring isomer. The BLYP and B3LYP func-
tionals give 4+5+6-body interaction energies close to t&&D(T) results, while the PW91, PBE,
and PBEDO functionals give 4+5+6-body interaction enertiiasare too large in magnitude, espe-
cially for the cage and prism isomers. The LMO-EDA analysigal that the errors in the PW91,
PBE, and PBEO values of the 4+5+6-body interaction enewyiedargely due to the exchange-
repulsion contributions. Interestingly, for these threadtionals the errors in the 4+5+6- and

3-body energies approximately cancel.
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B.5 CONCLUSION

Two types of energy decomposition have been employed iryaingl the interaction energies
of selected low-energy isomers @,0), as described by several DFT and wavefunction-based
methods. Specifically, the net interaction energies wecem@osed into their 2-, 3-, and 4+5+6-
body contributions, and each of these was further dissécte@lectrostatics, exchange-repulsion,
induction, and dispersion contributions. The latter degosition was accomplished by means of
symmetry-adapted perturbation theory and localized nubdeorbital EDA methods.

Of the functionals considered, the PBEO functional givesam& 2-body interaction ener-
gies closest to the CCSD(T) results. However, none of theitlefunctional methods, including
PBEO, do a good job at reproducing the CCSD(T) values of tbed interaction energies, al-
though the largest errors in the 3-body energies calculaittthe PBEO functional are only about
1 kcal mol! (for the cage and prism isomers), and these errors are yazgakeled by errors in
the opposite direction in the 4+5+6-body interaction ermesglt is relevant to note that Tkatchenko
and von Lilienfeld in a recent study of argon clusters andisoiyon, have concluded that for these

systems the success of dispersion-corrected DFT methouspart, due to a partial cancelation
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between the errors in the 2- and 3-body contributitiiis.

The energy decomposition analysis reveal that, with the@ien of the PBEO functional, all
functionals considered have sizable errors in each of thwidual contributions to the 2-body
interaction energies. Although the PBEO functional givescteostatic and 2-body exchange-
repulsion energies in close agreement with the SAPT vaigses have large errors in the 2-body
induction and dispersion energies, overestimating thamdoby 5.5-6.7 kcal moft in magnitude
and underestimating the latter by about 4.3—6.3 kcal ol magnitude. These two errors approx-
imately cancel, with the result that the PBEO functionakgi2-body interaction energies close to
the CCSD(T) results (although failing to give the correcergy ordering of the isomers). The
decomposition analysis also allows us to establish thamtier source of the error in the 3-body
energies from the density functional calculations derfve® the exchange-repulsion interactions.
The LMO-EDA procedure also indicates that none of the fametis properly describe the 3-body
dispersion interactions in the water clusters.

As noted in SectionB.2, several strategies have been devised to account for komgerdis-
persion contributions in DFT calculations. One of the aradles in correcting DFT methods
for dispersion is to avoid overbinding due to the deficiemdrethe exchange-correlation func-
tional 189242244 Energy decomposition analysis, such as those used in teergrstudy, provide
additional insight into the factors at play in the applioatiof DFT methods to weakly interact-
ing systems. Specifically, the LMO-EDA calculations revt the choice of exchange func-
tional is important for establishing the magnitudes of thkehange-repulsion energies as well as
for the magnitude of the charge-transfer contributionshiibteraction energy. All functionals
examined overestimate the magnitude of the charge-tnaocsfeributions to the interaction ener-
gies of the water hexamers. This tendency has been obsemadysly for a variety hydrogen-
bonded complexes by Piquenetial 236 who attributed it to the presence of self-interaction er-
rors. Since both exchange-repulsion and charge-transfezral exponentially on intermolecular
separation, this problem can be partially remedied by adopmtf an exchange functional which
results in overly repulsive exchange-repulsion contrdng. For example, partial cancelation be-

tween these two sources of error occurs with the PBE funatiaiinere the errors in the 2+3-
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body exchange-repulsion and 2+3-body charge-transfdribations to the hexamer interaction
energies (as judged by comparison with the SAPT resultspa&do 10.7 and-9.6 to —10.9
kcal mol?, respectively. The PBEO functional, on the other hand, aschange-repulsion en-
ergies close to the SAPT values, and thus will not benefit detwcancelation of errors in the
exchange-repulsion and charge-transfer contributiohsiddsly, the adoption of functionals em-
ploying exact exchange eliminates the problems causeddrgstimation of charge-transfer from
the exchange term, but then results in exchange-repulsiemyies close to the HF values, which,
in turn, are appreciably smaller than the SAPT values whietdastabilized by correlation of the
monomers.

The second major “insight” gained from the comparison ofSA&®T and LMO-EDA analysis
of the interaction energies of tl{el,0), isomers is that GGA and hybrid functionals actually re-
cover a significant fraction (over 75%) of the intermonon@relation energies in these systems.
In this work we have equated the intermonomer correlati@ngias recovered in the DFT calcula-
tions with short-range contributions to the dispersiorrgies. However, it is important to note that
what is meant by dispersion energy is interpreted difféydoyt different researchers. For example,
in a recent paper it is stated that most popular density fomals completely neglect dispersiéf?.
Such a statement seems to be based on a definition in whichtmlpng-range intermonomer
correlation contributions are regarded as dispersion. &ve ladopted a broader definition, con-
sistent with that used in the SAPT procedure, in which disiperconsists of all contributions to
the interaction energy involving simultaneous dipolexakd electronic excitations from two (or
more) monomers (or atoms). With this more encompassingitiefirdispersion includes both
short-range and long-range contributions, and it is apjat®to refer to the correlation contribu-
tions deduced from LMO-EDA analysis as short-range dispeisontributions. The fact that the
LMO-EDA analysis with the BLYP functional gives dispersiemergies greater in magnitude than
those obtained from the SAPT calculations does not implttieaBLY P functional recovers long-
range dispersion contributions. Rather, it means thafftimstional overestimates the short-range
intermonomer correlation effects.

We have also applied the LMO—-EDA decomposition to PBE caloahs on the argon dimer
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at its equilibrium geometry. In this case it is found that dessity functional calculations recover
only about 30% of the dispersion energy obtained from SARdutations24® This indicates that
the potential energy minima found for inert gas dimers wittne GGA density functional methods
actually has two origins: (1) a non-physical contributiaredo the exchange functional (which we
associate primarily with overestimation of charge-transénd (2) a physical contribution due to
recovery of short-range dispersion effects. We believetthais an important observation since it
is generally assumed that such binding derives solely frefitiéncies in the functional. We note
also that the overestimation of charge transfer partiaiypgensating for underestimation of true
dispersion effects has been noted previously in the litegat®

In concluding, it is important to recall that it is not podsiko precisely map correlation effects
in a wavefunction treatments onto correlation as descriye®FT calculationg4’ In particu-
lar, we note that it has been established that LDA and GGAtionals recover some long-range
left-right correlation through their exchange functiahd that this is related to self-interaction
errors?4~249 presumably, this recovery of left-right correlation is tjzly responsible for the
exchange-repulsion energies from DFT being closer to theTSthan to the Hartree-Fock values.
On the other hand, the self-interaction error is accompgibyeoverestimation of charge transfer
in the DFT calculations which leads to an artificial attranti This underscores the difficulty in

designing DFT methods for describing weakly bonded systems
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APPENDIX C

A SECOND GENERATION DISTRIBUTED POINT POLARIZABLE WATER MO DEL

This work was published &sRevati Kumar, Fangfang Wang, Glen R. Jenness, and Kenneth

D. JordanThe Journal of Chemical Physick32, (2010), 014309-1-014309-12

C.1 ABSTRACT

A distributed point polarizable model (DPP2) for water,wgiplicit terms for charge-penetra-
tion, induction, and charge-transfer, is introduced. THPR model accurately describes the in-
teraction energies in small and large water clusters ardgn®s an average internal energy per
molecule and radial distribution functions of liquid watergood agreement with experiment. A
key to the success of the model is its accurate descriptidheoindividual terms in theé-body

expansion of the interaction energies.

*Reprinted with permission frod. Chem. Phys132, (2010), 014309-1-014309-12. Copyright 2010, Anaeric
Institute of Physics
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C.2 INTRODUCTION

Most Monte Carlo and molecular dynamics simulations areiedout using model poten-
tials (force fields)®94107%.212250-265 50 as a result, there is a continued interest in the develop
ment of improved model potentials. The “holy grail” of resdain this area is the development
of model potentials that are applicable over a wide rangeoafitions and for a wide range of
properties. There is a growing consensus that this regekpbcit inclusion of many-body ef-
fects?3 94107258264 266-270 \Nater, in particular, has been a hotbed of activity of moaeéptial
development, with a large number of many-body polarizaloiemials having been introduced
over the past few year§.94107.212259-267,269,271-274 Thjg js a consequence of the fundamental
importance of water in chemistry and biology as well as of@Rkpectation that approaches that
prove successful for describing the interactions in waderlwe carried over to other systems.

In recent years, several polarizable models of water paeimed to high-level electronic
structure calculations on small water clusters have appé&r0”212254260,273275276 Thege have
proven highly successful at describing a range of propediievater clusters as well as of bulk wa-
ter. However, studies from our group have revealed that seere of the most successful of these
models do not perform well for water clusters with geomelriarrangements highly distorted
from those of the minimum energy structures of low-energyrisrs of the neutral clusters. Such
distorted structures are encountered, for exampléHi©),, clusters and in complexes of water
clusters with aniong/%278

These considerations led our group to introduce a distipbint polarizable (DPP) model
designed to describe water clusters at both “normal” geoneseas well as those encountered in
the charged clustef$. This model is now an integral part of the excess electrorem@tister code
developed in our group.”278 In the present study we introduce several improvementsst® P
water model, with the new model being designated DPP2. Ifidll@ving sections we describe
the design of the new model and apply it to water clustersrge las(H,O),, as well as to bulk

water.
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C.3 THEORETICAL METHODOLOGY

Before describing the DPP2 model, it is useful to summarizetiie major features of the ear-
lier DPP model. The DPP model shares several features vathTM2 models from the Xantheas
group260279.280 gpecifically, both the DPP and TTM2 models (as well as the n@RDmodel)
employ the experimental geometry of the gas phase monadregidH distances of 0.95% and
an HOH angle of 104.52 point charges of 0.574%n the H atoms and-1.1484e on anM-site,
located on the rotational axis, displaced 0&8&om the O atoms towards the H atoms, and three
mutually interacting, atom-centered point polarizabtessiwith Thole-typ&! damping between
the charges and induced dipoles and between the induceléslidne major differences between

the DPP and TTM2 models are:

1. Charge-charge interactions are damped in the latterdiut the former,

2. A slightly larger damping factor for the charge-inducdabde interactions is employed in the
DPP model, and

3. Repulsive (exponential) interactions are included ketwall atoms of different monomers in
the DPP model, whereas repulsive (inverse power law) ictierss are employed between O

atoms only in the TTM2 model.

Both models also include dispersion interactions betwhkerQt atoms of different monomers, but
with these interactions being damped in the DPP model, lunhrtbe TTM2 models.

By comparing with the results of large basis set MP2 calauiatit has been found that overall
the DPP model performs better than the polarizable TTM and)EBA®’ water models, espe-
cially for geometries encountered in tfid,0),, clusters'® (The AMOEBA model also employs
three mutually interacting atom-centered polarizablesswith Thole damping.) However, even
for a cluster as small §$1,0)4 the relative energies from the DPP model differ by as much&s 0
kcal mol~! from theab initio results. The primary motivation for the development of tHeFR
model is to achieve more accurate energies for water ckjgieth at their local minima as well as
in distorted structures.

In designing the DPP2 model, use has been made of the refslgsmmnetry-adapted pertur-
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Figure C1: The Smith dimer set.
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Figure C2: The variation of the charge on tesite with the OH distance in the dimer.

bation theory (SAPTY112 absolutely localized molecular orbitals energy decontpmsanalysis
(ALMO-EDA),® and CCSD(TY calculations on the water dimer as well as of CCSD(T) calcu-
lations of the three-body energies of four isomers 0s@h. The SAPT procedure is used to
dissect dimer interaction energies into electrostaticharge-repulsion, induction, and dispersion
contributions. Because the SAPT procedure does not seghginduction into separate polariza-
tion and charge-transfer (CT) contributions, use has besternf the EDA procedure @iChem!!!
to calculate the charge-transfer contributions. Althotlgh separation of induction into charge-
transfer and polarization contributions is not unique, B procedure has been found to give
physically reasonable values for the charge-transferritmnitons and to give results that are not
strongly basis set dependént.

The individual contributions to the interaction energiesrevused, as described below, in pa-
rameterizing the DPP2 model which, by design, is a rigid nme@omodel. In future work we plan

to extend the DPP2 model to allow for monomer relaxation.
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Table C1: Parameters in the DPP2 model.

Interaction Parameter Value Units
Dispersion Go —277.21 kcal mot1A®
Joo 31.92 A-1
Con —131.49 kcal mottA®
oH 3.7738 A-t
CHH —25.96 kcal mottAS
O 10.98 A-t
Charge-transfer Ar —-1107.7 kcal mot?
Bct 3.70976 A-1
Charge-penetration A —2.9957 A1
Induction ao 1.22 A3
an 0.28 A3
app (Dipole-Dipole damping) 0.30
acp (Charge-Dipole damping) 0.21
Repulsion Ao 369.0 kcal mot?
Boo 4.99867 A-1
Aon 5373.9 kcal mot?t
Bow 3.52188 A-t
AnH 2101.05 kcal mott
BHH 3.20194 A-1
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Figure C3: Electrostatic energies (kcal mbl from the SAPT procedure and the DPP and the
DPP2 models for the ten Smith dimers.
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Figure C4: Electrostatic energy (kcal mé) as a function of the OO distance for the water dimer.
Results are reported for the SAPT procedure and for the DPP2Dand GDMA models. The
differences between the GDMA and SAPT results providesnesés of the charge-penetration

contributions.
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Figure C5: Binding energies (kcal md) of the ten Smith dimers. Results are reported for the
DPP model and DPP2 models as well as from CSSD(T)/AV5Z caliculs.

99



C.3.1 Electrostatics

Most force fields for water use three point charges to modelctmarge distribution of the
monomer. The limitations of such simple models for desnglihe electrostatic interactions be-
tween water molecules at distances typically encounteretlisters and the bulk are well appre-
ciated, and, not surprisingly, several recent water mo@ets AMOEBA1°” and ASPW48?) use
atom-centered distributed multipole expansions, or autit off-atom charge siteg(q,

SAPT5%83 and CC-pot!?). However, even these improved representations of theretatics
do not account for charge-penetratibnwhich can, in fact, be more important for the energet-
ics than expanding the number of point charges or adoptigigeiatom-centered multipolé®}
Piquemal and co-workers have developed a Gaussian eletitosodel (GEM$° which includes
explicit terms for the effects of charge-penetration angehacorporated it in their SIBFA force
field.267269 Charge-penetration has also been included in the effefttigenent model of Freitag
and co-workergg®

In the DPP2 model we retain the use of three charge sitespbodice charge-penetration
using a procedure of Piquemet al 284 In this approach the electrostatic interaction between the

point charges, jcand q associated with two water monomers is given by

(.S
j

where ¢ (r;)) is related to gas follows:
ATiiZi
q(rij) =2G— {Zi - Zi —qil {1—exp<ziri a )} } (C.2)

In Equation C.2, Z; is the number of valence electrons associated with atoma, 1 for H and 6

for O and can be viewed as the effective nuclear charge. AseiTfTM2-R and DPP modelsyq
is taken to be 0.5742 and the countering negative charge-cf.1484 is located on thév-site.
The +6 charge associated with the O nucleus, is also digplaceneM-site. The value of thé
parameter was obtained by least-squares fitting the etgatio energies from SAPT calculations
on the ten stationary points on the water dimer potentiaiggngurface (the so-called Smith dimer

setf®’ depicted in FigureC1. The value ofA and of the other parameters in the DPP2 model are
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summarized in Tabl€1.

The charge-penetration, or de-shielding effect, is gréatehe O atomsN1-sites in our model)
than for the H atoms. In Figur€2 we plot the charge at thd-site of the acceptor monomer as a
function of the distance between the associated O atom arabtior H atom of the other monomer
(the dihedral angles defining the relative orientation efttho monomers are fixed at their equi-
librium values). Although the changes of the effective glearare quite small at the equilibrium
geometry of the dimer, they do lead to a 2.4 kcal manhancement of the electrostatic interac-
tion energy.

Figure C3 compares, for the Smith set, the electrostatic energien ttee DPP and DPP2
models with those from the SAPT calculations, and Figtdeshows the corresponding results for
the water dimer as a function of the OO distance, keeping iteddal angles fixed at the opti-
mized values for the equilibrium geometry. As expected, iarajreement with Piquemat al.,
the electrostatic energies are much better representdtedyRP2 model which includes charge-
penetration than by the DPP model which does not. Still, tReD value of the electrostatic
interaction for the structure IX of the Smith set is about kc@l mol? less attractive than that
obtained from the SAPT calculations. However, the errothénDPP2 values of the electrostatic
energies are largely compensated for by the exchangesiepukrm, described below, and the
total interaction energies calculated with the DPP2 modklia fact, very close to the CCSD(T)
results, with the largest discrepancy for the Smith dimetisdponly 0.3 kcal moi! (see Figure
C5).

FigureC4also includes the electrostatic energies for the dimeriogtedrom a distributed mul-
tipole expansion employing on all atoms multipoles throtlghquadrupole and determined from
a GDMA analysi$®3288 of the MP2/AVTZ/4167 charge density. From this figure it is seen that
the DDP2 model is more successful than the GDMA model, whigdjletts charge-penetration,
at reproducing the electrostatic energies from the SAPGutations. At the limit of 4 tending
to zero, EquationC.2is no longer physical. However as can be seen from Fi@4e&he DPP2
model does extremely well at reproducing the SAPT eledtmsinteraction energy in the water

dimer at OO distances as short as 8.4
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Table C2: Components of the molecular polarizabilﬁ)?‘Xof the water monomér.

Component DPP DPP2 Experimé&t

Oxx 162 157 1.53
Oyy 1.29 1.36 1.42
Ozz 1.37 144 1.47
Oaverage 143 1.46 1.47

@The monomer is oriented in the plane, with the principal axis along the z-axis

C.3.2 Polarization

The DPP2 model, like the DPP, TTM2, and AMOEBA models, usetally interacting atom-
centered point polarizable sites, with Thole-type dampigigveen the charges and induced dipoles
and between the induced dipoles, to describe the polasizatteractions. In the DPP, TTM2, and
AMOEBA models the values of the atomic polarizabilities evéaken from the work of Thol&?!
while the damping coefficients were modified from Thole’sues to give a better fit to thad initio
values of the cluster energies. In the DPP model, the caafticiamping the interactions between
the induced dipoles was adjusted so that the model gives-tiwdy energies for the book, prism,
cage, and ring isomers 0f,0), close to those from MP2/AVTZ calculations.

In the DPP2 model we have re-adjusted the atomic polarigabi(keeping the same damping
constants as the DPP model) to give, simultaneously, thdibesthe atomic polarizability com-
ponents of the water molecule and the three-body energiati@ed at the CCSD(T)/AV5Z 167
level) of the four low-lying isomers of the hexamer. The ti®dy energy of each hexamer was
obtained by considering each trimer contained in the hexame evaluating its three-body inter-

action energy from

d
Enpe” = Easc — (Eag + Eac +Esc) + (Ea +Es +Ec) (C.3)
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where the energies of the trimer, dimers, and monomers eee Ol Ey, Ej, and E, respectively.
The net three-body energy of the hexamer is then calculatealting the three-body energies
of all constituent trimers. The molecular polarizabiktief the water monomer as described by
the DPP and DPP2 models and from experiment are summariZ€abie C2, and the atomic
polarizabilities and damping constants are summarizedlelT1. Interestingly, the values of the
atomic polarizabilities employed in the DPP2 model androfed as described above are close to
those used in the recently introduced TTM4-F water modelwhBamet al 276

In the remainder of this subsection the procedure used twledé the polarization energy is

described. The induced dipglg on atomi with polarizability a; is given by:

Ui = o |E; +;Tij ‘Iij] (C.4)
J#I
whereE; is the electric field defined as
*Or
Ei = ;fs(fij)—q] (rg) : (C5)
JA ij

The summation in Equatio€.5involves all partial chargesj*chij) (as defined by Equatio€.1)
on molecules other than the one containing sit€he dipole tensofj is a 3x 3 matrix whose

elements are:

3B 5
Tfyzfs(rij) r”5 ! _f3<rij)% (C.6)
i f

where 3 andy denote the Cartesian components X,y, 09z, corresponds to the Kroneckér

function, and the Thole-type damping functiog& ) and &(rj;) are given by

3
fg(rij):l—exp<—a i 1) (C.7)
a; ;)2
and
r3 r3
fs(rj) = 1— <1+a ! 1>exp<— ! 1) (C.8)
(aiaj)? (aia))?
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Figure C6: Charge-transfer energy (kcal molof the water dimer as a function of the distance

between the monomera with fixed flap angles. The results weegned from an EDA analysis.

Separate values of the damping constate employed for the charge-dipole and dipole-dipole

interactions. The induced dipoles are solved iterativaatg the induction energy is given by

Ep0| = —0.52 E; - Hi ( C.9)
I

As mentioned earlier, the charges employed in the elecélid &valuation are given by Equa-
tion C.2 and thus take into account the effect of charge-penetratitowever, the inclusion of
charge-penetration causes only small change$.( kcal mof?) in the polarization energies of

the hexamer.

C.3.3 Charge-Transfer

FigureC6 reports the charge-transfer contribution to the intecscéinergy of the water dimer

as a function of the OO distance. These results were obt&imedan ALMO—-EDA analysis of the
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Hartree—Fock/AVTZ wavefunctions. At the equilibrium geetny of the water dimer, the charge-
transfer contribution to the interaction energy estimdtedh the ALMO-EDA analysis is-0.9
kcal mot1, which is nearly 20% of the net interaction energy. For teisson it was decided to
include a term to account explicitly for two-body chargarsfer contributions in the DPP2 model.
This was accomplished by fitting the EDA values of the chdrgasfer energies of the dimer at
several values of the OO separation to exponentials in teenmolecular distances between H and

O atoms of the different monomei<.,

Ect=—Ac) eXp<—BctrOi H,-) (C.10)
N

In the DPP2 model the net induction energies are given by uhe af the charge-transfer
energies estimated by Equatio.10 and the polarization energies calculated using the point-
inducible dipoles as described in Secti@3.2 FigureC8 compares for the Smith dimer set the
induction energies from the SAPT calculations and from tind DPP2 models. Two sets of
SAPT results are included, SAPT(a) which includes only titiction terms explicitly calculated
by the SAPT procedure, and SAPT(b) which includes als@t) correction$3! which recover
the higher-order induction and exchange-induction irtgwas not recovered in the perturbative
SAPT analysis.

Overall, for the Smith dimer set the DPP2 model more closgbyoduces the SAPT(a) results
for the induction energies than does the DPP model. Thedadiecrepancies between the DPP2
and SAPT(a) results are for the symmetrical bridging stmes V and VI, for which the DPP2
contributions are about 0.3 kcal mdlmore negative, primarily due to an overestimation of the
magnitude of the charge-transfer contributions for théisesires. On the other hand, the largest
discrepancy between DPP2 and SAPT(b) induction contobstfor the Smith dimer set is for the
global minimum where the discrepancy is 0.5 kcal mojwith the DPP2 value being smaller in
magnitude).

Much of the discrepancy between the DPP2 and SAPT two-batilyction energies derives

from limitations of a model potential employing only threeimt charges to describe the charge
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distribution of the monomer and only point inducible dipote describe the polarization. In any
case, the fact that the DPP2 model slightly underestimaiesniduction energies from SAPT
calculations is, to a large extent, compensated by the approsed to determine the exchange-

repulsion terms in the DPP2 model (discussed in SecGah 5.

C.3.4 Dispersion interaction

In the DPP2 model the dispersion interaction between twoamans is represented as

E = Coof(roo,éoo N COHf<rOiHj750H)+ CHHf(rH.Hj,aHH)
8o Hl 5 Hy ] B iHj

(C.11)

where the fr, &) factors are the Tang—Toennies damping functffignd the C and parameters
were obtained by fitting to dispersion energies (dispersi@xchange-dispersion) from SAPT
calculations for a set of dimer structures generated stawtith the equilibrium structure of the
dimer, and scanning along the OO distance, optimizing tipesiteyles (see Figux@9) for each OO
distance. The SAPT dispersion contributions were evatLatesecond-order perturbation theory
and the induction-dispersion and the exchange-indudatispersion contributions which appear at
third order, essentially cancéi’

FigureC10compares the SAPT, DPP, and DPP2 values of the dispersiogiestor the Smith
dimer set. Overall, the dispersion energies, calculatétyube DPP2 model closely reproduce
those from the SAPT calculations, with the largest disanefms being for structures 1V, V, and
VI, for which the DPP2 model gives the dispersion contribog 0.2—0.3 kcal molt too small in
magnitude. This is a significant improvement over the eaBiBP model. We also considered
models with only OO dispersion or only OH dispersion, but thase proved to be inferior to the

DPP2 model which allows for dispersion interactions betwaéatoms of different monomers.

106



— SAPT (a)
— SAPT (b)
— SAPT (c)
— DPP2 (Pol+CT! T

Polarization Energy (kcal/mol)

o0 )

Figure C7: Induction energies (kcal md) of the water dimer as the OO distance is scanned
keeping the flap angles fixed at the values for the equilibstmncture of the water dimer. Results
are reported for the third-order SAPT procedure and for tR€ @dnd DPP2 models. The SAPT

results are reported without (a) and with (b) #@1F) corrections.
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Figure C8: Induction energies (kcal ma) for the ten Smith dimers. Results are reported for the
SAPT procedure and for the DPP and DPP2 models. The SAPTisesalreported with (a) and
without (b) thed(HF) corrections.

Figure C9: Definition of the the flap anglég and 6, for the water dimer.
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Figure C10: Dispersion energies (kcal mb)l for the ten Smith dimers. Results are reported for

the SAPT procedure and for the DPP and DPP2 models.
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Figure C11: Exchange-repulsion energy (kcal mplof the water dimer as a function of the OO
distance, keeping the angles fixed at their values for thiilequm structure of the dimer. Results

are reported for the SAPT procedure and for the DPP and DPE2Iso
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Figure C12: Exchange-repulsion energies (kcalThofor the ten Smith dimers from SAPT cal-

culation and from the DPP and DPP2 models.

C.3.5 Exchange-Repulsion

The exchange-repulsion between two water monomers in tiR2Dfodel is represented as

Eex-rep = Aoo€Xp(—Booroo) +AoH Z eXp(_BOHrOi H,—) +AnH Z eXp<—BHHinHj) (C.12)
] ]
Although the parameters in this expression could be detetiiby fitting to the SAPT

exchange-repulsion contributions, the success of the hab@eedicting net interaction energies is
enhanced by adopting instead the following procedure. é&xiprate CCSD(T)/AV5Z calculations
were carried out for a set of 15 dimer structures generatguelfprming a scan in the OO distance
(from 2.4 to 4.04), keeping the flap angles (Figu&9) fixed at their equilibrium geometry values,
as well as for 15 dimer structures with OO distances of 2.8, &nd 3.0A with the anglef,
scanned from 10to 50°, keeping6, (see FigureC9) fixed at the value optimized for the potential
energy minimum. At each of these geometries, the electiostaduction, and dispersion con-
tributions from the DPP2 model were subtracted from the CO¥ihteraction energies, and the

resulting energy differences were then used to fit the patema the repulsive potential.
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The approximate CCSD(T)/AV5Z energies used in this prooeaere obtained by combin-
ing the MP2 energies calculated with the AVTZ and AV5Z basits swith the CCSD(T)/AVTZ

energies using
E(CCSD(T)/AV5Z) ~ E(CCSD(T)/AVTZ) + E(MP2/AV5Z) — E(MP2/AVTZ)  (C.13)

Explicit corrections for basis set superposition error 8E$ were not applied as BBSE is negli-
gible with the AV5Z basis set.

FigureC11 compares the exchange-repulsion energies for the watardibtained from the
DPP and DPP2 models as well as from the SAPT calculationsDRR2 model is seen to closely
reproduce the SAPT results even though the DPP2 exchapgésien energies were not fit to
the SAPT exchange-repulsion energies. For small OO distathe DPP2 repulsion energies are
slightly smaller than the SAPT exchange-repulsion ensrdigis is a consequence of the fact that
the repulsive term in the DPP2 model is also compensatingp&small errors in the electrostatics
and induction energies (including tle&HF) terms) as represented in the DPP2 model. Figure
Cl2reports the DPP and DPP2 exchange-repulsion energies basatbe SAPT values for the
ten Smith dimers. The DPP2 model again performs signifigaogtter than the DPP model in
representing the exchange-repulsion energies.

The potential energy curves for the water dimer, calculasdg the CCSD(T) procedure and
from the DPP2 model, are shown in Figueé3 Overall, the agreement between the DPP2 and
CCSD(T) potential energy curves is excellent, althoughmamad to the CCSD(T) potential, the
DPP2 potential is slightly more attractive for<R2.85A and slightly less attractive for R 2.9 A

Compared to some recent parameterizations of water fords fiee have used a relatively
small set of dimer structures. Specifically, the Smith diserwas used to determine thepa-
rameter in the charge-penetration term, and the paramatdre exchange-repulsion, dispersion,
and charge-transfer terms in the model were all determirged €lectronic structure calculations
on structures generated from scans about the dimer equititstructure. As will be seen below
the DPP2 model is successful at describing water clustesisnide range of structures. Thus, it

appears that the strategy of parameterizing separateli¢arostatic, induction, charge-transfer
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and exchange-repulsion terms to energies fedmnitio energy decomposition analysis requires

fewer geometrical structures than global fits of potentials

C.4 TESTING THE DPP2 MODEL

To test the performance of the DPP2 model, the interactiengees of the ten Smith dimers
(Figure C5), four low-energy isomers dfH,0)g, and two low-energy isomers ¢H20),, were
calculated. In addition, calculations were also carrietl fou five neutral (H,O)q clusters at
geometries of H,O)g isomers. For the Smith dimer set and for tft¢0), isomers, geome-
tries optimized at the MP2/AVTZ level with rigid monomer atraints were employed. For the
(H20)g species the geometries were taken from Refer@i@ewhere they were optimized using
the AVDZ’4167 basis set augmented with diffusendp functions to describe the weakly bound
excess electron. For th#l,0),, isomers we started with the fully optimized RI-MA%2AVDZ
structures of Cuet al?®® and adjusted the internal angles and bond lengths of the mersoto
the monomer gas-phase values. For each of the hexamewusésidhe two- and three-body con-
tributions and the net interaction energies were calcdlaging the approximate CCSD(T)/AV5Z
method described above (except that the CCSD(T)/AVDZ an@/MNPDZ energies were used in
place of the CCSD(T)/AVTZ and MP2/AVTZ energies, respedlily. The interaction energies of
the two isomers ofH,0),, were calculated at the RI-MP2/AVQZ level.

The geometry optimizations were carried out usiagssian03,1%4 and the single-point RI—
MP2 and CCSD(T) calculations were done WillLPRO’® and ACES,?%* respectively. The SAPT
calculations were carried out with tts&PT2008 program?3129° and the ALMO-EDA analyses
were performed usin@Chem.!!t

Finally, the DPP2 model potential was used to perform NVT kdbarlo simulations on lig-
uid water atT = 298 K. The simulations used a cubic box, of length 19.23\280ntaining 256
molecules (which corresponds to a density of 0.996 13£°6 replicated by means of periodic

boundary conditions. Long-range interactions were tceatigh a spherical cutoff of 9.8. The
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Figure C13: Comparison of the potential energy curve of taeemdimer, with flap angles fixed to
their equilibrium values, from CCSD(T)/AV5Z calculatioasd the DPP2 model.

Table C3: Interaction energies (kcal mé) of four low-energy isomers aiH,0),.

Method Ring Book  Cage Prism RMSD
Dang—Chang —39.04 —39.15 —-39.06 —39.38 5.50
AMOEBA —44.03 —44.62 —44.58 —44.62 0.47
TTM3-F —40.56 —41.23 —42.03 —42.21 3.12
DPP —44.03 —44.65 —4534 —-4530 0.24
DPP2 —43.47 —44.47 —-4525 —-4522 0.11
MP2 —43.75 —44.38 —44.86 —44.84 0.26
CCSD(T) —43.64 —44.49 —-4512 -45.26 0.00

a8 RMSD values are reported relative to the CCSD(T)/AV5Z ressul
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Table C4: Two-body energies (kcal md) of four low-energy isomers of the water hexamer.

Method Ring Book  Cage Prism RMSD
Dang—Chang —30.40 —-32.70 —34.00 —33.74 5.22
AMOEBA —32.48 —-35.46 -37.26 —-37.70 0.63

TTM3-F —-33.85 —-36.08 -37.83 —-37.66 0.57
DPP —-33.66 —35.90 —-37.91 -38.20 0.39
DPP2 —32.34 -35.65 —-37.98 -37.98 0.38
CCSD(T) —32.93 —-36.01 —-38.15 —-38.26 0.00

@ RMSD values are reported relative to the CCSD(T)/AV5Z ressul

Table C5: Three-body energies (kcal mblof four low-energy isomers of the water hexamer.

Method Ring Book Cage Prism RMSD
Dang—Chang —7.30 -5.80 —4.76 -5.17 1.79
AMOEBA —-10.76 —9.30 —-8.09 —-7.65 1.43

TTM3-F —5.79 —-4.73 —-4.03 —-4.24 2.87
DPP -8.80 —-7.73 -6.90 -6.59 0.30
DPP2 -9.25 —-783 -6.81 —-6.66 0.15
CCSD(T) -930 -7.75 —-6.59 —-6.47 0.00

8 RMSD values are reported relative to the CCSD(T)/AV5Z rissul

114



Figure C14: Structures of four low energy minima of the wéiexamer.

simulations were carried out for®x 10° Monte Carlo moves. Test calculations with the TIP2P,
SPCE?> and TIP3PB°% models showed that for the properties calculated in thidystine use of
a cutoff introduced negligible errors compared with sirtiolas with an Ewalé®® treatment of the

long-range electrostatiés’

C.4.1 Hexamers

The two-body, three-body, and net interaction energiesutatied using the DPP, DPP2,
TTM3-F2%8 AMOEBA, and Dang—Chang models for the four low-lying locahima of the neu-
tral (H2O)g cluster (FigureC14) are compared with the corresponding CCSD(T) results ieBab
C3, C4, andC5, respectively. TTM3-F is the latest in the TTM series of miedi#eveloped by
Xantheas and co-workers. The TTM3-F model, unlike the eallifM2 models, but in common
with the Dang—Chang model, employs only a single polarzaiiie. The results in these tables

were obtained using the MP2 optimized geometries (withgnomonomers) to eliminate differ-
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Figure C15: Five low-energy stationary points(ef,0); .

Table C6: Total interaction energies (kcal mblof four low-energy isomers of the water hexamer

at the optimized geometries for each method.

Method Ring Book Cage Prism RMSD
Dang-Chang —39.39 —-40.43 —-40.85 —41.00 4.21
AMOEBAP  —4352 —4458 —44.90 —44.54 0.38

TTM3-F°  —41.13 —41.94 —42.80 -4322 236
CC-pof —42.91 -43.90 —44.75 —-4541 051
DPP —44.43 —4512 —4595 —46.02 0.76
DPP2 —4358 —44.89 —4590 —4575 0.50
CCSD(T)  -43.64 —44.49 —4512 —4526  0.00

8 RMSD values are reported relative to the CCSD(T)/AV5Z ressul
b Using rigid monomer optimization

¢ Vibrationally averaged monomer geometries are empldyed
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Table C7: Relative energies (kcal mé) of the neutral water hexamer at geometries of theD) s

isomers. Calculations carried out using geometries froferi@ace278 with the exception of CC-

pol for which vibrationally averaged monomer geometrieseamployed (Referenil2).

Method BK-N CAl1 PR1 TS1 OP1-AA RMSD

Dang-Chang 0.00 2.07 1.09 5.29 6.08 1.583
AMOEBA 0.00 245 151 8.18 9.37 0.56

TTM3-F 0.00 126 0.21 4.60 5.99 1.82
CC-pol 0.00 176 0.11 6.2 7.83 0.80
DPP 0.00 1.88 0.62 6.26 8.15 0.59
DPP2 0.00 198 0.84 6.88 8.72 0.20

CCSD(T) 0.00 198 112 7.18 8.93 0.00
4 The RMSD values are reported relative to the CCSD(T)/AVxiles

ences that would result using different geometries for ifferént approaches.

For both the net interaction energies and for the two- aneetimody contributions, the best
agreement with the CCSD(T) results is obtained with the DRB&el. In particular, for the total
energies, the RMSD values (using the CCSD(T) results agfheence) are 5.50, 3.12, 0.47, 0.24,
and 0.11 kcal mol! with the DC?* TTM3-F 228 AMOEBA, DPP, and DPP2 models, respectively.

Equally important as a model’s ability to predict absolutergies is its ability to predict prop-
erly the relative energies. Thus it is noteworthy that theMiBfF model, even though it con-
siderably underestimates the magnitudes of the net interaenergies, does an excellent job at
predicting the relative energies of the local minima of thO), isomer test set. In particular,

the RMSD error for the relative energies predicted by the BIfvmodel is only 0.16 kcal mot,
while that for the DPP2 model is 0.11 kcal mél
TableC3 also reports the interaction energies calculated at the/MPSZ level of theory. In-

terestingly, while high-order correlation effects beydhdse recovered at the MP2 level stabilize
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the cage, prism, and book isomer by 0.1-0.4 kcalthahey destabilize the ring isomer by 0.1
kcal mol. From TableC4it is seen that the AMOEBA, TTM3-F, DPP, and DPP2 models dre al
quite successful at predicting the CCSD(T) two-body emsrgivith the RMSD errors being 0.63,
0.57, 0.39, and 0.38 kcal mol, respectively. The situation is quite different for theeinbody
energies (Tabl€5), for which the DPP and DPP2 models give results much closketCCSD(T)
calculations than do the AMOEBA, Dang—Chang, and TTM3-F et@dvith the AMOEBA model
considerably overestimating and the Dang—Chang and TTM®del considerably underestimat-
ing the three-body energies in magnitude.

The geometries of the fo{H,0), isomers were also optimized, under the constraint of rigid

monomers, using each of the model potentials consideredeaa® well as using the CC-pol
model22 which employs monomer bond lengths and angles that comesiocthe vibrationally-
averaged gas-phase monomer. The resulting interactiogieaare tabulated in Tab{&6. When
geometries optimized with each method are employed the RBI&IDs in the net interaction ener-
gies are 4.21, 0.38, 2.36, 0.51, 0.75, and 0.50 kcat ol the Dang—Chang, AMOEBA, TTM3-
F, CC-pol, DPP, and DPP2 models, respectively. While theselts suggest that the AMOEBA,
CC-pol, and DPP2 models all perform quite well at descrilimgnet interaction energies when
geometries optimized with each model are employed, the DR&%I is the most successful of
these at reproducing the CCSD(T) values of the relativegieer

A key motivation for the development of the DPP and DPP2 watedels is to describe ac-
curately water clusters in the highly distorted structugasountered in the presence of excess
electrons or anions. To this end, we have also examined ffig®), clusters with geometries
corresponding to those for selected low-energy isomer@ie0)g (Figure C15.2"8 For these
geometries, the interaction energies have been calculiaiad the CCSD(T)/AV5Z approach de-
scribed above as well as using the DC, TTM3-F, AMOEBA, DPR Bxf?P2 models. We also
calculated the interaction energies using the CC-pol madtél the monomer bond-lengths and
bond angles adjusted to the CC-pol values.

The relative energies of this group @20)g structures are reported in Tall&, from which

it is seen that the DPP2 model most closely reproduces thedClO3esults, with a RMSD error
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Figure C16: Structures of two isomers of tfté,O),, cluster.

in the relative energies of only 0.20 kcal mél For the AMOEBA and CC-pol models the RMSD
errors are 0.59 kcal mot and 0.80 kcal moi?, respectively, whereas the TTM3-F model, which
performed quite well for the relative energies of the locatima of neutral(H20)g, fares much
poorer, with a RMSD error of 1.8 kcal mol. In order to check that the geometry differences are
not the major factor responsible for the differences betwasetween the CC-pol and CCSD(T)
results, we also calculated CCSD(T)/AV5Z interaction gre= for the BK-N and PR1 isomers
using the CC-pol geometries, generated as described abovéhese geometries, the CCSD(T)
calculations give an energy difference of 1.39 kcal Mdbetween the two isomers, whereas the
CC-pol model predicts that the two isomers are separatedlyydol 1 kcal mott. Hence, even as
sophisticated a model as CC-pol does not fare well in dasgriwater clusters at the geometries

into which they are distorted by an excess electron.

C.4.2 (H20),,

In this section, two low-energy isomers @,0),, are examined to determine whether the
good performance of the DDP2 model found {ét20), and (H,O), persists for appreciably

larger clusters. The two isomers considered have veryrdiftestructures (see Figu@l6). The

119



Table C8: Interaction energies (kcal mé) of isomersA andB of the (H,0),, cluster calculated
using different model potentials. All results for MP2/AVDaptimized structures, modified as

described in the text.

Isomer
Method A B
Dang-Chang —191.75 —-192.61
AMOEBA —209.22 -214.27

TTM3-F —202.53 —202.26
CC-pol ~216.64 —219.09
DPP —217.60 —220.90
DPP2 —214.85 —217.41
RI-MP2  —213.00 —215.80

@ Obtained using the AVQZ basis set
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Table C9: Three-body energies (kcal myl of isomersA and B of (H20),,. All results for
MP2/AVDZ optimized structures, modified as described intéhe.

Isomer
Method A B
Dang-Chang —31.16 —33.37
AMOEBA —41.70 —45.44

TTM3-F —27.24 —28.56
CC-pol —35.52 —-38.83
DPP —36.24 —38.49
DPP2 —38.27 —40.61
RI-MP2 —39.31 —41.47

2 RI-MP2 results from Referen@26

geometries used are taken from Refere22 but with the OH bond lengths and HOH angles of
the monomers “restored” to their gas-phase values. Theeseof the two isomers were calcu-
lated at the RI-MP2/AVQZ level and with the DPP, AMOEBA, DCTNI3-F, CC-pol, and DPP2
model potentials. For calculation with the CC-pol model @té¢ bond lengths and HOH angles of
the monomers were adjusted to the values employed in thatimBcbm TableC8it is seen that
for these twa(H20),, isomers the DPP2 model gives net interaction energiesmathical mott
of the RI-MP2/AVQZ values, whereas the AMOEBA and CC-poluiessdiffer by as much as
3.8 kcal mot? from the RI-MP2 results. (The TTM3-F interaction energidégedby up to 13.5
kcal mol~! from the RI-MP?2 results). For both isomers the DPP2 modelipte stronger cluster
binding than do the RI-MP2/AVQZ calculations.

The DPP2 model predicts isomBrto be 2.6 kcal mot! more stable than isome, in ex-
cellent agreement with the MP2 energy difference of 2.8 kuali ! while the Dang—Chang,
AMOEBA, and TTM3-F models give relative stabilities of theda isomers very different from
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Figure C17: OO radial distribution function of waterat 298 K from Monte Carlo simulations

with the DPP2 model and from experiment (Refere2@6).

the RI-MP2 results (with the TTM3-F model, in fact, predictisomerB to be more stable).
The CC-pol model predicts a relative stability of 2.5 kcallmowhich is also in good agreement
with the MP2 results. As seen from Tall®, the DPP2 model more closely reproducesdbe
initio (RI-MP2/AVTZ) three-body energies of the two isomers tharilte other model potentials

considered.

C.4.3 Liquid Water

As mentioned in the introduction, a major challenge in fdrelel development is to accurately
describe systems ranging from small clusters to the cordigpisase. For this reason it is valuable
to test how well the DPP2 model performs for liquid water. Taa@mplish this we have carried
out Monte Carlo simulations of liquid water &t= 298 K. The resulting OO, OH, and HH radial
distribution functions, shown in Figur&17-C19, are all in close agreement with experimé?i.

The average internal energy per molecule for each of the B@nang, AMOEBA, TTM3-F,

DPP, and DPP2 models and from experiment is tabulated ireTal0. The internal energies for
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Figure C18: OH radial distribution function of waterat= 298 K from Monte Carlo simulations

with the DPP2 model and from experiment (Referep@6).
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Figure C19: HH radial distribution function of water Bt= 298 K from Monte Carlo simulations

with the DPP2 model and from experiment (Referep@6).
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Table C10: The internal energy (kcal mé) per molecule of liquid water &t = 298 K.

Method Internal energy
Dang—Chantf —9.8
AMOEBA” 9.0
TTM3-F2% -10.7
CC-poP12 —-10.9
DPP —-10.7
DPPZ -10.1
Expt 26 -9.9
aThis work

the Dang—Chang, AMOEBA, TTM3-F, and DPP models are takan ftee literature. The average
internal energy per molecule calculated for the DPP2 madelD.1 kcal mol !, which is close to
the experimental value 6£9.91 kcal mot1.2%6 This excellent agreement between theory and ex-
periment, at first sight, is surprising since the DPP2 mdaletlesign, does not include monomer
flexibility, and the simulations neglected nuclear quantmrections. However, Manolopoulos
et al. have shown that for many properties monomer flexibility andl@ar quantum effects have
opposing tendencies, with the result that properties tatied from classical simulations with rigid
monomers can be close to those from quantum simulationg flsiible monomer§2°

As a further test of how well various model potentials arendat describing the interactions
between water molecules in arrangements important in thedj we took twenty dimers and
twenty trimers, selected at random from structures samipldte DPP2 Monte Carlo simulations
of liquid water, and for each of these clusters calculatedriteraction energies using the TTM3-F,
AMOEBA, and DPP2 force-fields and the CCSD(T)/AV5Z methode RMSD errors for the in-
teraction energies with respect to the CCSD(T) resultsisftit of dimers are 0.40, 0.60, 0.11, and
0.15 kcal mot? for the TTM3-F, AMOEBA, CC-pol and DPP2 force-fields, respegly. In the
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case of the trimers the corresponding RMSD errors are 0.68, 0.34, and 0.42 kcal miot. (The
CC-pol interaction energies are compared to those from GTBEalculations with the monomers
constrained to the CC-pol monomer geometry.) Thus it is seainthe CC-pol and DPP2 force
fields are more successful than the TTM3-F or AMOEBA modeldestcribing the energetics of
the dimers and the trimers sampled in the Monte Carlo sinaunsif the liquid, with the CC-pol
model performing slightly better than the DPP2 model.

C.5 CONCLUSION

In this study, we have presented a new force field for wateigdated DPP2, which includes
explicit terms for charge-penetration and charge-transfée model was parameterized so that
its individual contributions — electrostatics (includiobarge-penetration), induction (including
charge-transfer), dispersion, and exchange-repulsiotosely reproduce, for selected structures
on the water dimer, corresponding results obtained fromTSARd ALMO-EDA calculations.
The model accurately describes the two- and three-bodyaictien energies as well as the net
interaction energies of both small and large water clusberth at their equilibrium structures and
at the highly distorted geometries encountere(HpO),, clusters.

Comparison is made with the predictions of other recentisotiuced polarizable force fields
including TTM3-F, CC-pol, and AMOEBA. The DPP2 and CC-polaets are found to be more
successful than the TTM3-F and AMOEBA models at reprodutiegb initio interaction ener-
gies of the various clusters examined. The DPP2 model, bisfire most successful at describing
the energetics of the water clusters in geometries encathie(H,0); .

The DPP2 model gives for bulk water radial distribution ftimics and an internal energy in
excellent agreement with experiment. Examination of dgreerd trimers sampled in the finite
temperature Monte Carlo simulations shows that the DPP2Zhamturately represents the ener-
gies of these species, as does the CC-pol model.

In future work, we plan to extend the DPP2 model to allow faxiflee monomersi(e., for OH
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stretching and HOH bending), which will permit it to be usecdtalculate vibrational spectra and
to address the role of monomer flexibility on cluster and emséd phase systems. The strategy

used to develop the DPP2 force field water should be appédaldther small molecules.
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APPENDIX D

SUPPORTING NUMERICAL DATA

D.1 INTRODUCTION

This appendix is dedicated to providing additional nunedraata for the previous chapters.
Included are experimental binding energies for the watamzbne and water—anthracene systems,

timing and computer resources required for the water—asgstems, and the numerical data used

in Appendix B.

D.2 SUPPORTING INFORMATION FOR THE WATER-ACENE INTERACTIO NS

D.2.1 Experimental data on the water—acene interactions

TableD1 gives a comparison of experimental interaction energidis thie calculated interac-
tion energies using the DF—-DFT-SAPT, MP2C, and MP2C—-F1haoustfor water—benzene. As
discussed in Chaptdr all three methods are capable of producing CCSD(T) quedgults. How-
ever, since the water—benzene geometry used in Ch&pterd4 is a model geometry designed to
mimic the interaction between a water molecule and an iefigiaphene sheet, a direct compari-

son between the experimental interaction energy and thesemted in ChapteBand4 cannot
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Table D1: Interaction energies ¢0n kcal mol 1) for water—benzene and water—anthracene.

Method Water—benzene

DF-DFT-SAPT —-3.29

MP2C -3.10

MP2C-F12 —-3.34

Experiment —3.45+0.09
—3.26+0.25
~3.214-0.5¢

a|ncludes a ZPE correction 6f1.01 kcal mot L.
b Referencé9

¢ Referencs01

d Referenc&02

be made.

In order to ensure a direct comparison between theory andriexent, the geometry of the
water—benzene complex was optimized at the MP2/aug-ccZpMizel. The vibrational frequen-
cies and the zero-point energy (ZPE) for water—benzene there calculated for the optimized
geometry using the harmonic approximation at the MP2/augMDZ level. The theoretically
calculated ZPE was combined with the experimentatdgive the “experimental” Dof water—
benzene. The experimental interaction energies are ceuparthe DF-DFT-SAPT, MP2C, and
MP2C—-F12 interaction energies calculated using the opdthgeometries. This set of methods
were shown in Chaptefto produce near CCSD(T) quality results with the computati@expense
greatly reduced, which makes them ideal for comparison thighexperimental interaction ener-
gies. From Tabl®1, all three methods give interaction energies within theseixpental error bars

for water—benzene.
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D.2.2 Timings and computer resources

Table D2 gives the computer resources used in calculating the DF—-BRAPT, DF-MP2,
DF-MP2-F12, CCSD(T), and CCSD(T)-F12 interaction enerfpe the water—acene systems.
Computer resources were provided through the Center foedldhr and Material Simulations
(CMMS) at the University of Pittsburgh. All calculations meerun with theMOLPR02009.1 pro-
gram package, with the exception of the water-nonacene BF—8APT energies, which were

run with theMOLPR02010. 1 program package.
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Table D2: Computational resources used (in hours and GB)emvater—acene studies

System

Processor

Total CPU time Hard disk

Water—benzerie
Water—anthraceie
Water—coronerfe
Water—pentacere
Water—heptacefé
Water-DB®:€
Water—nonacerié

Water—benzene
Water—anthracene
Water—pentacene
Water—heptacene
Water—nonacene

Water—benzene
Water—anthracene
Water—pentacene

Water—benzene
Water—anthracene

Water—benzene
Water—anthracene

DF-DFT-SAPT
Intel Nehalem 2.66 GHz
Intel Nehalem 2.66 GHz
Intel Nehalem 2.66 GHz
Intel Nehalem 2.66 GHz
Intel Nehalem 2.66 GHz
Intel Nehalem 2.66 GHz

8.24
21.28
36.64

231.12
545.40
403.38

Intel X5650 2.67 GHz 452.70

DF-MP2
Intel Nehalem 2.66 GHz
Intel Nehalem 2.66 GHz
Intel Nehalem 2.66 GHz
Intel Nehalem 2.66 GHz
Intel Nehalem 2.66 GHz

DF-MP2-F12
Intel Nehalem 2.66 GHz
Intel Nehalem 2.66 GHz
Intel Nehalem 2.66 GHz

CCSD(T}
Intel Nehalem 2.66 GHz
Intel Nehalem 2.66 GHz

CCSD(T)-F12
Intel Nehalem 2.66 GHz
Intel Nehalem 2.66 GHz

0.24
2.72
12.12
37.52
167.24

1.16
27.60
115.93

28.80
766.50

30.56
836.62

1.84
13.44
24.48
44.55

104.65
212.09
97.06

0.37
1.73
4.81
10.08
16.88

14.21
179.22
907.88

130.95
375.15

37.14
376.89

aaug-cc-pVTZ basis set

b A(2.0)VTZ basis set

¢ Not including thed (HF) correction
d cc-pVTZ-F12 basis set
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D.3 NUMERICAL DATA FOR THE WATER HEXAMERS

The TabledD3-D16 tabulates the exact numerical data graphed in FigB&489 from Ap-
pendix B.

Table D3: Net 2-body interaction energies for the water hes (in kcal mot?d).

Method Prism Cage Book Ring

HF —22.78 —22.80 —22.49 -21.68
BLYP —26.61 —26.96 —26.56 —25.14
PBE —37.27 —-37.36 —35.65 —32.52
PW91 —41.32 —41.25 —-39.21 -35.76
PBEO —36.88 —36.91 —-35.47 —-33.00
B3LYP —-31.22 -31.47 -30.68 —-28.92
MP2 —-37.60 —-37.57 —-35.76 —-33.01

CCSD(T) —38.36 —38.15 —36.01 —32.93
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Table D4: 2-body electrostatic interaction energies fentlater hexamers (in kcal mol).

Method Prism Cage Book Ring

HF —22.78 —22.80 —22.49 -21.68
BLYP —26.61 —26.96 —26.56 —25.14
PBE —37.27 —-37.36 —35.65 —32.52
PW91 —41.32 —41.25 -39.21 -35.76
PBEO —36.88 —36.91 —-35.47 —-33.00
B3LYP —31.22 —-31.47 —-30.68 —28.92
MP2 —-37.60 —-37.57 —-35.76 —-33.01

CCSD(T) —38.36 —38.15 —36.01 —32.93

Table D5: 2-body exchange-repulsion interaction enerigiethe water hexamers (in kcal md)).

Method Prism Cage Book Ring
HF 68.69 69.99 7154 71.70
BLYP  104.86 105.12 102.97 99.27
PBE 85.64 86.39 86.69 85.68
PW9I1 83.12 83.95 8449 83.76
PBEO 79.62 80.60 81.36 80.79
B3LYP  92.70 93.28 92.33 89.88
SAPT 78.98 80.05 80.88 80.03
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Table D6: 2-body induction interaction energies for theawsiexamers (in kcal mot).

Method  Prism Cage Book Ring

HF —20.20 —-21.22 —-22.36 —-22.77
BLYP —-30.91 -32.09 —-32.71 —-32.04
PBE —-31.15 -32.21 -32.66 —-31.83

PW91 -31.74 -32.80 —-33.33 —32.58
PBEO —-26.91 —-27.92 —-28.61 —28.29
B3LYP —28.02 —-29.18 —-29.93 —29.52
SAPT -20.96 —-21.99 -23.11 -23.32

Table D7: 2-body polarization interaction energies forlzer hexamers (in kcal mot).

Method  Prism Cage Book Ring

HF —-11.58 -12.11 -12.79 -13.09
BLYP 1225 -12.83 -13.49 -13.63
PBE —12.65 —-13.23 —-13.86 —13.94

PWO1 -8.96 -9.70 -10.69 -—-11.07
PBEO —-12.22 -12.79 -13.44 -13.57
B3LYP —-12.03 —-12.60 —-13.26 —13.43
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Table D8: 2-body charge-transfer interaction energiesfiewater hexamers (in kcal md).

Method  Prism Cage Book Ring
HF -7.66 —-8.19 -8.75 -9.00
BLYP —-17.37 —-18.07 —-18.15 —-17.50
PBE —-17.14 -17.86 —-17.98 —17.36
PW91 -17.00 -17.74 —-1791 -17.37
PBEO —13.74 —-14.43 —-14.76 —-14.51
B3LYP —-14.50 -15.18 —-15.45 -15.11

Table D9: 2-body dispersion interaction energies for theewlaexamers (in kcal mot).

Method  Prism Cage Book Ring
BLYP —27.29 -26.84 —24.35 -21.84
PBE —-19.74 —-19.65 -18.47 -17.16
PW91 —-20.25 -20.10 —-18.83 —-17.37
PBEO —18.52 -18.47 —-17.52 -16.41
B3LYP —-23.45 -23.11 —-21.06 —18.96
SAPT —-2483 -2450 —-22.71 -—-20.72
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Table D10: Net 3-body interaction energies for the wateahsers (in kcal moi?).

Table D11:

kcal mot1).

Method Prism Cage Book Ring
HF -6.99 —-7.10 —-7.98 —-941
BLYP —-8.21 —-8.19 -9.47 -10.52
PBE —-4.84 —-487 —-6.99 -9.75
PW9I1 -1.77 —-2.44 -539 —-8.26
PBEO —540 -5.68 —-7.38 -9.34
B3LYP —-7.49 —-7.37 —-8.65 -—-10.28
MP2 —-6.88 —6.96 —7.94 -9.36
CCSD(T) —-6.47 —-6.59 —7.75 —9.30

3-body exchange-repulsion interaction ensrdigr the water hexamers (in

Method Prism Cage Book Ring
HF —0.64 —-0.44 -0.42 -0.44
BLYP —-3.15 —-294 -204 -1.24
PBE 2.34 2.37 1.26 0.05
PW91 5.21 4.87 291 1.30
PBEO 1.42 1.27 0.58 —0.22
B3LYP —-2.33 —-2.11 -1.41 -0.70
SAPT -166 -1.62 -1.35 —-1.13
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Table D12: 3-body induction interaction energies for théawaexamers (in kcal mot).

Method Prism Cage Book Ring

HF —-5.99 -6.16 —-7.20 —-8.70
BLYP —-7.12 -7.31 —-8.42 —-9.58
PBE —6.48 —-6.60 —7.84 —-9.38

PW91 —-6.37 —-6.66 —7.80 —9.16
PBEO -6.24 -6.47 —-7.67 —-8.94
B3LYP —-6.81 -6.91 -8.06 —9.44
SAPT 529 -544 -6.58 -8.23

Table D13: 3-body polarization interaction energies ferwater hexamers (in kcal madi).

Method Prism Cage Book Ring

HF —-537 -545 —-6.37 —-7.76
BLYP 537 -534 -6.16 —7.35
PBE —5.40 -5.38 -6.20 —7.38

PW91 571 -5.67 —-6.46 —7.55
PBEO 544 -545 -6.29 —7.583
B3LYP —-5.40 —-540 -6.24 —-7.49
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Table D14: 3-body charge-transfer interaction energieshi®water hexamers (in kcal md.

Method Prism Cage Book Ring

HF -099 -1.07 -1.17 -1.19
BLYP —-2.20 —-2.38 —-2.54 —-2.48
PBE —2.14 -233 -2.52 -2.46

PW91 212 -233 -250 -2.44
PBEO -1.78 —-1.94 -2.09 -2.06
B3LYP —-1.90 -2.05 -2.19 -2.15

Table D15: 3-body dispersion interaction energies for tatewhexamers (in kcal mot).

Method Prism Cage Book Ring
BLYP 2.12 2.04 0.93 0.28
PBE —-0.68 —-0.59 -0.44 -0.34
PW91 -0.64 -0.64 —-0.50 —-0.54
PBEO —-0.65 —-0.53 -0.30 —-0.24
B3LYP 1.63 1.64 0.73 0.00
SAPT 0.79 0.76 0.45 0.16
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Table D16: 4+5+6-body interaction energies for the watemheers (in kcal motl).

Method Prism Cage Book Ring

HF -0.29 -0.25 -0.59 -1.19
BLYP -0.27 -0.36 -0.70 —-1.75
PBE -1.07 -1.18 -1.34 -1.69
PW91 —-2.38 -2.00 -1.70 —-2.30
PBEO -1.00 -0.87 —-1.12 -1.77
B3LYP -0.32 -0.47 -0.85 -1.50
MP2 -0.35 -0.32 -0.68 —-1.38

CCSD(T) —0.43 —0.38 —0.73 —1.41
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APPENDIX E

SYMMETRY-ADAPTED PERTURBATION THEORY (SAPT)

E.1 INTRODUCTION

In the current document, extensive use of the symmetrytadggerturbation theory (SAPT)
method has been made. Our group has found SAPT to be a vatoabker giving insight into
the various physical components that make up the totaldoten energy. In this Appendix, both
the Hartree—Fock based SAPT [SAPT(HF)] and DFT based SAFFT{BAPT) methods will be
briefly outlined. For a more in-depth exposure to SAPT, Iréfe reader to Referencé4-13 for
SAPT(HF) and to Referenc@&s4 for DFT-SAPT.

E.2 HF BASED SAPT [SAPT(HF)]

The interaction energy between two monomers (A and B) iscallyi calculated using the
supermolecular method,
Eint = Eas — Ea —Eg, (E.1)

where Eg is the total energy of the dimer and fg is the energy of monomer A/B. While Equation
E.lis applicable to any electronic structure method, it givephysical insight into the nature of

the interaction energy. However, since the interactiomwbeh two monomers is small, it can be
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treated using perturbation theory. The Hamiltonian of tineedl system will be defined as
Hag = FA +Wa +Fg +Wg +Vag, (E.2)

where B /g is the Fock operator for monomer A/B, M) is the correlation operator for monomer
A/B, and Vag is the operator describing the interaction between the twoamers. Since W also
tends to be small, an additional perturbation expansiorbeastone for monomers A and B. Thus,
the perturbation expansion in SAPT involves three terms ag,WVa, and W5 — which leads to

an interaction energy that can be expressed as a triple sum,

Eint = Z IZ ]Z Egg{ (E.3)

where then, i, and | indices denotes the order ina¥, Wa, and W, respectively. Here, the
zeroth-order wavefunction of the dimer is taken as a prodéithe unperturbed wavefunctions
of the individual monomer$ag = Paodg.1113 The expansion in EquatiofE.3 is commonly
referred to as the polarization expansion, and hence theegptpol in Equation E.31393

The effects of electronic exchange between the two monohmge densities has been ne-
glected in EquationE.3. In the region of the potential energy minima the two monouoiearge
densities overlap, and thus exchange effects become iamgorTherefore the perturbation ex-
pansion in EquatiorE.3 needs to be modified to allow for electronic exchange betwieernwo
charge densities. Such a perturbation expansion is said sgrometry-adaptednd is achieved
by modifying the zeroth-order wavefunction by the appimabf an antisymmetrizer operatay,,
which exchanges electrons between the two monofieTe zeroth-order wavefunction is now

written as®apg = .7 Dp Py, and EquationE.3becomes
ESTT=5 S S (B +ER). (E4)
n i1 |

where ””)

represents the terms arising from the polarization expansnd é ch represents the
terms arising from the application of the antisymmetrizérin practice Equatiork.4is truncated
atn=2 andi+ j=4, which results in a perturbation expansion that is edentdo fourth-order many-

body perturbation theory (MBPT4}13
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In the subsequent sections, the terms that arise from theneiqn in the intermolecular po-
tential, Vag, will be briefly explained. As the terms arising from the &ation terms are rather
complex, they will not be discussed here, and instead | wiérrthe reader to Referencé$-13

for further details on the intramonomer correlation terms.

E.2.1 Electrostatics

The first order polarization energy*$

Eém) — (PR PRV ag|DRPR), (E.5)

where®, g is the unperturbed wavefunction of monomer A/B. A more pbgisiepresentation

of Eéol) can be obtained by expressing Equatiérbd in terms of the charge densities of monomer
A/B,13

Ep0| —//PA r) —PB(rz)drldf& (E.6)

where the charge densipy /g is obtained by integrating over the coordinates of the attebns in
monomer A/B minus one. From Equatida6it is easily seen that%?) represents the interaction
between two charge distributions; thus it is referred tchaseiectrostatic energy and is written as
Et(alst) In the limit of the asymptotic separatlonelﬁ can be represented as a sum of the interacting
permanent multipole moment$12 However in the non-asymptotic reglonelﬁ also contains
charge-penetration effectd,which is discussed in ChaptePs4 in connection with the water—

acene interaction energies.

E.2.2 Exchange

The antisymmetrizer operator can be written as

Na!Ng!

of = ATE
(Na +Ng)!

nag(1+ ), (E.7)
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where Ny g is the number of electrons in monomer A/, g is the antisymmetrizer operator of
monomer A/B, and?’ is the operator that exchanges electrons between the twonmers. The

exchange operatof/Z, can be expressed as a series expansion,

P = -iyi (E.8)

where &7 interchanges + 1 electrons between the two monomeis.( &7, interchanges two
electrons,?, interchanges three electroe&)!3 Truncation of the series in EquatioB.8to
leads to EquatiorE.9 including overlap §) terms up toS*+1. The first-order exchange energy,

EUO is written ag 13

10
(10 (PRPYIV - Ejo | 700 03)

"1 (@R 9 ofg)
whereZ is given in EquationE.8

E (E.9)

E.2.3 Induction and Exchange-Induction

The second-order terms in the SAPT expansion contains twiibations: one arising from
single excitations and one arising from double excitatiofisese contributions are referred to as
the induction and dispersion energy, respectively. Thadtidn energy will be examined first.

Since single excitations can occur on either monomer A oranaer B, the induction energy
can be written as- 1372

Ei%) = Ej(A — B) +Eg(B — A), (E.10)

where éﬁé(A — B) denotes single excitations on B while A is in the ground sfatsimilar in-
terpretation can also be made qu()]EB — A)). Ei(rf()j(A — B) is proportional to{®a|Q3|da),3
whereQg is the electrostatic potential arising from the permanauitipple moments on monomer
B (i.e. monomer B is unperturbed). Thus, the induction energy sgmts the effect of polarization
on one monomevia the static electric field from the permanent multipole motaei the other
monomer:3

The exchange-induction termg[%)mnd, represents the interchange of electrons between the

two monomers while one monomer is perturbed by the statatréddield of the other monomer.
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10)

Similar to Eéxch, it involves the exchange operator given in Equatigr8, however the series

expansion is truncated te= 1.

E.2.4 Dispersion and Exchange-Dispersion

The dispersion energy is the remaining part of the secoddrgrolarization energy, encom-

passing the terms arising from double excitations. Analsgo the MP2 energ?8 the dispersion

energy, Iﬁ?f%, can be written &5

£20 _ (DL DRIV as|PEDR) |2
disp = :
'SP g@b » EA—EX-+ER—E}

The dispersion energy represents instantaneous fluatsatiaghe charge distribution on both

(E.11)

monomer$>93 and from EquationE.11, it is seen that the dispersion energy is a pure correlation
effect that would not be present in a Hartree—Fock treatretit The second-order exchange-
dispersion energy, (eé?mdisp' represents the effect of electronic exchange during thte@hpolar-
ization of both monomers. Similar tq&ﬁ)mmd, the exchange operator in Equati@n8is truncated
toi=1.

E.25 S(HF)

As mentioned in Sectiork.2, the series expansion in Equatidh4 is typically truncated at
second-order in ¥g, which results in a complete neglect of third- and higheteoterms. Since
the Hartree—Fock interaction energy can interpreted agbeiinfinite order in the intermolecular
potential Vag,2%® a correction term can be introduced that represents thamyissgher-order

terms. The correction term is defined as

(10)
elst

E(lO) .

exch

20 20
e

5(HF) - E:-rlllt: —E exch-ind> ( E'12)

where EF is the Hartree—Fock interaction energy calculated usiegstipermolecular method
presented in Equatioi.1 As dispersion and exchange-dispersion does not appdae hidrtree—
Fock interaction energy, th® HF) correction term is interpreted as the effect of third- arghler-

order induction and exchange-induction effects.
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E.3 DFT BASED SAPT (DFT-SAPT)

Despite the successes of SAPT(HF), the calculation of thelkedion terms makes it compu-
tationally prohibitive for larger molecular systems. Withs and Chabalowski suggested if a
correlated description of the monomers was used, the costiglation terms can be avoided. Due
to computational considerations, Williams and Chabalowskgested a DFT description of the
monomers would be best suited. While their initial resulesevrather poor, refinements made by
HeRelmann and Jansehand Misquitteet al.”® greatly improved on the accuracy of this method,

allowing SAPT to be performed on much larger systems thaviqusly allowed by SAPT(HF).

E.3.1 Electrostatics and Exchange

From EquationE.6, it is seen that glgt) depends only on the electronic densities of the mono-

mers. Since the electronic density is potentially exachivithe framework of density functional

0)

<t can be calcu-

theory (DFT) provided that the exact exchange-correldtioational is known,
lated exactly. As the exact exchange-correlation funeti@not currently known, an approximate
exchange-correlation functional needs to be chosen. Helel and Janseénand Misquitta and
SzalewicZ® found the PBEP hybrid exchange-correlation functional best reprodubesfirst-
order SAPT(HF) electrostatic energy when compared to atéesity functionals.

The addition of exact exchange in PBEO is found to be necgasa pure generalized gradient
approximated (GGA) functional does not accurately repcedhe correc& asymptotic behavior
of the exact exchange-correlation functional. Despite2b®# Hartree—Fock exchange found in
PBEO, the asymptotic behavior of the PBEO exchange-coiwaléunctional behaves a%.z In
order to ensure the correftasymptotic behavior, a fraction of the asymptotically eott. B9£°
density functional is added to the PBEO density functiorsahg the gradient-regulated connec-
tion scheme of Griningt al® The asymptotically corrected PBEO functional is referrecs
PBEOAC3

Since EquationE.9depends on the non-local operator produgs ¥, 10

oxch Fequires one- and

two-electron density matric#¥ (as opposed to the one-electron density termg‘jﬁ)z However,
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as DFT is only able to provide one-electron density matri€eghe terms involving the two-
electron matrix terms are neglected. Fortunately, the tiaeoae-electron density matrix is found

to be a good approximation, an(glx%1 can be calculated with minimal errér.

E.3.2 Induction and Exchange-Induction

Unfortunately, the SAPT(HF) expressions fqﬁ% and i?:)h—ind do not allow for changes

to occur in either the Coulomb or exchange-correlation meaedue to induced changes in the
electronic density. By using a coupled-perturbed KohnaS{faPKS) approach, the perturbations
in the electronic density caused by changes to the Coulomhexxrhange-correlation potential can
be accounted for through the use of density-density regplometions3°® which can then be used
in the calculation of the iﬁ? and i?mnd terms? As Ei(fg) depends on density-density response
functions (which in turns depends on the density of the sydtethe presence of an external
electric field), Iﬁ? can be calculated exactly, provided the exact exchangelation potential

is known3°7 Analogous to the first-order exchange energg?,lgmd depends on the operator
product Vag &2, which due to it's non-locality requires density-densiéggponse matrices, which
are only a first-order approximation to the exact one- anddlgotron density matrices caused by
an external electric field. Therefore, Whiléi% is exact within the CPKS frameworké,ﬁ)rFind is
only an approximation within CPK3.

E.3.3 Dispersion and Exchange-Dispersion

Similar to the second-order induction terms, a CPKS approamng density-density response
functions is required for the calculation of the secondeordispersion term$3%® Employing
the integral transform of Casimir and Pold&?,Equation E.11 can be written as a function of

density-density response functions,

2 ® . .
E((jigp 0y S sS /o b rs(10) (1) daw, (E.13)



where thea (iw) terms are the frequency dependent linear response fuagtion

a(iw) 0y wzzj‘_"’a%. (E.14)
p

In Equation E.14 the w, are the eigenvalues of the product of two Hessian matrices fime-
dependent DFT (TDDFT), which are calculated using the adialbocal density approximation
(ALDA) 397 for the exchange-correlation kernel. While ALDA is only gspeoximation to the ex-
act exchange-correlation kernel, has been shown to gipedi®n energies in excellent agreement
with SAPT(HF)#* 72

E.4 CONCLUSION

SAPT based on a density functional description of the momsmepresents a huge savings in
computational effort over conventional SAPT(HF). Furtbemputational savings can be made by
employing the density fitting (DF) approximation (also reéel to as the resolution of the identity,
or RI).286 The use of density fitting within the DFT-SAPT framework héleveed the explo-
ration of intermolecular systems whose size would have Ipeehibitive under the SAPT(HF)
framework due it's Q.#7) scaling. Recent work on adapting the density fitting appnation to
both the zeroth-order and correlation corrections in SAFF)(has also recently emergé?,310
in addition to an efficient algorithm for evaluating the teigexcitation terms found in the cor-
related SAPT(HF) treatmeft! Early results suggest that this is a very promising extensio
the SAPT(HF) framework, with systems as large as the peméadiener being studied with these

approximations.
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APPENDIX F

COMMONLY USED ABBREVIATIONS

Table F1: List of commonly used abbreviations

Abbreviation Meaning

ALMO-EDA Absolutely localized molecular orbital energyaemposition analysis
AVDZ Dunning’s aug-cc-pVDZ basis set

AVTZ Dunning’s aug-cc-pVTZ basis set

AVTZ(-f) AVTZ basis set withf functions removed from heavy atoms ahtlnctions from light atoms
AVQZ Dunning’s aug-cc-pVQZ basis set

AV5Z Dunning’s aug-cc-pV5Z basis set

CCsD Coupled cluster using iterative singles and doubles

CCSD(T) Coupled cluster using iterative singles and dabi¢h perturbative triples
O(HF) Hartree—Fock correction term for SAPT

DF Density fitting. Identical to resolution of the identitil(

DF-DFT-SAPT  DFT based SAPT of HeRelmaetral 2 with density fitting2

DFT Density functional theory

DFT+D2 Grimme’s second-generation dispersion corredbo®FT11°

DFT+D3 Grimme and co-worker’s third-generation dispensiorrection for DF$°°
DFT/CC Rube®t al112161 coupled cluster correction method for DFT
DFT-SAPT DFT based SAPT of HeRelmaetral 24

Disp 2d_order dispersion interaction

DMA Distributed multipole analysis

DPP Distributed point polarizable model of DeFustal 1°

DPP2 second-generation DPP model covered in Appe@dix

EDA Energy decomposition analysis

Elst 1Storder electrostatics interaction

Exch PFl-order exchange interaction

Exch-Disp 2dorder exchange—dispersion interaction

Exch-Ind 2d-order exchange—induction interaction

FDDS frequency-dependent density susceptibilities

GDMA Gaussian distributed multipole analysis

HF Hartree—Fock
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Ind
LMO-EDA
MP2
MBPTn

RI

SAPT
SAPT(DFT)
Tr-AVTZ

2"%-order induction interactions

Localized molecular orbital energy decompositaralysis
Moller—Plesset™®—order perturbation theory
Many-body perturbation theory through orater
Resolution of the identity. Identical to density fittinQF).
Symmetry-adapted perturbation theory

DFT based SAPT of Misquittt al.”~"®
Truncated AVTZ basis set as described in Sec8dh
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