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Turbulence appears in many processes in the nature and it is connected with many

engineering, biophysical and climate applications. Therefore, the accurate, efficient and

reliable simulation of turbulent flows is an essential difficulty in many current applications.

Fundamental and universal (i.e. mathematical) insights into fluid structures will enable such

simulations.

To that end, we apply the phenomenology of homogeneous, isotropic turbulence to a

family of Large Eddy Simulation (LES) models, the so-called family of Approximate Decon-

volution Models (ADM). We establish that the models themselves have an energy cascade

with two asymptotically different inertial ranges. Delineation of these gives insight into the

resolution requirements of using ADM.

A correct prediction of a 3D turbulent flow means getting the energy balance and ro-

tational structures correct, i.e., it means (in the large) matching the energy and helicity

statistics. Thus, we consider the prediction of energy and helicity statistics of the family of

Approximate Deconvolution Models of turbulence. We show that the family of ADM has

a helicity cascade that it is linked to its energy cascade and predicted correctly over the

large/resolved scales.

Turbulent flows are very rich in scales and to be able to capture all of them, we need to

use a very fine mesh. Unfortunately, even with the amazing development of the computer

power, we are not able to perform such simulations. Thus, many numerical regularization
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(aiming to truncate the small scales) have been explored in computational fluid dynamics.

We investigated one of such regularization, called the Time Relaxation Model (TRM). We

apply the phenomenology of homogeneous, isotropic turbulence to understand how the time

relaxation term, by itself, acts to truncate solution scales and to use this understanding to

give insight into coefficient selection.

We also study the stability and convergence analysis of a finite element discretization of

TRM. Next we complement this with an experimental study of the convergence rates and of

the effect the time relaxation term has on the large scales of a flow near a transitional point.
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1.0 INTRODUCTION

Turbulence is part of everyday life and it is all around us. Turbulence controls the drag on

cars, aeroplanes and bridges. It also dictates the weather forecast through its influence on

atmospheric and oceanic flows and it is also important in geophysics. Turbulent convection

in the core of the earth is what maintains the earth’s magnetic field despite the natural forces

decay. Turbulence has a great impact on many engineering and biophysical applications. For

example, the flow of the coolant in the core of a nuclear reactor is turbulent. Regarding the

biophysical applications, the air flowing in and out of our lungs and the circulation of blood

in arteries are turbulent processes. Scientists have studied turbulence for years and turbulent

motion has been extensively discussed in literature (see [20, 47, 15]) but the essence of this

complex phenomenon is still lacking sufficient understanding and clearness. One common

way to describe turbulence is by listing its characteristics. Based on [6] we give a summary

here:

irregularity: main reason why it is problematic and difficult to describe turbulent motion

as a function of time and space coordinates. Sensitive dependence on the initial and

boundary conditions makes fluid flow irregular both in time and in space so that a

statistical description (averaging) is needed;

diffusivity: causes rapid mixing and increased rates of momentum, heat and mass transfer.

It is the single most important feature from the practical point of view;

Reynolds number: turbulent flows often originate as an instability of laminar flows as

the Reynolds number becomes too large;

three dimensional vorticity: vorticity cannot be created or destroyed within the interior

of a flow. It can spread (by diffusion) and it can be moved from place to place (by
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advection). The implication is that vorticity is generated in boundary layers and then

released into the turbulent flow which is a spatially distribution of vorticity. Thus it is

impossible to imagine irrotational turbulent flow;

dissipation: turbulent flows are always dissipative. The turbulent motion decays if there

is no external source of energy to make up for this kinetic energy loss. Viscous effects

will result in the conversion of kinetic energy of the flow into heat;

continuum: even the smallest scales are far larger than any molecular length scale.

The flow of water over a simple smooth object, such as a sphere, at very low speeds is

laminar, i.e., the flow is smooth (though it may involve vortices on a large scale). As the

speed increases, at some point the transition is made to turbulent (”chaotic”) flow. In turbu-

lent flow, unsteady vortices appear on many scales and interact with each other. Drag due to

boundary layer friction increases. The structure and location of boundary layer separation

often changes, sometimes resulting in a reduction of overall drag. The Navier-Stokes equa-

tions (NSE), named after Claude-Louis Navier (French engineer and physicist) and George

Gabriel Stokes (Irish mathematician and physicist), are derived directly from conservation

laws and are the governing equations that describe the complex motion of turbulence. The

NSE are nonlinear partial differential equations and the nonlinearity makes most problems

difficult or impossible to solve and is part of the cause of turbulence. Despite the fact that

the governing equations have been known for one and a half centuries, there is still sur-

prisingly little we can predict with certainty. The intricacy with these equations that we

encounter is that, except for some very simple flows, there is no analytical solution. There-

fore, understanding turbulence continues to be a great challenge for scientists. A million

dollar prize was offered in May 2000 by the Clay Mathematics Institute to whoever makes

preliminary progress toward a mathematical theory which will help in the understanding

of this phenomenon. Since turbulence is inherently a multi-disciplinary phenomena, each

area can bring interesting and useful insights to its development. Not being able to find

the analytical solution directs us to the approach to compute the numerical approximation

directly by using a discretization of the NSE such that all the persistent eddies are resolved.

But the difficulty with this is that
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“It must be admitted that the problems are too vast to be solved by a direct computational
attack”

J. von Neumann, 1949.

This is still true today for simulation of turbulent flows and provides the motivation for

the development and mathematical analysis of turbulence models. These models should lead

to an economical computable flow (i.e. flow that requires a much smaller number of degrees of

freedom for its computation) but still contains important properties of the original turbulent

flow governed by the NSE. Thus, to begin, we consider the incompressible Navier-Stokes

equations in a periodic box in R3

ut + u · ∇u−Re−14u +∇p = f in Ω = (0, L)3, t > 0, (1.1)

∇ · u = 0 in (0, L)3,

subject to periodic (with zero mean) conditions

u(x + Lej, t) = u(x, t) j = 1, 2, 3 and, (1.2)∫

Ω

φ dx = 0 for φ = u, u0, f , p.

where u is the velocity of fluid flow, p is the pressure, f is the external body force. The

Navier-Stokes equations (1.1) representing the conservation of momentum and mass are in

the non-dimensional form with Reynolds number Re being the control parameter of the

flow. It is named after British fluid dynamics engineer, Osborne Reynolds (1842 − 1912),

who proposed it in 1883. From the physical point of view, Re represents the ratio of the

inertial forces (Uρ) and the viscous forces (µ/L) and is given by

Re =
ρUL

µ
=

UL

ν

where

U - characteristic velocity,

L - characteristic length,

ρ - fluid density,

µ - dynamic viscosity,

3



ν := µ
ρ

- kinematic viscosity.

In the mathematical setting of the Navier-Stokes equations, the Reynolds number makes

the difference between laminar and turbulent flow. Laminar flow occurs at low Reynolds

numbers, where viscous forces are dominant, and is characterized by smooth, constant fluid

motion, while turbulent flow, on the other hand, occurs at high Reynolds numbers and is

dominated by inertial forces, producing random eddies, vortices and other flow fluctuations.

A few representative values of Re are given in Table 1.

1 cm sphere moving 1 cm/s in water Re = 100

cars (characteristic speed 3 m/s) Re = 6× 105

airplanes (characteristic speed 30m/s) Re = 2× 107

atmospheric flows Re = 1020

Table 1: Representation values of Re

In this respect, based on Table 1 and present computational resources, the Direct Nu-

merical Simulation (DNS) of turbulent flows are not economical or even feasible!

1.1 CHAPTER DESCRIPTION

One promising approach to the simulation of turbulent flows is to develop turbulence models

that are predicting the large/resolved scales (i.e. the scales bigger than the averaging radius,

usually denoted by δ). The large scales are believed to be deterministic and the small scales

(accepting Kolmogorov’s description) have a universal structure so, in principle, their mean

effects on the large scales should be model-able. The crudest estimate of cost is

∆x = ∆y = ∆z = O(δ),

with thus O(δ−3) storage required in space per time step. On the other hand, it is en-

tirely possible that the computational mesh must be smaller than O(δ) to predict the O(δ)
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structures correctly. It is also entirely possible that, since turbulence models are themselves

inexact and uncertain, solutions to a model contain persistent energetic structures smaller

than O(δ). The nonlinear interactions and the sensitivity to perturbations of the models

might also introduce unintended and persistent small scales. To that end, the core of this

thesis is about the predictions of energy and helicity statistics, i.e. their cascade and deriva-

tion of the micro-scale (i.e. the scale of the smallest persistent structures in the models’

solution) for turbulence models. Another aspect that also deserves attention is the classical

numerical analysis of algorithms of turbulence models. These topics are addressed in the

thesis with a following outline.

In Chapter 2 the energy and helicity for the Navier-Stokes equations are presented.

The Kolmogorov 1941 theory, known as K41, is summarized too. Chapter 3 is focused on

proving preliminary properties of the approximate deconvolution operator that is used for

the closure problem of the family of ADM and for driving the unresolved fluctuations to zero

in simulation governed by TRM.

Chapter 4 and 6 investigate the following questions for the family of ADM and TRM:

What is the length scale of the smallest persistent eddy in the models’ solution? (This length

scale corresponds to the Kolmogorov dissipation length scale for a turbulent flow.) Do so-

lutions of the models exhibit an energy cascade and, if so, what are its details? How do the

models act to truncate the small eddies? Inspired by Muschinsky’s study of the Smagorinsky

model [46], the answers to these questions will come from two simple but powerful tools: a

precise proof of the energy balance for the models themselves and Kolmogorov’s similarity

theory, suitably adapted. In particular, the ADM’s energy balance contains both an en-

hanced energy dissipation and a modification to the kinetic energy that induce a secondary

energy cascade and acceleration of scale truncation. The aim of the time relaxation study

is to drive the unresolved fluctuations in a computational simulation to zero exponentially

fast by an appropriate choice of its coefficient. We show that TRM can truncate the scales

up to the filter length-scale by a specific selection of the time relaxation coefficient.

In Chapter 5 the accuracy of flow statistics (and thus the physical fidelity) related to

rotational structures in turbulent flows is considered. In other words, we consider statistically

stationary, homogeneous, isotropic turbulence predicted by the ADM, develop the helicity
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and time-averaged helicity statistics predicted by the ADM and evaluate their accuracy up

to the cutoff frequency / filter length scale. The models’ energy and helicity cascade at the

correct rate (rate of the NSE) over the resolved scales and a faster rate over the underresolved

scales. Supported by a strong physical reasoning that scales with no energy should not be

rotational, we show that the inertial range of helicity is contained in the inertial range of

energy (which means that the smallest active helical scales are bigger than the energetic

micro-scales).

In Chapter 7 a classical analysis for a fully discretized continuous finite element scheme

of Time Relaxation Model is developed. We prove the existence of the discrete finite element

solution together with a stability bound and derived optimal error estimates. Besides the

computational investigation of the theoretical obtained rates, a flow very close to its transi-

tion from one regime to another (from equilibrium to time dependent via shedding of eddies

behind the forward-backward step) is studied.

Finally, Chapter 8 consists of conclusions and future research.
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2.0 ENERGY AND HELICITY IN TURBULENCE

2.1 ENERGY BALANCE

The key idea in making progress in the mathematical understanding of turbulent flows

governed by the Navier-Stokes equations is the notion of energy balance. Energy balance is

a systematic presentation of energy flows and transformations in a fluid. Theoretical basis

for an energy balance is the first law of thermodynamics according to which energy cannot

be created or destroyed, only modified in form.

If u, p is a smooth solution of (1.1) then multiplying the momentum equation by u,

integrating over Ω = (0, L)3, integrating by parts and integrating in time gives

1

2

∫

Ω

|u(x, t)|2dx +

∫ t

0

Re−1

∫

Ω

|∇u(x, t′)|2dx dt′

=
1

2

∫

Ω

|∇u(x, 0)|2dx +

∫ t

0

∫

Ω

f(x, t′) · u(x, t′) dx dt′ (2.1)

Looking at the energy equality, there are three terms involved:

The kinetic energy: E(u)(t) :=
1

2

1

L3

∫

Ω

|u(x, t)|2dx ,

The energy dissipation rate: ε(u)(t) :=
Re−1

L3

∫

Ω

|∇u(x, t)|2dx ,

Power input via body forces: P (u)(t) :=
1

L3

∫

Ω

f(x, t) · u(x, t) dx .

With the above definitions (2.1) is equivalent to

E(u)(t) +

∫ t

0

ε(u)(t′) dt′ = E(u)(0) +

∫ t

0

P (u)(t′) dt′ .
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Thus, the energy equality (2.1) describes the evolution of the kinetic energy in a fluid’s flow

and has the following physical interpretation:

kinetic energy(t) + total energy dissipated

= kinetic energy(0) + total energy input by body forces.

2.1.1 Spectral Representation of the Kinetic Energy

Recall that we impose the zero mean condition and thus we can expand the fluid velocity in

a Fourier series

u(x, t) =
∑

k

û(k, t)e−ik·x, where k =
2πn

L
is the wave-number and n ∈ Z3. (2.2)

The Fourier coefficients are given by

û(k, t) =
1

L3

∫

Ω

u(x, t)e−ik·xdx.

Magnitudes of k,n are defined by

|n| = {|n1|2 + |n2|2 + |n3|} 1
2 , |k| = 2π|n|

L
,

|n|∞ = max{|n1|, |n2|, |n3|}, |k|∞ =
2π|n|∞

L
.

The length-scale of the wave-number k is defined by l = 2π
|k|∞ . Parseval’s equality implies

that the energy in the flow can be decomposed by wave-number as follows. For u ∈ L2(Ω),

1

L3

∫

Ω

1

2
|u(x, t)|2dx =

∑

k

1

2
|û(k, t)|2 =

=
∑

k


∑

|k|=k

1

2
|û(k, t)|2


 , where k =

2πn

L
is the wave-number and n ∈ Z3.

Let < · > denote long time averaging (e.g., Reynolds, [50])

< φ > (x) := lim
T→∞

sup
1

T

∫ T

0

φ(x, t)dt. (2.3)
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Definition 2.1. The kinetic energy distribution functions are defined by

E(k, t) =
L

2π

∑

|k|=k

1

2
|û(k, t)|2, and

E(k) := < E(k, t) >,

Parseval’s equality thus can be rewritten as

1

L3

∫

Ω

1

2
|u(x, t)|2dx =

2π

L

∑

k

E(k, t), and

<
1

L3

∫

Ω

1

2
|u(x, t)|2dx >=

2π

L

∑

k

E(k).

2.2 A SYNOPSIS OF K41 PHENOMENOLOGY

Turbulent flows consist of three dimensional eddies of various sizes. In 1941, I. Kolmogorov

gave a remarkable, universal description of the eddies in turbulent flow by combining a

judicious mix of physical insight, conjecture, mathematical analysis and dimensional analysis,

e.g., Frisch [20], Pope [47]. In his description, the largest eddies are deterministic in nature.

Those below a critical size are dominated by viscous forces, and die very quickly due to

these forces. This critical length scale (the Kolmogorov micro-scale) is η = O(Re−3/4) 1

in 3D. From this estimate, it follows that direct numerical simulation of a 3D flow thus

requires ∆x = ∆y = ∆z = O(Re−3/4) giving O(Re+9/4) mesh points in space per time step,

and thus is often not computationally economical or even feasible. This estimate is based

upon existence of an energy cascade in turbulent flow problems and Kolmogorov’s estimate

of the micro-scale at the bottom of the energy cascade. Since this energy cascade theory

is extended herein beyond the Navier-Stokes equations, the answers to important questions

about it must be reviewed.

Why do solutions of the Navier-Stokes equations exhibit an energy cascade? And, should

it be expected that solutions of turbulence models have their own energy cascade? The

answer to the first question has been understood since the work of L. F. Richardson and I.

1The length scale of the smallest persistent eddy is traditionally denoted by η rather than l.
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Kolmogorov. We shall briefly review the answer because its answer also contains the answer

to the second question that we are interested in. The Navier-Stokes equations and their

solutions have the following well-known features:

• If ν = 0 the total kinetic energy of the flow is exactly conserved 2:

E(u)(t) = E(u)(0) +

∫ t

0

P (u)(t′) dt′.

• The nonlinearity conserves energy globally (since
∫
Ω
u ·∇u ·udx = 0 ) but acts to transfer

energy to smaller scales by breaking down eddies into smaller eddies ( for example, if u '
(U sin(πx1

l
), 0, 0)tr has wave length l and frequency π

l
then u · ∇u ' U2π

2l
(sin(πx1

l/2
), 0, 0)tr

has shorter wave length l
2
).

• If ν > 0, them the viscous terms dissipate energy from the flow globally:

E(u)(t) +

∫ t

0

ε(u)(t′)dt′ = E(u)(0) +

∫ t

0

P (u)(t′) dt′, where ε(u)(t′) ≥ 0.

• For Re large the energy dissipation due to the viscous terms is negligible except on very

small scales of motion. For example, if u ' (U sin(πx1

l
), 0, 0)tr then (considering the

dimensional NSE)

viscous term on this scale = −ν4u ' π2νU

l2
(sin(

πx1

l
), 0, 0)tr, from which:

energy dissipation on this scale = ε(u) ' C

L3

νU

l2
.

Thus the nonlinear term dominates and the viscous term is negligible if

U2

l
>>

νU

l2
⇒ lU

ν
>> 1 , i.e., Re >> 1.

• The forces driving the flow input energy persistently into the largest scales of motion.

2For the physical reasoning in this section it is perhaps appropriate to suppose that the energy equality
holds and sidestep the deeper questions concerning weak vs. strong solutions and energy equality vs. energy
inequality, e.g., [21], [22].
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The picture of the energy cascade that results from these effects is thus: energy is input

into the largest scales of the flow. There is an intermediate range in which nonlinearity

drives this energy into smaller and smaller scales and conserves the global energy because

dissipation is negligible. Eventually, at small enough scales dissipation is nonnegotiable and

the energy in those smallest scales is driven to zero exponentially fast. This is the physical

reasoning behind Richardson’s famous description:

”Big whirls have little whirls
That feed on their velocity,
And little whirls have lesser whirls,
And so on to viscosity.”

Inspired by this description, in 1941 I. Kolmogorov gave a quantitative and universal

characterization of the energy cascade (often called the K-41 theory). The most important

components of the K-41 theory are the time (or ensemble) averaged energy dissipation rate,

ε, and the distribution of the flows averaged kinetic energy across wave-numbers, E(k).

Given the velocity field of a particular flow, u(x, t), the (time averaged) energy dissipation

rate of that flow is defined to be

ε :=<
1

L3

∫

Ω

ν|∇u(x, t)|2dx > . (2.4)

Further, the K-41 theory states that at high enough Reynolds numbers there is a range

of wave-numbers known as the inertial range, beyond which the kinetic energy in a turbulent

flow is negligible, and in this range

E(k) = αε
2
3 k−

5
3 , (2.5)

where α is the universal Kolmogorov constant whose value is generally believed to be between

1.4 and 1.7 (for example, Wyngaard and Pao [61] found a value of α = 1.62 in studies

of atmospheric turbulence), k is the wave-number and ε is the particular flow’s energy

dissipation rate. The energy dissipation rate ε is the only parameter which differs from

one flow to another. Indeed, in Pope [47], figure 6.14 page 235 in [47], the power spectrums

of 17 different turbulent flows taken from Saddoughi and Veeravalli [53] (which also contains

the references to the particular experiments) are plotted on log-log plots. The slope of the
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linear region in this plot has the universal value of −5
3

for all 17 turbulent flows, exactly

corresponding to the k−
5
3 law.

We review this argument of Kolmogorov, which is adapted in our work. It begins with

a physical conjecture that:

Conjecture 2.1. The time averaged kinetic energy only depends on the time averaged energy

dissipation rate ε and the wave-number k.

Beginning with this, postulate a simple power law dependency of the form

E(k) ' Cεakb. (2.6)

If this relation is to hold the units, denoted by [·] on the LHS must be the same as the units

on the RHS, [LHS] = [RHS]. The three quantities in the above have the units

[k] =
1

length
, [ε] =

length2

time3
, [E(k)] =

length3

time2
.

Inserting these units into the above relation gives

length3

time2
=

length2a

time3a

1

lengthb
= length2a−btime−3a, giving

3a = 2, 2a− b = 3, or a =
2

3
, b = −5

3
.

Thus, Kolmogorov’s law follows

E(k) = αε
2
3 k−

5
3 , over the inertial range 0 < k ≤ C(LRe−

3
4 )−1.

The above estimate η ∼ LRe−
3
4 for the Kolmogorov micro-scale (i.e. the end of the

inertial range) is derived by similar physical reasoning. Let the reference large scale velocity

and length (which are used in the definition of the Reynolds number) be denoted by U,L. At

the scales of the smallest persistent eddies (the bottom of the inertial range) we shall denote

the smallest scales of velocity and length by vsmall, η. We form two Reynolds numbers:

Re =
UL

ν
, Resmall =

vsmallη

ν
.

The global Reynolds number measures the relative size of viscosity on the large scales and

when Re is large the effects of viscosity on the large scales are then negligible. The smallest

12



scales Reynolds number similarly measures the relative size of viscosity on the smallest

persistent scales. Since it is non-negligible we must have

Resmall ' 1, equivalently
vsmallη

ν
' 1.

Next comes an assumption of statistical equilibrium:

Energy input at large scales = Energy dissipation at smallest scales.

The largest eddies have energy which scales like O(U2) and associated time scale τ =

O(L
U
). The rate of energy transfer/energy input is thus O(U2

τ
) = O(U3

L
). The small scales

energy dissipation from the viscous terms scales like

εsmall ' ν|∇usmall|2 ' ν(
vsmall

η
)2.

Thus we have the second ingredient:

U3

L
' ν(

vsmall

η
)2.

Solving the first equation for vsmall gives vsmall ' ν
η
. Inserting this value for the small scales

velocity into the second equation, solving for the length-scale η and rearranging the result

in terms of the global Reynolds number gives the following estimate for η which determines

the above estimate for the highest wave-number in the inertial range:

η = ηKolmogorov ' Re−
3
4 L .

This estimate for the size of the smallest persistent solution scales is the basis for the esti-

mates of O(Re
9
4 ) mesh-points in space per time step for DNS of turbulent flows.
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2.3 HELICITY FOR THE NAVIER-STOKES EQUATIONS

The study of helicity in fluid flow and turbulence has only recently begun. It was not

until 1961 that helicity’s inviscid invariance was discovered by Moreau [45]. Moffatt and

Tsoniber [44] gave a good summary of the early results. Later Moffatt [43] showed that

helicity is nonzero if and only if the flow field is not rotationally symmetric. This topological

characterization lead to the commonly accepted interpretation: helicity measures the degree

to which the vortex lines are knotted and intertwined. If u, p is a smooth solution of (1.1)

then multiplying the momentum equation by ∇×u, integrating over Ω = (0, L)3, integrating

by parts and integrating in time gives

H(u)(t) +

∫ t

0

γ(u)(t′) dt′ = H(u)(0) +

∫ t

0

1

L3

∫

Ω

f(x, t′) · ∇ × u(x, t) dx dt′ . (2.7)

where:

The helicity: H(u)(t) :=
1

L3

∫

Ω

u(x, t) · (∇× u(x, t))dx ,

The helicity dissipation rate: γ(u)(t) :=
Re−1

L3

∫

Ω

∇× u(x, t) · (∇×)2u(x, t) dx .

Based on its above mathematical definition helicity is a rotational meaningful quantity

Therefore, based on (2.1) and (2.7), both energy and helicity are conserved by the Euler

equations and dissipated (primarily at the small scales) by viscosity. There is considerable

evidence that both energy and helicity exhibit cascades and the details of their respective

cascades are intertwined, e.g. André and Lesieur [5]. Recent theoretical studies, which

have been experimentally confirmed by Bourne and Orszag [8], have suggested that for

homogeneous, isotropic turbulence averaged fluid velocities exhibit a joint energy and helicity

cascade through the inertial range of wave-numbers given by

E(k) = CEε2/3k−5/3, H(k) = CHγε−1/3k−5/3, (2.8)

where k is wave-number, ε the time averaged energy dissipation rate, and γ the time averaged

helicity dissipation rate, see Q. Chen, S. Chen and Eyink [11], Q. Chen, S. Chen, Eyink and

Holm [12], Ditlevsen and Giuliani [16]. The cascades are referred to as “joint” because they
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travel with the same speed through wave space (i.e. the exponents of k are equal). The

energy cascade given in (2.8) is the famous Kolmogorov cascade, and Q. Chen, S. Chen and

Eyink [11] showed that the helicity cascade in (2.8) is consistent for wave-numbers up to the

standard Kolmogorov wave-number, kE = ν−3/4ε1/4.

2.3.1 Spectral Representation of Helicity

Each Fourier mode ŵ(k, t)eik·x has three degrees of freedom. Given a Fourier mode, we can

calculate

∇ · (ŵ(k, t)eik·x) = ik · ŵ(k, t)eik·x ,

and

∇× (ŵ(k, t)eik·x) = ik× ŵ(k, t)eik·x.

Incompressibility implies the constraint k·ŵ(k, t) = 0 for all k leaving two remaining degrees

of freedom in the Fourier mode. These two are most conveniently expressed (following

Q.Chen, S.Chen and Eyink [11] and Waleffe [59]) as helical modes, defined next.

Definition 2.2. For any given k, the helical modes h± are associated with orthogonal eigen-

vectors of the curl operator via ik× h± = ±kh±:

∇× (h±(k)eik·x) = ±kh±(k)eik·x.

We can thus write a Fourier mode’s coefficient as

ŵ(k, t) = a+(k, t)h+ + a−(k, t)h−.

The Fourier series (2.2) for the model’s velocity can be further split, using the above, as

w(x, t) =
∑

k

∑

|k|=k

∑
s=±

as(k, t)hs(k)eik·x . (2.9)

Using the above helical mode we can easily calculate, for example,

(∇×)w(x, t) =
∑

k

∑

|k|=k

∑
s=±

skas(k, t)hs(k)eik·x . (2.10)
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Similarly,

(∇×)nw(x, t) =
∑

k

∑

|k|=k

∑
s=±

snknas(k, t)hs(k)eik·x. (2.11)

Since the helical mode expansions (2.9) and (2.10) are themselves Fourier series, (2.9),(2.10)

and Parseval’s equality can be used exactly as for energy to give a modal decomposition of

helicity and helicity dissipation as

H(w)(t) =
2π

L

∑

k

H(k, t), where (2.12)

H(k, t) :=
L

2π

∑

|k|=k

∑
s=±

sk |as(k, t)|2 . (2.13)

and

γ(w)(t) =
2π

L

∑

k

γ(k, t), with (2.14)

γ(k, t) := ν
L

2π

∑

|k|=k

∑
s=±

k2H(k, t). (2.15)

The exact interpretation of helicity is not clear as clear as energy since both helicity and

helicity dissipation can have two signs. We would like to have the result that when H(w)(t) ≥
0 then γ(w)(t) ≥ 0 and when H(w)(t) ≤ 0 then γ(w)(t) ≤ 0. Based on the definitions of the

helicity (2.12) and helicity dissipation (2.14), this is exactly true. In particular, the global

positive and negative components of helicity, H+(w)(t) =
∑

k k
∑

|k|=k

∑
s=+ s |as(k, t)|2

and H−(w)(t) =
∑

k k
∑

|k|=k

∑
s=− s |as(k, t)|2 are non-increasing functions of time based

on summation.
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3.0 APPROXIMATE DECONVOLUTION OPERATOR AND

APPROXIMATE DECONVOLUTION MODELS

The deconvolution problem is central in both image processing, (see Bertero and Boccacci

[7]) and turbulence modeling in Large Eddy Simulation, (see Berselli, Iliescu and Layton [6]

and Geurts [24]). The basic problem in approximate deconvolution is: given u find a useful

approximations of u. In other words, solve the following equation for an approximation

which is appropriate for the application at hand

Gu = u, solve for u. (3.1)

For most averaging operators, G is symmetric and positive semi-definite. Typically, G is

not invertible or at least not stably invertible due to small divisor problems. Thus, this

deconvolution problem is ill-posed.

Many spacial averaging operators associated with a length-scale δ are possible, e.g.,

Berselli, Iliescu and Layton [6], John [30] and Sagaut [54]. For specificity, we choose a simple

differential filter, Germano [23] :given an L-periodic u, its average u is the unique L-periodic

solution of

−δ24u + u = u, in Ω. (3.2)

This filtering operation is often denoted φ = Gφ with G := (−δ24+ I)−1.

3.0.2 The van Cittert Algorithm

The deconvolution algorithm we consider was studied by van Cittert in 1931 and its use in

LES pioneered by Stolz and Adams [2, 3]. For each N = 0, 1, ... it computes an approximate
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solution uN to the deconvolution equation (3.1) by N steps of a fixed point iteration for the

fixed point problem (see Bertero and Boccacci [7]):

given u solve u = u + {u−Gu} for u.

The deconvolution approximation is then computed as follows.

Algorithm 3.1 (van Cittert approximate deconvolution algorithm). u0 = u,

for n=1,2,...,N-1, perform

un+1 = un + {u−Gun}
Call uN = GNu.

By eliminating the intermediate steps, it is easy to find an explicit formula for the N th

deconvolution operator GN

GNu :=
N∑

n=0

(I −G)nu . (3.3)

For example, the approximate deconvolution operator corresponding to N = 0, 1, 2 are:

G0u = u,

G1u = 2u− u,

G2u = 3u− 3u + u.

The corresponding transfer functions are:

Ĝ0(k) = 1,

Ĝ1(k) = 2− 1

δ2k2 + 1
=

2δ2k2 + 1

δ2k2 + 1
,

Ĝ2(k) = 1 +
δ2k2

δ2k2 + 1
+ (

δ2k2

δ2k2 + 1
)2.

It is insightful to plot the transfer functions, Figure 1.

The large scales are associated with the smooth components and with the wave-numbers

near zero (i.e., |k| small). Thus, the fact that GN is a very accurate solution of the de-

convolution problem for the large scales is reflected in the above graph in that the transfer

functions ĜN(k) have high order contact with 1
1+δ2k2 (i.e., exact deconvolution) near k = 0.
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Figure 1: Exact and approximate deconvolution operators for N=0,1,2 and 7.

3.1 PROPERTIES OF APPROXIMATE DECONVOLUTION OPERATOR

The L2(Ω) norm and inner product will be denoted by ‖·‖ and (·, ·). Likewise, the Lp(Ω)

norms and the Sobolev W k
p (Ω) norms are denoted by ‖ · ‖Lp and ‖ · ‖W k

p
, respectively. For

the semi-norm in W k
p (Ω) we use | · |W k

p
. Hk is used to represent the Sobolev space W k

2 , and

‖ ·‖k denotes the norm in Hk. For functions v(x, t) defined on the entire time interval (0, T ),

we define

‖v‖∞,k := sup
0<t<T

‖v(t, ·)‖k , and ‖v‖m,k :=

(∫ T

0

‖v(t, ·)‖m
k dt

)1/m

.

We begin by reviewing a result of Stolz, Adams and Kleiser [56] and Dunca and Epshteyn

[18].

Lemma 3.1. [Error in approximate deconvolution] For any φ ∈ L2(Ω),

φ−GNφ = (I −G)N+1φ

= (−1)N+1δ2N+24N+1G(N+1)φ .
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Proof. Let B = I − G. Since φ = Gφ, φ = (I − B)φ. Since GN :=
∑N

n=0 Bn, a geometric

series calculation gives

(I −B)GNφ = (I −BN+1)φ.

Subtraction gives

φ−GNφ = G−1BN+1φ = BN+1G−1φ = BN+1φ.

Finally, B = I −G, so rearranging terms gives the claimed result

φ−GNφ = (G−1 − I)N+1G(N+1)φ

= G(N+1)((−1)N+1δ2N+24N+1)φ.

Lemma 3.2. G is a self-adjoint positive definite operator with eigenvalues

λ(G) =
1

δ2k2 + 1
, for k = 1, 2, . . .

Proof. The Laplacian operator is self-adjoint positive definite, and so are −δ24+ I and its

inverse, G. Similarly, the eigenvalues of G are the inverse of the eigenvalues of −δ24+I.

Lemma 3.3. [Stability of approximate deconvolution] GN is a self-adjoint, positive definite

operator on L2(Ω) with norm

||GN || := sup
φ∈L2(Ω)

||GNφ||
||φ|| = N + 1 .

Proof. We summarize the proof from Berselli, Iliescu and Layton [6] for completeness. Since

GN is a function of G, it is also self-adjoint. Recall from Lemma 3.2 that the eigenvalues of

G are between zero and one, accumulating at zero. By the spectral mapping theorem

λ(GN) =
N∑

n=0

λ(I −G)n =
N∑

n=0

(1− λ(G))n, and

0 < λ(G) ≤ 1 by the definition of operator G.
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Thus, 1 ≤ λ(GN) ≤ N + 1, i.e., λ(GN) > 0, so GN is positive definite. Since GN is self-

adjoint, the operator norm ||GN || is also easily bounded by the spectral mapping theorem

by

||GN || =
N∑

n=0

λmax(I −G)n =
N∑

n=0

(1− λmin(G))n = N + 1 .

Definition 3.1. The deconvolution weighted inner product and norm are

(φ, ψ)N := (φ, GNψ) and ||φ||N =
√

(φ,GNφ) for φ, ψ ∈ L2(Ω) .

Remark 3.1. Based on Lemma 3.3, the deconvolution weighted inner product and norm are

well-defined.

Lemma 3.4. Consider the approximate deconvolution operator GN as defined above. Then

||φ||2 ≤ ||φ||N ≤ (N + 1)||φ||2, ∀φ ∈ L2(Ω) .

Proof. Recall that 1 ≤ λ(GN) ≤ N + 1 from the proof of Lemma 3.3. Since GN is a self-

adjoint operator and its eigenvectors form an orthonormal basis of L2(Ω), this proves the

above equivalence of norms.

The analysis of Time Relaxation Model involves information on the action of the operator

HN defined below.

Lemma 3.5. Let the bounded linear operator HN : L2(Ω) → L2(Ω) be defined by HNφ =

GNGφ . Then, HN and I − HN are both self-adjoint, positive semi-definite operators on

L2(Ω). For u ∈ L2(Ω)

∫

Ω

(u−HNu) · u dx ≥ 0 and

∫

Ω

(HNu) · u dx ≥ 0.
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Proof. HN is a function of the self-adjoint positive definite operator G so self-adjointness

is immediate and positivity is easily established in the periodic case by a direct calculation

using Fourier series. To begin, expand u(x, t) =
∑

k û(k, t)e−ik·x, where k = 2πn
L

is the

wave-number and n ∈ Z3. Then, by direct calculation using Parseval’s equality

1

2L3

∫

Ω

(HNu) · u dx =
2π

L

∑

k

ĤN(k)E(k) , where

ĤN(k) =
1

1 + z2

N∑
n=0

(1− 1

1 + z2
)n , where z = δk.

The expression for ĤN(k) can be simplified by summing the geometric series. This gives

ĤN(k) = 1− (
z2

1 + z2
)N+1 , where z = δk .

Since z is real, 0 ≤ z2

1+z2 ≤ 1, and 0 ≤ 1− ( z2

1+z2 )
N+1 ≤ 1. Thus we have shown

0 ≤
∫

Ω

(HNu) · u dx ≤
∫

Ω

|u|2 dx.

Similarly, we show 0 ≤ 1− ĤN(k) ≤ 1 and

0 ≤
∫

Ω

(u−HNu) · u dx ≤
∫

Ω

|u|2 dx,

which completes the proof.

It is insightful to plot the transfer function ĤN(k) = 1 − ( z2

1+z2 )
N+1 for a few values of

N . We do so in Figure 2 for N = 5, 10, 100.

Examining these graphs, we observe that HN(u) is very close to u for the low frequen-

cies/largest solution scales and that HN(u) attenuates small scales/high frequencies. The

breakpoint between the low frequencies and high frequencies is somewhat arbitrary. The

following is convenient for our purposes and fits our intuition of a spectral cutoff operator.

Definition 3.2 (Cutoff-Frequency). The cutoff frequency of HN is

kc := greatest integer(H−1
N (

1

2
)).

In other words, the frequency for which HN most closely attains the value 1
2
.
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Figure 2: Transfer function ĤN , for N = 5, 10, 100.

From the above explicit formulas and Figure 2, it is easy to verify that the cutoff frequency

grows to infinity slowly as N →∞ for fixed δ and as δ → 0 for fixed N . Other properties of

the operator HN(·) follow similarly easily from its transfer function.

Proposition 3.1. HN is a compact operator. Let ΠN denote the orthogonal L2 projection

into span{eik·x : |k| ≤ kc}. For all u ∈ L2(Ω) :

(HNu,u)L2(Ω) ≥ C||ΠNu||2, (3.4)

(u−HNu,u)L2(Ω) ≥ C||(I − ΠN)u||2.

Proof. Compactness follows since ĤN(k) → 0 as k →∞. The second and third claims follow

from the definition of the cutoff frequency, the explicit formula for the transfer function and

a calculation.
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3.2 APPROXIMATE DECONVOLUTION MODELS

Averaging the NSE (meaning: applying G to (1.1)) gives the exact space filtered NSE for u

ut + u · ∇u− ν4u +∇p = f and

∇ · u = 0.

This is not closed since (noting that u · ∇u = ∇ · (uu))

uu 6= u u.

There are many closure models used in LES, see [54], [30], [6] for a surveys. Since GNu

approximates u to accuracy O(δ2N+2) in the smooth flow regions it is justified to consider

the closure approximation

uu = GNuGNu + O(δ2N+2). (3.5)

Using this closure approximation (3.5) results in an LES model whose solutions are intended

to approximate the true flow averages, w ≈ u, q ≈ p. The resulting models, introduced by

Stolz and Adams [1, 2, 3], are given by

wt +∇ · (GNw GNw)− ν4w +∇q + χ (w−w) = f , and ∇ ·w = 0, N = 0, 1, 2, . . . . (3.6)

The time relaxation term χ (w − w) is included in numerical simulations of (3.6) to damp

strongly the temporal growth of the fluctuating component of w driven by noise, numerical

errors, inexact boundary conditions and so on. It can be used as a numerical regularization

in any model and is studied in Stolz and Adams [1], Pruett[48], [38, 58]. In this chapter we

study the parameter-free deconvolution model that results by setting χ = 0.

In the simplest (and least accurate) N = 0 case, the operator GN reduces to G0u = u

and thus the Zeroth Order ADM is

wt +∇ · (ww)− ν∆w +∇q = f, ∇ ·w = 0 . (3.7)

Approximate Deconvolution Models, studied herein, are used, with success, in many

simulations of turbulent flows, e.g., Stolz and Adams [1, 2, 3]. They are among the most
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accurate of turbulence models and one of the few for which a mathematical confirmation

of their effectiveness is known. Lewandowski and Layton in [40] proved the existence and

uniqueness of strog solutions, developed regularity of solutions of the Zeroth Order ADM and

gave a rigorous bound on the modeling error ‖u−w‖. This analysis has been extended for

the Nth order ADM by Dunca and Epshteyn in [18]. Also, Lewandowsky and Layton in [41]

showed analytically by using the −5/3 Kolmogorov’s law that the time averaged consistency

error of the Nth ADM, i.e. time average of GN(u)GN(u)− uu, converges to zero following

a law as the cube root of the averaging radius and independently of the Reynolds number.
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4.0 A SIMILARITY THEORY OF APPROXIMATE DECONVOLUTION

MODELS OF TURBULENCE

We start this chapter with a clear energy balance of ADM that enable us to develop a strong

mathematical platform for the similarity theory of this family of models.

4.1 ENERGY BALANCE OF APPROXIMATE DECONVOLUTION

MODELS

Proposition 4.1. Suppose χ = 0 in the ADM (3.6). Then, if w is a strong solution of

(3.6), w satisfies

1

2

[||w(t)||2N + δ2||∇w(t)||2N
]
+

∫ t

0

ν||∇w(t′)||2N + νδ2||4w(t′)||2N dt′ =

=
1

2

[||w0||2N + δ2||∇w0||2N
]
+

∫ t

0

(f(t′) ,w(t′))N dt′.

Proof. Let (w, q) denote a periodic solution of the Nth order model with χ = 0. Multiplying

(3.6) by G−1GNw and integrating over the flow domain Ω gives

∫

Ω

{
wt ·G−1GNw +∇ · (GNw GNw) ·G−1GNw − ν4w ·G−1GNw +∇q ·G−1GNw

}
dx

=

∫

Ω

f ·G−1GNw dx .

The nonlinear term vanishes exactly because

∫

Ω

∇ · (GNw GNw) ·G−1GNw dx =

∫

Ω

G(∇ · (GNw GNw)) ·G−1GNw dx

=

∫

Ω

∇ · (GNw GNw) ·GNw dx = 0.
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Integrating by parts the remaining terms gives

d

dt

1

2

[||w(t)||2N + δ2||∇w(t)||2N
]
+ ν

[||∇w(t)||2N + δ2||4w(t)||2N
]

= (f(t) ·w(t))N .

The results follows by integrating this from 0 to t.

Remark 4.1. We can clearly identify three physical quantities of kinetic energy, energy

dissipation rate and power input. These are given by

Model’s energy: Emodel(w)(t) :=
1

2L3
{||w(t)||2N + δ2||∇w(t)||2N}, (4.1)

Model’s dissipation rate: εmodel(w)(t) :=
ν

L3
{||∇w(t)||2N + δ2||4w(t)||2N}, (4.2)

Model’s power input: Pmodel(w)(t) :=
1

L3
(f(t),w(t))N . (4.3)

Remark 4.2. The ADM thus has two terms which reflect extraction of energy from resolved

scales. The energy dissipation in the model (4.2) is enhanced by the extra term which is

equivalent to νδ2 ‖4w(t)‖2 (by Lemma 3.4). Thus, this term dissipates energy locally where

large curvatures in the velocity w occur, rather than large gradients. This term thus acts as

an irreversible energy drain localized at large local fluctuations. The second term, which is

uniformly equivalent to δ2 ‖∇w(t)‖2 , (by Lemma 3.4) occurs in the models kinetic energy

given by (4.1). The true kinetic energy (1
2
‖w(t)‖2) in regions of large deformations is thus

extracted, conserved and stored in the kinetic energy penalty term δ2 ‖∇w(t)‖2. Thus, this

reversible term acts as a kinetic ”Energy sponge”. Both terms have to have an obvious

regularizing effect.

Lemma 4.1. As δ → 0,

Emodel(w)(t) → E(w)(t) =
1

2L3
||w(t)||2,

εmodel(w)(t) → ε(w)(t) =
ν

2L3
||∇w(t)||2, and

Pmodel(w)(t) → P (w)(t) =
1

L3
(f(t),w(t)).

Proof. As δ → 0 all the δ2 terms drop out in the definitions above, GN → I and ||φ||N →
||φ||.
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4.2 ENERGY CASCADES OF APPROXIMATE DECONVOLUTION

MODELS

From the previous section we know that the ADM conserve the energy based on the energy

balance and therefore we have a solid physical platform for developing a similarity theory

for the family of ADM. We start by checking the important features of the NSE (that are

making the existence of the energy cascade likely to happen) for the family of ADM. If we

apply G−1 to the model (3.6) (with χ = 0) it becomes:

∂

∂t

[
w − δ24w

]
+ GN(w) · ∇GN(w)− ν

[4w − δ242w
]
+∇P = f , in Ω× (0, T ).

Since GN is spectrally equivalent to the identity (uniformly in k, δ, nonuniformly in N) the

nonlinear interaction GN(w) · ∇GN(w) (like those in the NSE) will pump energy from large

scales to small scales. The viscous terms in the above equation will damp energy at the

small scales (more strongly than in the NSE in fact). Lastly, when ν = 0, f ≡ 0 the model’s

kinetic energy is exactly conserved (Remark 4.1 and Proposition 4.1)

Emodel(w)(t) = Emodel(w0).

Thus, (3.6) satisfies all the requirements for the existence of a Richardson - like energy

cascade for Emodel. We thus proceed to develop a similarity theory for ADM’s (paralleling

the K-41 theory of turbulence) using the Π-theorem of dimensional analysis, recalled next.

We stress that the Π-theorem is a rigorous mathematical theorem. The only phenomenology

or physical intuition involved is the selection of variables and assumptions of dimensional

homogeneity.

Theorem 4.1 (The Π-theorem). If it is known that a physical process is governed by a

dimensionally homogeneous relation involving n dimensional parameters, such as

x1 = f(x2, x3, ...xn), (4.4)

where the x’s are dimensional variables, there exists an equivalent relation involving a smaller

number, (n− k), of dimensionless parameters, such that

Π1 = F (Π2, Π3, ..., Πn−k), (4.5)
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where the Π’s are dimensionless groups constructed from the x’s. The reduction, k, is usually

equal, but never more than, the number of fundamental dimensions involved in the x’s.

Proof. The proof can be found in Daugherty and Franzini [14].

The kinetic energy distribution of ADM in physical space (at the point x in space) is

given by (4.1). We will similarly define a distribution in wave-number space using Fourier

expansion.

Definition 4.1. The kinetic energy distribution functions are defined by

Emodel(k, t) := L
2π

∑
|k|=k

1
2

(
ĜN(k) + δ2k2ĜN(k)

)
|ŵ(k, t)|2 (4.6)

Emodel(k) =< Emodel(k, t) > (4.7)

The units of a variable will be denoted by [·]. Thus, for example, [velocity] = lenght/time.

We start the dimensional analysis for the approximate deconvolution model following Kol-

mogorov’s analysis of the NSE by selecting the variables:

• Emodel - energy spectrum of model with [Emodel(k)] = length3time−2 ,

• εmodel - time averaged energy dissipation rate of the model’s solution with [εmodel(k)] =

length2time−3 ,

• k - wave-number with [k] = length−1 and

• δ - averaging radius with [δ] = length .

Choosing the set of fundamental or primary dimensions mass, length and time we then

work with 2 dimensionless ratios, Π1 and Π2. Choosing ε and k for the repeating variables

(note that ε and k cannot form a dimensionless group) we obtain Π1 = εa
modelk

bE model and

Π2 = εc
modelk

dδ for some a, b, c, d real numbers. Equating the exponents of the corresponding

dimensions in both dimensionless groups gives

Π1 = ε
−2/3
modelk

5/3E model and Π2 = kδ
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The Π-theorem implies that there is a functional relationship between Π1 and Π2 , i.e.,

Π1 = f(Π2) , or

E modelε
−2/3
modelk

5/3 = f(kδ) or E model = ε
2/3
modelk

−5/3f(kδ).

The simplest case1 is when f(Π2) = αmodel . In this case we have

Emodel(k) = αmodelε
2/3
modelk

−5/3.

It is not surprising that, since the ADM is dimensionally consistent with the Navier-

Stokes equations, dimensional analysis would reveal a similar energy cascade for the model’s

kinetic energy. However, interesting conclusions result from the difference between E(w)(t)

and Emodel(w)(t).

Emodel(w)(t) := <
1

2L3
(||w||2N + δ2||∇w||2N) >

' <
1

2L3
[||w||2 + δ2||∇w||2] > by Lemma (3.4)

'
∑

k

(1 + δ2 k2)E(k) using Parseval’s equality.

Further, since Emodel(k) ' αmodelε
2/3
modelk

−5/3 we have

E(k) ' αmodelε
2/3
modelk

−5/3

1 + δ2k2
. (4.8)

Equation (4.8) gives precise information about how small scales are truncated by the ADM.

Indeed, there are two wave-number regions depending on which term in the denominator is

dominant: 1 or δ2k2. The transition point is the cutoff wave-number k = 1
δ
. We thus have

E(k) ' αmodelε
2/3
modelk

−5/3, for k ≤ 1

δ
,

E(k) ' αmodelε
2/3
modelδ

−2k−11/3, for k ≥ 1

δ
.

This asymptotic behavior is depicted in Figure 3.

1We shall show in subsection (4.2.1) that this case is implied by Kraichnan’s dynamic argument.
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Figure 3: Kinetic energy spectrum of the model

4.2.1 Kraichnan’s Dynamic Analysis Applied to ADM’s

The energy cascade will now be investigated more closely using the dynamical argument of

Kraichnan, [34]. Let Πmodel(k) be defined as the total rate of energy transfer from all wave-

numbers < k to all wave-numbers > k. Following Kraichnan [34] we assume that Πmodel(k)

is proportional to the total energy ( kEmodel(k) ) in wave-numbers of the order k and to some

effective rate of shear σ(k) which acts to distort flow structures of scale 1/k. That is:

Πmodel(k) ' σ(k) k Emodel(k) (4.9)

Furthermore, we expect

σ(k)2 '
∫ k

0

p2Emodel(p)dp (4.10)

The major contribution to (4.10) is from p ' k, in accord with Kolmogorov’s localness

assumption, [33]. This is because all wave-numbers ≤ k should contribute to the effective
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mean-square shear acting on wave-numbers of order k, while the effects of all wave-numbers

À k can plausibly be expected to average out over the scales of order 1/k and over times

the order of the characteristic distortion time σ(k)−1.

We shall say that there is an energy cascade if in some ”inertial” range, Πmodel(k) is

independent of the wave-number, i.e., Πmodel(k) = εmodel. Using the equations (4.9) and

(4.10) we get

Emodel(k) ' ε
2/3
modelk

−5/3

Then, using the relation Emodel(k) ' (1 + δ2k2)E(k) we have:

E(k) ' ε
2/3
modelk

−5/3, for k ≤ 1

δ
,

E(k) ' ε
2/3
modelδ

−2k−11/3 , for k ≥ 1

δ
.

This is consistent with our previous derived result using dimensional analysis.

4.2.2 The Micro-scale of Approximate Deconvolution Models

The models’ Reynolds number represents the ratio of nonlinearity to viscous terms action,

i.e.

Remodel ' |∇ ·GNw GNw|
|ν4w| (4.11)

Then, with respect to the models’ largest and smallest scales Remodel is given by

Large scales: Remodel−large =
UL

ν(1 + ( δ
L
)2)

(
N∑

n=0

(1− 1

1 + (δ/L)2
)n)2

Small scales: Remodel−small =
wsmallηmodel

ν(1 + ( δ
ηmodel

)2)
(

N∑
n=0

(1− 1

1 + (δ/ηmodel)2
)n)2.

where wsmall represents the velocity scale of the smallest persistent eddies in the ADM’s

solution and ηmodel is the ADM’s micro-scale being the length scale of the ADM’s smallest

persistent eddies.
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As in the Navier-Stokes equations, the ADM’s energy cascade is halted by viscosity

grinding down eddies exponentially fast when

Remodel−small ' O(1), i.e., when

wsmallηmodel

ν(1 + ( δ
ηmodel

)2)
(

N∑
n=0

(1− 1

1 + (δ/ηmodel)2
)n)2 ' 1.

This last equation allows us to determine the characteristic velocity of the models’ smallest

persistent eddies wsmall and eliminate it from subsequent equations. This gives

wsmall ' ν

ηmodel

(1 + (
δ

ηmodel

)2)(
N∑

n=0

(1− 1

1 + (δ/ηmodel)2
)n)−2.

The second important equation determining the models’ micro-scale comes from match-

ing energy in to energy out. The rate of energy input to the largest scales is the energy over

the associated time scale

Emodel

(L
U
)

=
U2(1 + ( δ

L
)2)(

∑N
n=0(1− 1

1+(δ/L)2
)n)

(L
U
)

=
U3

L
(1 + (

δ

L
)2)(

N∑
n=0

(1− 1

1 + (δ/L)2
)n).

When the model reaches statistical equilibrium, the energy input to the largest scales

must match the energy dissipation at the models’ micro-scale which scales like εsmall '
ν(wsmall

ηmodel
)2(1 + ( δ

ηmodel
)2)(

∑N
n=0(1− 1

1+(δ/ηmodel)2
)n). Thus we have

U3

L
(1 + (

δ

L
)2)(

N∑
n=0

(1− 1

1 + (δ/L)2
)n) ' ν(

wsmall

ηmodel

)2(1 + (
δ

ηmodel

)2)(
N∑

n=0

(1− 1

1 + (δ/ηmodel)2
)n).

Inserting the above formula for the micro-eddies characteristic velocity wsmall gives

U3

L
(1 + (

δ

L
)2)(

N∑
n=0

(1− 1

1 + (δ/L)2
)n) ' ν3

η4
model

(1 + (
δ

ηmodel

)2)3(
N∑

n=0

(1− 1

1 + (δ/ηmodel)2
)n)−3.

First note that the expected case in LES is when ( δ
L
)2 << 1 (otherwise the procedure

should be considered a VLES2). In this case the LHS simplifies to just U3

L
. Next, with this

simplification, the solution to this equation depends on which term in the numerator of the

RHS is dominant: 1 or ( δ
ηmodel

)2. The former case occurs when the averaging radius δ is so

small that the model is very close to the NSE so the latter is the expected case. In this case

we have ηmodel ' Re−
3
4 L , when δ < ηmodel. In the expected case, solving for the micro-scale

gives

ηmodel ' Re−
3
10 L

2
5 δ

3
5 (N + 1)−

3
10 , when δ > ηmodel.

2Very Large Eddy Simulation. The estimates of the micro-scale are easily extended to this case too.
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5.0 THE JOINT ENERGY-HELICITY CASCADE OF APPROXIMATE

DECONVOLUTION MODELS OF TURBULENCE

This analysis is quite clear for the Zeroth Order ADM (3.7) and the ideas in the general

case are the same as for (3.7). We shall thus focus our analysis on the Zeroth Order ADM

(3.7) and then collect the (small but technical) modifications needed for the general case in

Section 5.4.

5.1 HELICITY AND ENERGY BALANCES FOR THE ZEROTH ORDER

MODEL

The qualitative properties of ADMs flow from their global energy and helicity balance. This

balance is derived next for the Zeroth Order Model (3.7). The case of the general, Nth order,

model is very similar and treated in Section 5.4. Note that since w is periodic and divergence

free and the filter is given by (3.2)

∫

Ω

∇ · (ww)(−δ2∆ + 1)w dx =

∫

Ω

(−δ2∆ + 1)−1∇ · (ww)(−δ2∆ + 1)w dx

=

∫

Ω

∇ · (ww)w dx =

∫

Ω

w · ∇w ·w dx = 0. (5.1)

Thus, multiplying (3.7) by (−δ2∆ + 1)w = (−δ2∆ + 1)G0w, integrating over Ω, then over

0 ≤ t ≤ T and dividing by L3 gives

1

L3

∫

Ω

1

2
|w(T )|2 +

δ2

2
|∇w(T )|2 dx +

∫ T

0

1

L3

∫

Ω

ν |∇w(t)|2 + νδ2 |∆w|2 dx dt

=
1

L3

∫

Ω

1

2
|w(0)|2 +

δ2

2
|∇w(0)|2 dx +

∫ T

0

1

L3

∫

Ω

f ·w dx dt, (5.2)
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see [36] for the details of the calculation. Equation (5.2) reveals that the zeroth order model

(3.7) has a model kinetic energy and model energy dissipation rate (if ν 6= 0):

Emodel(w)(t) :=
1

L3

∫

Ω

1

2
|w|2 +

δ2

2
|∇w|2 dx , (5.3)

εmodel(w)(t) :=
1

L3

∫

Ω

ν |∇w|2 + δ2ν |∆w|2 dx . (5.4)

The scale truncation in the model is realized mathematically, because the model has an

enhanced energy and energy dissipation. Multiplying by (−δ2∆+1)(∇×w) and proceeding

similarly gives the global helicity balance of (3.7), [49]

1

L3

∫

Ω

(w · ∇ ×w) (T ) + δ2(∇×w · (∇×)2w) (T ) dx

+

∫ T

0

2ν

L3

∫

Ω

(∇×w) · (∇×)2w + δ2(∇×)2w · (∇×)3w dx dt

=
1

L3

∫

Ω

(w · ∇ ×w) (0) + δ2(∇×w · (∇×)2w) (0) dx +

∫ T

0

2

L3

∫

Ω

f · ∇ ×w dx dt.

(5.5)

This balance equation shows that the model (3.7) has a well-defined model helicity (conserved

if ν = 0) and helicity dissipation rate (if ν 6= 0), given by :

Hmodel(w)(t) :=
1

L3

∫

Ω

w · ∇ ×w + δ2∇×w · (∇×)2w dx , (5.6)

γmodel(w)(t) :=
2ν

L3

∫

Ω

∇×w · (∇×)2w + δ2(∇×)2w · (∇×)3w dx . (5.7)

To develop the details of the energy and helicity cascade of the model, we must decompose

the energy (in a standard way via Parseval’s equality for Fourier series, Section 2.1.1) and

the helicity (following Chen, Chen and Eyink [11] and Waleffe [59] via a sum over helical

modes, Section 2.3.1) into sums over wave-numbers.
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5.1.1 Spectral Representation of the Energy and Helicity Statistics for the Ze-

roth Order Model

The model’s kinetic energy (5.3) and energy dissipation rate (5.4) can be decomposed in

Fourier modes.

Lemma 5.1. In Fourier space, (5.3) corresponds to

Emodel(w)(t) =
2π

L

∑

k

(1 + δ2k2)E(k, t), (5.8)

or equivalently,

Emodel(w)(t) =
2π

L

∑

k

Emodel(k, t), (5.9)

where

Emodel(k, t) := (1 + δ2k2)E(k, t). (5.10)

Proof. Using Parseval’s equality, we get

1

2 L3
‖w(t)‖ =

∑

k

∑

|k|=k

1

2
|ŵ(k, t)|2 (5.11)

and

1

2 L3
‖∇w(t)‖ =

∑

k

∑

|k|=k

1

2
k2 |ŵ(k, t)|2 . (5.12)

Adding (5.11) and (5.12) proves the claim.

Lemma 5.2. In wave-number space, we can rewrite (5.4), the model’s energy dissipation:

εmodel(w)(t) = ν
2π

L

∑

k

k2(1 + δ2k2)E(k, t). (5.13)

Using (5.10), equation (5.13) can be further simplified to

εmodel(w)(t) = ν
2π

L

∑

k

k2Emodel(k, t), (5.14)

with

εmodel(k, t) := k2Emodel(k, t). (5.15)
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Proof. Start with equation (5.4) and proceed as in the proof of Proposition 5.1.

Next, we turn to the spectral representation of helicity.

Lemma 5.3. In helical decomposition, (5.6) corresponds to

Hmodel(w)(t) =
2π

L

∑

k

(1 + δ2k2)H(k, t), (5.16)

or equivalently,

Hmodel(w)(t) =
2π

L

∑

k

Hmodel(k, t), (5.17)

where

Hmodel(k, t) := (1 + δ2k2)H(k, t). (5.18)

Proof. Using (2.9)-(2.10), we have

1

L3
(w(t),∇×w(t)) =

∑

k

∑

|k|=k

∑
s=±

s k |a(k, t)|2

and

1

L3
(∇×w(t), (∇×)2w(t)) =

∑

k

∑

|k|=k

∑
s=±

s k3 |a(k, t)|2

so that

Hmodel(w)(t) =
2π

L

∑

k

(1 + δ2k2)H(k). (5.19)

Lemma 5.4. In wave-number space, we can rewrite (5.7), the model’s helicity dissipation:

γmodel(w)(t) = ν
∑

k

∑

|k|=k

∑
s=±

sk3(1 + δ2k2) |as(k, t)|2 . (5.20)

Using (5.19), equation (5.20) can be further simplified to

γmodel(w)(t) = ν
2π

L

∑

k

k2Hmodel(k, t), with (5.21)

γmodel(k, t) := k2Hmodel(k, t). (5.22)
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Proof. Use (2.9)-(2.11) to write (5.7) in helical modes.

Remark 5.1. We would like to stress that helicity and helicity dissipation of the model

can have two signs and that when Hmodel(w)(t) ≥ 0 then γmodel(w)(t) ≥ 0 and when

Hmodel(w)(t) ≤ 0 then γmodel(w)(t) ≤ 0 (as in the case of NSE). This result follows from the

above Lemmas 5.3 and 5.4.

5.2 PHENOMENOLOGY OF THE JOINT ENERGY AND HELICITY

CASCADE

Since helicity plays a key role in organizing three dimensional flows, it is important to

understand the extent to which statistics of helicity predicted by an LES model are correct.

We answer that question in this section by extending the similarity theory of approximate

deconvolution models (begun in [39]) to elucidate the details of the model’s helicity cascade

and its connection to the model’s energy. Inspired by the earlier work on helicity cascades in

the Navier-Stokes equations of Brissaud, Frisch, Leorat, Lesieur and Mazure [10], Ditlevsen

and Giuliani [16, 17], Q. Chen, S. Chen and Eyink [11], we investigate the existence and

details of the joint cascade of energy and helicity adapting a dynamic argument of Kraichnan,

[34].

Following Kraichnan [34], let Πmodel(k) and Σmodel(k) denote the total energy and helicity

transfer from all wave-numbers below k to all wave-numbers above k.

Definition 5.1. We say that the model exhibits a joint cascade of energy and helicity if

in some inertial range, Πmodel(k) and Σmodel(k) are independent of the wave-number, i.e.,

Πmodel(k) = εmodel and Σmodel(k) = γmodel.

Following Kraichnan’s formulation of Kolmogorov’s ideas of localness of interaction in

wave-number space, we assume the following.

Remark 5.1. Πmodel(k) (Σmodel(k)) is proportional to the ratio of the total energy '
kEmodel(k) ( total helicity ' kHmodel(k)) available in wave-numbers of order k and to some

effective rate of shear σ(k) which acts to distort flow structures of scale 1/k.
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The distortion time τ(k) of flow structures of scale 1/k due to the shearing action σ(k)

of all wave-numbers ≤ k is given by:

τ(k) ' 1

σ(k)
with σ(k)2 '

∫ k

0

p2Emodel(p)dp. (5.23)

The conjecture of joint cascades of energy and helicity is based on the idea (supported

in numerical experiments of Bourne and Orszag [8]) that since energy and helicity are both

dissipated by the same mechanism (viscosity), they relax over comparable time scales.

Remark 5.2. τ(k) and σ(k) are the same for energy and helicity of the model.

We therefore write

Πmodel(k) ' kEmodel(k)/τ(k) and Σmodel(k) ' kHmodel(k)/τ(k). (5.24)

In the definition of mean-square shear (5.23) the major contribution is from p ' k, in accord

with Kolmogorov’s localness assumption. This gives

τ(k) ' k−3/2E
−1/2
model(k). (5.25)

Putting (5.24) and (5.25) together with the fact that Σmodel(k) = γmodel, it follows that the

Zeroth Order ADM’s helicity spectrum is given by:

Hmodel(k) ' γmodelk
−5/2E

−1/2
model(k) . (5.26)

The energy spectrum was derived through dimensional considerations in [39] to be

Emodel(k) ' ε
2/3
modelk

−5/3. (5.27)

Using 5.10 we obtain

E(k) = (1 + δ2k2)−1ε
2/3
modelk

−5/3. (5.28)

Thus, considering cases of which term (1 or δ2k2) is dominant gives

E(k) ' ε
2/3
modelk

−5/3, for k ≤ 1

δ
, (5.29)

E(k) ' ε
2/3
modelδ

−2k−11/3 , for k ≥ 1

δ
. (5.30)
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Inserting Emodel(k) = ε
2/3
modelk

−5/3 in (5.26) gives

Hmodel(k) ' γmodelε
−1/3
modelk

−5/3. (5.31)

Lemma 5.3 gives

H(k) ' (1 + δ2k2)−1γmodelε
−1/3
modelk

−5/3. (5.32)

Depending on which term is dominant (1 or δ2k2), we have the true helicity spectrum of the

N = 0 model is

H(k) ' γmodelε
−1/3
modelk

−5/3, for k ≤ 1

δ
, (5.33)

H(k) ' γmodelε
−1/3
modelδ

−2k−11/3 , for k ≥ 1

δ
. (5.34)

The above result is depicted in Figure 4.

Figure 4: The helicity spectrum of Approximate Deconvolution Models

Thus, one main conclusion is that, down to the cutoff length scale, the Zeroth Order

Model predicts the correct energy and helicity cascades.
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5.3 ENERGY AND HELICITY MICRO-SCALES IN THE JOINT

CASCADE

On a small enough scale, viscosity grinds down all the flow’s organized structures (including

helicity) and ends all cascades (including the helicity cascade). The length scale, ηH , at

which helical structures do not persist and begin to decay exponentially fast is called the

helicity micro-scale (in analogy with the Kolmogorov micro-scale for kinetic energy).

In this section, we show that the model’s helicity cascade derived in Section 5.2 is con-

sistent up to kEmodel
(= (ηE

model)
−1), in the sense introduced by Q. Chen, S. Chen and Eyink

in [11]. This consistency calculation gives the estimate of the model’s helicity micro-scale

ηH
model = ηE

model.

The model’s energy and helicity dissipation rates are given by equations (5.4) and (5.7),

which are equivalent to

εmodel(t) = ν

∫ kEmodel

0

k2Emodel(k, t)dk. (5.35)

and

γmodel(t) = ν

∫ kHmodel

0

k2Hmodel(k, t)dk. (5.36)

Beginning with (5.35), time averaging both sides and inserting (5.27), < Emodel(k, t) >=

Emodel(k) = CEε
2/3
modelk

−5/3 in the right hand side gives

εmodel = ν

∫ kEmodel

0

k2CEε
2/3
modelk

−5/3 dk.

Since this can be integrated, it gives an additional consistency equation that can be used to

cross check the calculation of ηmodel. Indeed, we have

εmodel = ν
3

4
CEε

2/3
modelk

4/3
Emodel

,

or kEmodel
= C ν−3/4ε

1/4
model.
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The same calculation, beginning with (5.36) instead of (5.35) can be used to calculate

the helicity micro-scale. Indeed, time averaging (5.36) gives

γmodel = ν

∫ kHmodel

0

k2Hmodel(k) dk.

Inserting (5.31), Hmodel(k) = CHγmodelε
−1/3
modelk

−5/3 where CH is just a proportional constant,

gives the equation which determines kHmodel
.

γmodel = ν CHγmodelε
−1/3
model

∫ kHmodel

0

k1/3 dk.

Integration gives

kHmodel
= C ν−3/4ε

1/4
model.

Thus the end of the inertial range for helicity is the same as the end of the inertial range

of energy, as claimed.

5.4 THE GENERAL, NTH ADM

We begin by recalling the space filtered NSE satisfied by the true flow averages,

ut +∇ · (GN(u)GN(u))− ν∆u +∇p = f +∇ · τ and ∇ · u = 0. (5.37)

where the residual stresses are given by

τ := GN(u)GN(u)− uu . (5.38)
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Remark 5.2. Higher order deconvolution models do contain information about subfiltered

scales. Indeed, consider the usual expansion u = u + u′. First we note that for N = 0 case

we have

uu = uu + uu′ + u′ u + u′ u′.

Since N = 0 case is equivalent to dropping the last two terms uu′ + u′ u and u′ u′ (that are

formally of order δ2 for smooth solutions), it is not the most interesting and practical case.

However, already the N = 1 case incorporates approximations of the subfilter scale terms.

Indeed, since

G1u = 2u− u = u + (u− u),

we have for the N = 1 deconvolution closure

uu ' G1uG1u

= {u + (u− u)} {u + (u− u)}
= uu + u(u− u) + (u− u)u + (u− u) (u− u).

The last line shows a clear approximation of the resolved and cross terms as u−u = u′ (and

a term that formally resembles the subfilter scales).

From (5.39) we note that

τ := GN(u)GN(u)− uu = (GN(u)− u)GN(u) + u(GN(u)− u) . (5.39)

So, the residual stress or consistency error of the model, is governed by the deconvolution

error u−GN(u). Expanding the deconvolution error in a Fourier series gives

u−GN(u) =
∑

k

[
1− ĜN(k)(1 + δ2k2)

]
û(k)eik·x. (5.40)

From (5.40), accuracy is determined by how close ĜN(k) is to 1
1+δ2k2 (i.e. how close approx-

imate deconvolution is to exact deconvolution).

Figure 1 reveals that (i) the N = 0 case is not very accurate (since G0(k) = 1 in

Figure 1), (ii) as N increases the accuracy on the large scales (small wave-numbers) increases

dramatically and the range of wave-numbers over which GN is an accurate approximate

inverse also increases, and (iii) the ADM truncates scales since ĜN(k) is bounded.
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5.4.1 Extension of the Analysis to the N th ADM

Lemma 3.4 implies that the deconvolution weighted L2 norm and inner-products (see Defi-

nition 3.1) are (uniformly in δ and k) equivalent to the usual L2 norms and inner products.

This observation is one of the keys in the extension of the energy and helicity cascade anal-

ysis to the general, N th ADM. The other two keys are the energy and helicity balance of the

N th ADM and the decomposition of the energy and helicity into Fourier modes. The energy

balance of the N th is derived in Section 4.1.

To derive helicity balance, [49], multiply (3.6) by ∇× (−δ2∆ + 1)GN(w) and integrate

over Ω. The nonlinear term vanishes, as in (5.1), because the overbar is (−δ2∆ + 1)−1 and

all operators commute. Treating the remaining terms exactly as the N=0 case reveals the

model helicity and helicity dissipation respectively to be

Hmodel(w)(t) :=
1

L3
{w(t),∇×w(t))N + δ2(∇×w(t), (∇×)2w(t))N}, (5.41)

γmodel(w)(t) :=
2ν

L3
{(∇×w(t), (∇×)2w(t))N + δ2((∇×)2w(t), (∇×)3w(t))N}. (5.42)

The above definitions, equations (5.41) and (5.42) are just deconvolution weighted versions

of the N = 0 case which are uniformly equivalent to the N = 0 case. Since N is fixed

and of moderate size (typically N ∼ 5 to 7), these norms slightly overweight the higher

frequencies/smaller scales. The same holds for energy and energy dissipation.

The decomposition of all the quantities considered into Fourier modes is also a minor

modification of the N = 0 case. For example, for the energy we have

N = 0 : Emodel(k) :=<
L

2π

∑

|k|=k

1

2
(1 + δ2k2) |ŵ(k, t)|2 >, (5.43)

General case: Emodel(k) :=<
L

2π

∑

|k|=k

1

2
(1 + δ2k2)ĜN(k) |ŵ(k, t)|2 > . (5.44)

and for the helicity

N = 0 : Hmodel(k) :=<
L

2π

∑

|k|=k

∑
s=±

sk(1 + δ2k2) |as(k, t)|2 >, (5.45)

General case: Hmodel(k) :=<
L

2π

∑

|k|=k

∑
s=±

sk(1 + δ2k2)ĜN(k) |as(k, t)|2 > . (5.46)
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Note that the only difference is the weighting by ĜN(k) in the general case and 1 ≤
ĜN(k) ≤ N + 1.

With these modifications, all the energy and helicity cascade analysis derived for the

Zeroth Order Model hold for the general model for N fixed as well.
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6.0 TRUNCATION OF SCALES BY TIME RELAXATION

In this chapter we study one model/regularization: a time relaxation operator introduced

as a numerical regularization by Stolz and Adams, e.g., Stolz, Adams and Kleiser [4, 56],

based on theoretical work on regularizations of Chapman-Enskog expansions in Rosenau

[51], Schochet and Tadmor [55]. This operator aims precisely to truncate the small scales

in a solution without altering appreciably the solution’s large scales. This regularization

operator has many attractive features. It is a lower order perturbation and thus (since the

equation does not change order or type) questions of well-posedness and boundary conditions

are transparent; it ensures sufficient numerical entropy dissipation for numerical solution of

conservation laws, Adams and Stolz [1], p.393; in combination with a large eddy simulation

model, it has produced positive results for the Navier-Stokes equations at high Reynolds

numbers. It can also be used quite independently of any turbulence model (and has been

so used in compressible flow calculations). As a stand alone regularization, it has been

successful for the Euler equations for shock-entropy wave interaction and other tests, Stolz

and Adams [1], Stolz, Adams and Kleiser [4, 52, 56], including aerodynamic noise prediction

and control, Geunanff [25]. Because this term has proven to be widely useful, we isolate

its effects by studying the sizes of the persistent scales in the Navier-Stokes equations +

relaxation term. We focus on the expected case when the Reynolds number is high enough

that all dissipation and scale truncation is created by precisely this relaxation term (up to

negligible effects). In Section 6.2.1 we shall examine this assumption and see that it is

satisfied provided (essentially) the filter length-scale δ is larger than the Kolmogorov micro-

scale and the relaxation parameter χ > O(1).

To introduce the time relaxation term which, when added to the Navier-Stokes equations,

we consider as a continuum model, let Ω = (0, L)3 and suppose periodic with zero mean
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boundary conditions are imposed on ∂Ω, i.e.

φ(x + Lej, t) = φ(x, t) and

∫

Ω

φ(x, t)dx = 0 for φ = u, p, f ,u0.

The model we consider is

ut + u · ∇u +∇p + ν4u + χ(u−GNu) = f , in Ω× (0, T )

∇ · u = 0, in Ω× (0, T ) and (6.1)

u(x, 0) = u0(x), in Ω .

The relaxation coefficient χ must be specified and has units 1
time

. The term u − GNu is a

generalized fluctuation included to drive fluctuations below O(δ) to zero rapidly as t → ∞
without affecting the order of accuracy of the model’s solution u as an approximation to the

resolved (≥ O(δ))scales.

The simplest interesting case is N = 0. Here G0u = u represents the part of the velocity

that can be represented on an O(δ) mesh, while u′ := u − u represents the part of the

velocity varying over scales l ≤ O(δ). When N = 0 the above model reduces to

ut + u · ∇u + ν4u +∇p + χu′ = f , in Ω× (0, T ) . (6.2)

When N = 0, u′ = u−u = −δ24u so the term χu′ represents a smoothed viscous term and

some sort of scale truncation is plausible.

To use time relaxation, the relaxation parameter χ must be chosen. Analytical guidance

concerning its appropriate scaling with respect to other problem parameters is essential. In

Schochet and Tadmor [55] asymptotic analysis suggested the scaling χ ∼ C0 +C1/δ but this

value was found too large in tests reported in Adams and Stolz [1] p. 403. Herein we consider

parameter selection for the Navier-Stokes equations as a part of broader issues for the TRM,

including: What is the length scale of the smallest persistent eddy in the above model’s

solution? (This length scale for (6.1) corresponds to the Kolmogorov dissipation length scale

for a turbulent flow of an incompressible, viscous, Newtonian fluid.) Do solutions of the

Navier-Stokes equations + relaxation term exhibit an energy cascade and, if so, what are

the details of their energy cascade? And, How does the relaxation term act to truncate the

small eddies? Our work herein has been inspired by Muschinsky’s study of the Smagorinsky

47



model [46] and enlightened by the paper of Foias, Holm and Titi [19] on the Camassa-

Holm / Navier-Stokes-alpha model. The answers to these questions will come from two

simple but powerful tools: a precise energy balance for the models themselves together

with Kolmogorov’s similarity theory, suitably adapted. Interestingly, similarity theory yields

χ ∼ Cδ−
2
3 which is smaller than the above value but consistent with it within the accuracy

of an asymptotic expansion.

6.1 ENERGY BALANCE OF TIME RELAXATION MODEL

The theory of (6.1) begins, like the Leray theory of the Navier-Stokes equations, with a clear

global energy balance.

Proposition 6.1. Let u0 ∈ L2(Ω), f ∈ L2(Ω × (0, T )). For δ > 0, let the averaging be

(−δ24 + 1)−1. There exists a weak solution to (6.1) which is unique if it is additionally a

strong solution. If u is a strong solution of (6.1), u satisfies

1

L3

1

2
‖u(x, t)‖2 +

∫ t

0

1

L3

∫

Ω

{
ν|∇u(x, t′)|2 + χ(u(x, t′)−HNu(x, t′)) · u(x, t′)

}
dxdt′

=
1

L3

1

2
‖u0‖2 +

∫ t

0

1

L3

∫

Ω

f(x, t′) · u(x, t′) dxdt′. (6.3)

The above energy bound with equality replaced by ”≤” is also satisfied by weak solutions.

Proof. The model (6.1) is a lower order, linear perturbation of the Navier-Stokes equations

so this follows the Navier-Stokes case very closely, e.g., Galdi [21, 22] for a clear and beautiful

presentation. For example, for the energy equality, multiply (6.1) by u, integrate over the

domain Ω, then integrate from 0 to t.

Remark 6.1. By the Lemma 3.5 and energy estimate (6.3), the model’s relaxation term

thus extracts energy from resolved scales. Hence, we can define an energy dissipation rate

induced by time relaxation for (6.1) as

εmodel(u)(t) :=
1

L3

∫

Ω

χ(u(x, t)−HNu(x, t)) · u(x, t) dx . (6.4)
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The models kinetic energy is the same as for the Euler equations

Emodel(u)(t) :=
1

L3

1

2

∫

Ω

|u(x, t)|2 . (6.5)

The following analytic estimate of the effect of the relaxation term follows easily from

the above energy estimate.

Theorem 6.1. Let u be a weak solution of (6.1). If u0 ∈ L2(Ω) and f ∈ L2(0, T ; L2(Ω))

then there is a C = C(u0, f , T ) such that

∫

Ω×(0,T )

|(I − ΠN)u(x, t)|2 dxdt ≤ C

χ
, (6.6)

and thus (I − ΠN)u → 0 in L2(Ω× (0, T )) as χ →∞.

Proof. With the stated regularity of the body force, we may use the Cauchy-Schwarz in-

equality in the RHS of the energy inequality and apply Gronwall’s inequality. After this,

drop every term on the LHS except the time relaxation term giving

∫ T

0

∫

Ω

χ(u(x, t′)−HNu(x, t′)) · u(x, t′) dxdt′ ≤ C(u0, f , T ).

The result follows from this and the Proposition 3.1.

Theorem 6.1 tells us that as χ → 0 the fluctuations of the flow tend to 0 too, but does

not give us any insight into the parameter selection of χ. Therefore, we continue to develop a

similarity theory for TRM with the aim to find the optimal value of time relaxation parameter

χ, i.e., the value that maintains a small consistency error of the model and truncates scales

at the same time.
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6.2 A SIMILARITY THEORY OF TIME RELAXATION

We consider now the Navier-Stokes equations with time relaxation at a high enough Reynolds

number and large enough relaxation coefficient that viscous dissipation is negligible. The

first question is: Does the time relaxation term induce a truncation of persistent solution

scales? This question is linked to another: Does the NSE + time relaxation share the

common features of the Navier-Stokes equations which make existence of an energy cascade

likely? Since (6.1) has the same nonlinearity as the Navier-Stokes equations, the conditions

remaining are that (i) the solution satisfies an energy equality in which its kinetic energy and

energy dissipation are readily discernible, and (ii) in the absence of relaxation (for χ = 0) the

model’s kinetic energy is conserved through a large ranger of scales/wave-numbers. Since

both conditions are satisfied we are proceed to develop a quantitative similarity theory of

(6.1), along the lines of the K-41 theory of turbulence.

Since the time relaxation term is not scale invariant, it is critical to formulate the problem

in a way that is as simple, clear and physically correct as possible. The first step is to find

the model’s equivalent of the large scales’ Reynolds number of the Navier-Stokes equations.

Recall the Reynolds number for the Navier-Stokes equations is, in simplest terms, the ratio

of nonlinearity to viscous terms action on the largest scales:

for the NSE: Re ' |u · ∇u|
|ν4u| ' U 1

L
U

ν 1
L2 U

=
UL

ν
.

The NSE’s Reynolds numbers with respect to the smallest scales is obtained by replacing

the large scales velocity and length by their small scales equivalent as in Resmall = usmallη
ν

.

To proceed we must find the physically appropriate and mathematically analogous quantity

for the NSE + time relaxation. Again, this derivation is under the assumption that viscous

dissipation is negligible compared to dissipation due to time relaxation.

Proceeding analogously, it is clear that the ratio of nonlinearity to dissipative effects

should be the analogous quantity, and it should correspond to

RN ' |u · ∇u|
|χ(u−HNu)| .
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For example, if N = 0 , and keeping in mind that for the large scales ( δ
L
)2 << 1, then we

have

R0 ' |u · ∇u|
|χ(u− u)| =

|u · ∇u|
|χδ24u| =

=
|u · ∇u|

|χδ24(−δ24+ 1)−1u| '
U 1

L
U

χδ2 1
L2 (

δ2

L2 + 1)−1U

=
LU

χδ2
(
δ2

L2
+ 1) ' LU

χδ2

In the general case, and using Lemma 3.1, we have

RN ' |u · ∇u|
|χ(u−HNu)| '

U2 1
L

χδ2N+2( 1
L2 )N+1( δ2

L2 + 1)−(N+1)U

=
L2N+1U

χδ2N+2
(
δ2

L2
+ 1)N+1 ' L2N+1U

χδ2N+2
.

This parameter definition can also be obtained by non-dimensionalization. For exam-

ple, for N = 0, denoting the non-dimensionalized quantities with a symbolˆover, we non-

dimensionalize in the usual manner and obtain the following system. The term R0 is O(1)

for the large scales-as it should be after non-dimensionalization.

ût + û · ∇̂û + ∇̂p̂ + ν̂4̂û + R−1
0 (

û− û

( δ
L
)2

) = f̂ , in Ω× (0, T ) .

Definition 6.1. The non-dimensionalized time relaxation parameter for the NSE + time

relaxation is

RN =
L2N+1U

χδ2N+2
, for N = 0, 1, 2, . . . . (6.7)

Next we must form the small scales parameters which measure the ratio of nonlinearity

to dissipation at the smallest persistent scales. Let usmall denote a characteristic velocity of

the smallest persistent eddies and let ηmodel denote the length scale associated with them.

Then, exactly as above we calculate

RN−small ' |usmall · ∇usmall|
|χ(usmall −HNusmall)|

'
u2

small
1

ηmodel

χδ2N+2( 1
η2

model
)N+1( δ2

η2
model

+ 1)−(N+1)usmall

=
η2N+1

modelusmall

χδ2N+2
(

δ2

η2
model

+ 1)N+1.
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For the small scales it is no longer reasonable to suppose δ is small with respect to ηmodel.

Definition 6.2. Let ηmodel, usmall denote, respectively, a characteristic length and velocity of

the smallest persistent structures in the flow. The non-dimensionalized parameter associated

with the smallest persistent scales of the NSE equations + time relaxation is

RN−small =
η2N+1

modelusmall

χδ2N+2
(

δ2

η2
model

+ 1)N+1 (6.8)

The estimate of the smallest resolved scales is based upon two principles:

RN−small = O(1) at length-scale ηmodel

and statistical equilibrium in the form energy input at large scales = dissipation at small

scales. As in the Navier-Stokes equations, the NSE equations + relaxation term’s energy

cascade is halted by dissipation caused by the time relaxation effects grinding down eddies

exponentially fast when RN−small = O(1) at length-scale ηmodel. The largest eddies have

energy which scales like O(U2) and associated time scale τ = O(L
U
). The rate of energy

transfer/energy input is thus O(U2

τ
) = O(U3

L
) exactly as in the Navier-Stokes case. The

dissipation at the smallest resolved scales, estimated carefully, is

dissipation at small scales ' χ(u−HNu)u (by Lemma 3.1)

' χδ2N+2(4N+1A−(N+1)u)u (at the smallest scales)

' χδ2N+2(
1

η2
model

)N+1(1 +
δ2

η2
model

)−(N+1)u2
small.

These two conditions thus give the pair of equations

η2N+1
modelusmall

χδ2N+2 ( δ2

η2
model

+ 1)N+1 ' 1 , and (6.9)

U3

L
' χδ2N+2( 1

η2
model

)N+1(1 + δ2

η2
model

)−(N+1)u2
small .

The first equation gives an estimate of the characteristic velocity of the smallest eddy in

terms of the other parameters; solving for usmall gives

usmall ' χδ2N+2

η2N+1
model(1 + δ2

η2
model

)N+1
.
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Inserting this value into the second equation gives the following equation determining the

model’s micro-scale

U3

L
' χδ2N+2(

1

η2
model

)N+1(1 +
δ2

η2
model

)−(N+1)[
χδ2N+2

η2N+1
model(1 + δ2

η2
model

)N+1
]2. (6.10)

This is the fundamental equation determining the model’s micro-scale. There are three

cases: δ < ηmodel, δ > ηmodel and δ = ηmodel.

Case 1: Fully resolved. In this case δ < ηmodel so that 1 + δ2

η2
model

' 1.

In this case the equation for the micro-scale reduces to

U3

L
' χδ2N+2(

1

η2
model

)N+1[
χδ2N+2

η2N+1
model

]2,

which implies

ηmodel ' (
χ3L

U3
)

1
6N+4 δ1+ 1

3N+2 . (6.11)

Case 2: Under resolved. In this case δ > ηmodel so that 1 + δ2

η2
model

' δ2

η2
model

.

In this case we have

U3

L
' χδ2N+2(

1

η2
model

)N+1(
δ2

η2
model

)−(N+1)[
χδ2N+2

η2N+1
model(

δ2

η2
model

)N+1
]2, (6.12)

which gives, after simplification,

ηmodel ' (
U3

χ3L
)

1
2 . (6.13)

At this point, we do not know how to interpret this estimate because it predicts that in this

case increasing χ decreases the model’s micro-scale. However, this case is not the expected

one in practical computations so perhaps the simple interpretation is that solution scales

should be resolved.

Case 3: Perfect resolution. In this case δ = ηmodel so that 1 + δ2

η2
model

' 2.

In this case the interesting question is to determine the choice of relaxation parameter

that enforces δ = ηmodel. Setting δ = ηmodel and solving for χ gives

χ ' U

L
1
3

2N+1δ−
2
3 . (6.14)
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We want to stress that the above parameter selection agrees with the Lemma 6.1. As χ →∞
we must have that δ → 0, i.e. the fluctuations of the flow tend to 0 as predicted by the

result of the Theorem 6.1. When perfectly resolved, the consistency error of the relaxation

term (evaluated for smooth flow fields) is, for this scaling of relaxation parameter,

|χ(u−GNu)| = O(χδ2N+2) = O(δ2N+ 4
3 ).

6.2.1 Interpreting the Assumption that Viscous Dissipation is Negligible

Our assumption that viscous dissipation is negligible compared to dissipation caused by

time relaxation holds provided the Kolmogorov micro-scale for the Navier-Stokes equations

is smaller than the model’s micro-scale induced by the relaxation term. This is because the

K41 theory is asymptotic at infinite Reynolds number meaning that viscous dissipation is

considered negligible at scales above the micro-scale. Thus, one tenant of K41 is that above

the Kolmogorov micro-scale the NSE acts like the Euler equations. At high enough Reynolds

number and large enough relaxation parameter, it is certainly plausible that relaxation dom-

inates viscosity and that the latter is negligible. The estimates derived in this section give

some insight into how large ”large enough” is.

The first interpretation of ”large enough” is that ηmodel >> ηKolmogorov. If ηmodel >>

ηKolmogorov then practical considerations suggest that we are most commonly in the fully-

resolved case or the perfectly resolved case. In the latter, ηmodel = δ and the condition

is that δ >> ηKolmogorov, i.e., computational resources are insufficient for a DNS. In the

fully-resolved case ηmodel > ηKolmogorov is equivalent to

(
χ3L

U3
)

1
6N+4 δ1+ 1

3N+2 > ηKolmogorov = Re−
3
4 L, which implies

χ > (Re−
3
4 L)2N+ 4

3
U

L
1
3

δ−2(N+1) (6.15)

In the typical case of δ >> ηKolmogorov and χ large this places almost no constraint upon the

relaxation parameter.
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The second interpretation is that at η = ηKolmogorov, Resmall >> RN−small; this also gives

the following mild condition, satisfied by any reasonable scaling of χ, including those derived

herein,

χ > ν(
δ

η
)−2Nδ−2(1 + (

δ

η
)2)N+1.

6.3 NONLINEAR TIME RELAXATION

Nonlinear time relaxation mechanisms endeavor to focus the dissipative effects further on

smaller scales by localization in physical as well as wave-number space. Nonlinear relaxation,

especially quadratic relaxation, is also a more physical realization due to the connection to

friction (which is quadratic being proportional to the square of the speed and acting to oppose

the direction of motion). For this reason we focus on the quadratic case; the extension to a

more general nonlinearity is immediate. In the quadratic case, the following is the correct

frictional relaxation model

ut + u · ∇u +∇p + ν4u + χ
3
2 (I −HN){|u−HNu|(u−HNu)} = f , in Ω× (0, T ) ,(6.16)

∇ · u = 0, in Ω× (0, T ).

The dissipation in the above is given by

εmodel(u)(t) =
1

L3

∫

Ω

χ
3
2 (I −HN){|u−HNu|(u−HNu)} · u dx

=
1

L3

∫

Ω

χ
3
2 |u−HNu|(u−HNu) · (u−HNu) dx

=
1

L3

∫

Ω

(χ
1
2 |u−HNu|)3 dx.

Note that εmodel ≥ 0 precisely because of the form chosen for the nonlinear term1.

1 The choice of relaxation parameter (χ
3
2 instead of χ) is motivated by the resemblance of this last

expression with the one arising in the linear case.
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6.3.1 Parameter Determination via ε = εmodel

The derivation of Lilly [42] for the Smagorinsky model can be adapted to nonlinear time

relaxation. This derivation is heuristic but gives another useful indication of the scaling of

the relaxation parameter with respect to the other model parameters. Since this analysis is

very well known in large eddy simulation, e.g., Pope [47], Sagaut [54], Berselli, Iliescu and

Layton [6], we give an abbreviated summary here. The idea of Lilly is to equate ε = εmodel,

i.e. the true time averaged energy dissipation rate with the time averaged dissipation rate

of the model, and evaluate the RHS by assuming (among other things) that the velocity

field arises from homogeneous isotropic turbulence. To use energy spectrum information a

further assumption is needed that the following two are of comparable orders of magnitude

< ||u−HNu||3L3(Ω) >'< ||u−HNu||2L2(Ω) >
3
2 .

Under these assumptions we calculate

εmodel = (χ)3/2[

∫ kmax

kmin

(1− ĤN(k))2E(k) dk]
3
2 , where

E(k) = αε
2
3 k−

5
3 , α = Kolmogorov constant.

With the change of variable z = δk this reduces to

εmodel = χ
3
2 α

3
2 εδ[

∫ zmax

zmin

(
z2

1 + z2
)2N+2z−

5
3 dz]

3
2 .

Setting ε = εmodel thus gives the following value of the relaxation parameter (after simplifi-

cation)

χ = [αδ
2
3 βN ]−1 , where

βN =

∫ zmax

zmin

(
z2

1 + z2
)2N+2z−

5
3 dz.

The value of βN can be estimated by the value of the integral βN ' ∫∞
0

( z2

1+z2 )
2N+2z−

5
3 dz.

By considering N to be a continuous variable, we calculate dβN (N)
dN

which is negative. Thus,
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βN is decreasing function of N . It is clear that βN = O(1) and some estimates of values of

βN , obtained by numerical integration, are given below.

N =0 1 2 3 4 5 6 7 8

βN '1.21 0.895 0.766 0.689 0.635 0.596 0.564 0.538 0.517

In all cases these calculations reiterate the scaling

χ = (αβN)−1δ−
2
3 ∼ O(δ−

2
3 ). (6.17)
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7.0 NUMERICAL ANALYSIS OF A HIGHER ORDER TIME

RELAXATION MODEL OF FLUIDS

Our goal in this report is to connect the work studying Time Relaxation Model (6.1) as a

continuum model with the computational experiments by a numerical analysis of discretiza-

tions of (6.1). We thus consider stability and convergence of finite element discretizations of

(6.1) with the goal to elucidate the interconnections between δ, h, χ and ν.

7.1 ANALYSIS OF THE TIME RELAXATION MODEL

The following function spaces are used in the analysis:

Velocity Space : X := H1
0 (Ω) ,

Pressure Space : P := L2
0(Ω) =

{
q ∈ L2(Ω) :

∫

Ω

q dΩ = 0

}
,

Divergence− free Space : Z :=

{
v ∈ X :

∫

Ω

q∇ · v dΩ = 0, ∀ q ∈ P

}
.

We denote the dual space of X as X ′, with norm ‖ · ‖−1.

A variational solution of the Navier-Stokes equations may be stated as: Find w ∈
L2(0, T ; X) ∩ L∞(0, T ; L2(Ω)), r ∈ L2(0, T ; P ) with wt ∈ L2(0, T ; X

′
) satisfying

(wt,v) + (w · ∇w,v) − (r,∇ · v) + ν(∇w,∇v) = (f ,v) , ∀v ∈ X , (7.1)

(q,∇ ·w) = 0 , ∀q ∈ P , (7.2)

w(0,x) = w0(x) , ∀x ∈ Ω . (7.3)
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We consider in comparison to (7.1)-(7.3) the problem: Find u ∈ L2(0, T ; X)∩L∞(0, T ; L2(Ω)),

p ∈ L2(0, T ; P ) with ut ∈ L2(0, T ; X
′
) satisfying

(ut,v) + (u · ∇u,v) − (p,∇ · v) + ν(∇u,∇v) + χ(u−GN ū,v) = (f ,v), ∀v ∈ X,(7.4)

(q,∇ · u) = 0, ∀q ∈ P, (7.5)

u(0,x) = w0(x), ∀x ∈ Ω.(7.6)

As the operator (I − GNG) is symmetric positive semi-definite, by Lemma 3.5, the operator

B : L2(Ω) → L2(Ω) satisfying

B2φ := δ−(2N+2) (I − GNG)φ = δ−(2N+2)(φ−GN φ̄) (7.7)

is bounded and well defined, (i.e. B = δ−(N+1)
√

I − GNG).

Let φ∗ := δ(N+1) Bφ (≈ φ− φ̄). (7.8)

Then, using Lemma 3.1 we have

‖φ∗‖ = (φ−GN φ̄ , φ)1/2 =
(
δ2N+2(Bφ , Bφ)

)1/2

= δN+1‖Bφ‖ .

Letting e(x, t) := w(x, t)− u(x, t), subtracting (7.4) from (7.1) we have that

(et,v) + (e · ∇w,v) + (u · ∇e,v) + ν(∇e,∇v) + χ(e−GN ē,v)

= χ(w −GNw̄,v) , ∀v ∈ Z .

With the choice v = e we obtain (using (u · ∇e, e) = 0)

1

2

d

dt
‖e‖2 + (e · ∇w, e) + ν‖∇e‖2 + χ (e−GN ē, e) = χ (w −GNw̄, e),

1

2

d

dt
‖e‖2 − |(e · ∇w, e)| + ν‖∇e‖2 + χ ‖e∗‖2 ≤ χ δ2N+2‖Bw‖ ‖Be‖ . (7.9)

With the estimate (using Young’s inequality),

|(e · ∇w, e)| ≤ C
√
‖e‖ ‖∇e‖ ‖∇w‖ ‖∇e‖ = C‖e‖1/2 ‖∇w‖ ‖∇e‖3/2

≤ 1

2
ν‖∇e‖2 + C1ν

−3‖∇w‖4 ‖e‖2 ,
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equation (7.9) becomes

d

dt
‖e‖2 − C1 ν−3‖∇w‖4 ‖e‖2 + ν‖∇e‖2 + χ ‖e∗‖2 ≤ C2 χ δ2N+2‖Bw‖2.

Proceeding as in Gronwall’s Lemma, multiplying through by the integrating factor

exp(−C1 ν−3
∫ t′

0
‖∇w‖4 ds) and using ‖e‖(0) = 0, we obtain

‖e‖2 +

∫ t

0

e(C1 ν−3
R t

t′ ‖∇w‖4 ds)
(
ν‖∇e‖2 + χ ‖e∗‖2

)
dt′

≤
∫ t

0

e(C1 ν−3
R t

t′ ‖∇w‖4 ds)
(
C2 χ δ2N+2‖Bw‖2

)
dt′ ,

i.e.,

‖e‖2 + ν

∫ t

0

‖∇e‖2 dt′ +

∫ t

0

χ ‖e∗‖2 dt′ ≤ C2e
C1 ν−3 ‖w‖44,1 χ δ2N+2

∫ t

0

‖Bw‖2 dt′ ,

from which the following lemma follows.

Lemma 7.1. With w ∈ L4(0, T ; W 1
4 ) satisfying (7.1)-(7.3) and u given by (7.4)-(7.6) we

have that there exists constants C1, C2 > 0, such that

‖w − u‖2 + ν

∫ t

0

‖∇(w − u)‖2 dt′ + χ

∫ t

0

‖(w − u)∗‖2 dt′

≤ C2e
C1 ν−3 ‖w‖44,1 χ δ2N+2

∫ t

0

‖Bw‖2 dt′ . (7.10)
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7.2 NUMERICAL APPROXIMATION OF THE NAVIER-STOKES

EQUATIONS USING TIME RELAXATION

In this section we address the error between the stabilized approximation computed using

equations (7.4)-(7.6) and the solution to the Navier-Stokes equations. In view of estimate

(7.10), and with the aid of the triangle inequality, the desired error estimate reduces to

finding the error between the numerical approximation of (7.4)-(7.6) and its true solution.

We begin by describing the finite element approximation framework and listing the ap-

proximating properties used in the analysis.

Let Ω ⊂ IRd́ (d́ = 2, 3) be a polygonal domain and let Th be a triangulation of Ω made of

triangles (in IR2) or tetrahedrons (in IR3). Thus, the computational domain is defined by

Ω = ∪K; K ∈ Th.

We assume that there exist constants c1, c2 such that

c1h ≤ hK ≤ c2ρK

where hK is the diameter of triangle (tetrahedron) K, ρK is the diameter of the greatest ball

(sphere) included in K, and h = maxK∈Th
hK . Let Pk(A) denote the space of polynomials

on A of degree no greater than k. Then we define the finite element spaces as follows.

Xh :=
{
v ∈ X ∩ C(Ω̄)2 : v|K ∈ Pk(K), ∀K ∈ Th

}
,

Ph :=
{
q ∈ P ∩ C(Ω̄) : q|K ∈ Ps(K), ∀K ∈ Th

}
,

Zh := {v ∈ Xh : (q,∇ · v) = 0, ∀q ∈ Ph} .

We assume that the spaces Xh, Ph satisfy the discrete inf-sup condition, namely there

exists γ ∈ IR, γ > 0,

γ ≤ inf
qh∈Ph

sup
vh∈Xh

∫
Ω

qh∇ · vh dA

‖qh‖P ‖vh‖X

. (7.11)

61



Let 4t be the step size for t so that tn = n4t, n = 0, 1, 2, . . . , NT , with T := NT4t, and

dtf
n := f(tn)−f(tn−1)

4t
. We define the following additional norms:

‖|v|‖∞,k := max
0≤n≤NT

‖vn‖k , ‖|v1/2|‖∞,k := max
1≤n≤NT

‖vn−1/2‖k ,

‖|v|‖m,k :=

(
NT∑
n=0

‖vn‖m
k 4t

)1/m

, ‖|v1/2|‖m,k :=

(
NT∑
n=1

‖vn−1/2‖m
k 4t

)1/m

.

In addition, we make use of the following approximation properties, Brenner and Scott [9]:

inf
v∈Xh

‖u− v‖ ≤ Chk+1|u|k+1, u ∈ Hk+1(Ω)d́,

inf
v∈Xh

‖u− v‖1 ≤ Chk|u|k+1, u ∈ Hk+1(Ω)d́,

inf
r∈Ph

‖p− r‖ ≤ Chs+1|p|s+1, p ∈ Hs+1(Ω).

(7.12)

We define the skew-symmetric trilinear form b∗(·, ·, ·) : X ×X ×X → IR as

b∗(u,v,w) :=
1

2
(u · ∇v,w) − 1

2
(u · ∇w,v) . (7.13)

Note that for u, v, w, ∈ X, with
∫

Ω
q∇ · u dA = 0 , ∀q ∈ P ,

b∗(u,v,w) = b(u,v,w) := (u · ∇v,w) .

For ease of notation in discussion the Crank-Nicolson temporal discretization we let

ŭn =
un + un−1

2
.

The time relaxed, discrete approximation to (7.4)-(7.6) on the time interval (0, T ], is

given by:

For n = 1, 2, . . . , NT , find un
h ∈ Xh, pn

h ∈ Ph, such that

(un
h,v) + 4t b∗(ŭn

h, ŭ
n
h,v) − 4t (p̆n

h,∇ · v) + 4t ν(∇ŭn
h,∇v) + 4t χ (ŭn

h −GN
¯̆un

h,v)

= (un−1
h ,v) + 4t (f̆n,v), ∀v ∈ Xh , (7.14)

(q,∇ · un
h) = 0 , ∀q ∈ Ph , (7.15)

(u0
h,v) = (w0,v) , ∀v ∈ Xh . (7.16)
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As the spaces Xh and Ph satisfy the discrete inf-sup condition (7.11), we can equivalently

consider the problem:

For n = 1, 2, . . . , NT find un
h ∈ Zh, ph ∈ Ph, such that

(un
h,v) + 4t b∗(ŭn

h, ŭn
h,v) + 4t ν(∇ŭn

h,∇v) + 4t χ (ŭn
h −GN

¯̆un
h,v)

= (un−1
h ,v) + 4t (f̆n,v), ∀v ∈ Zh . (7.17)

The discrete Gronwall’s lemma plays an important role in the following analysis (Hey-

wood and Rannacher [28]).

Lemma 7.2 (Discrete Gronwall’s Lemma). Let ∆t, H, and an, bn, cn, γn (for integers n ≥ 0)

be nonnegative numbers such that

al + ∆t

l∑
n=0

bn ≤ ∆t

l∑
n=0

γn an + ∆t

l∑
n=0

cn + H for l ≥ 0 .

Suppose that ∆t γn < 1, for all n, and set σn = (1−∆t γn)−1. Then,

al + ∆t

l∑
n=0

bn ≤ exp

(
∆t

l∑
n=0

σn γn

){
∆t

l∑
n=0

cn + H

}
for l ≥ 0 . (7.18)

For the approximation scheme given by (7.17) we have that the iteration is computable

and satisfies the following a priori estimate.

Lemma 7.3. For the approximation scheme (7.17) we have that a solution ul
h, l = 1, . . . NT ,

exists at each iteration and, for 4t < 1, satisfies the following a priori bounds:

‖ul
h‖2 + 24t χ

l∑
n=1

‖ŭn ∗
h ‖2 + 24t ν

l∑
n=1

‖∇ŭn
h‖2 ≤ C

(‖|f‖|22,0 + ‖u0
h‖2

)
. (7.19)
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Proof. To obtain the a priori estimate, in (7.17) setting v = ŭn
h we have

‖un
h‖2 − ‖un−1

h ‖2 + 24t ν‖∇ŭn
h‖2 + 24t χ ‖ŭn ∗

h ‖2 ≤ 4t ‖ŭn
h‖2 + 4t ‖f̆n‖2 . (7.20)

Summing (7.20) from n = 1 to l, implies

‖ul
h‖2 + 24t χ

l∑
n=1

‖ŭn ∗
h ‖2 + 24t ν

l∑
n=1

‖∇ŭn
h‖2

≤ ‖u0
h‖2 + 4t

l∑
n=1

‖ŭn
h‖2 + 4t

l∑
n=1

‖f̆n‖2 ,

≤ ‖u0
h‖2 + 4t

l∑
n=0

‖un
h‖2 + 4t

l∑
n=0

‖fn‖2 . (7.21)

Applying (7.18) we obtain (7.19), with C explicitly given by C = exp(T/(1−4t)).

The existence of a solution un
h to (7.17) follows from the Leray-Schauder Fixed Point

Theorem, see Layton [35] and Zeidler [63]. We reformulate (7.17) as a fixed point problem,

insert a parameter γ and adapt the proof of the a priori bound to give a bound uniform

in γ. For this, let A : X ′ → Zh be the solution operator of the modified Stokes problem.

Specifically, T (g) = w where w ∈ Zh solves

ν(∇(w + un−1
h )/2,∇v) + χ((w + un−1

h )/2−GN(w̄ + ūn−1
h )/2,v) = (g,v) for all v ∈ Zh.

The Lax-Milgram theorem (see Layton [35] ) gives that T exists and it is bounded. Also, T

is linear.

Now, we define the nonlinear operator N : Zh → X ′ by the Riesz Representation theorem

using

(N(w), v) = (f̆n,v) − b∗(
w + un−1

h

2
,
w + un−1

h

,
v) +

1

4t
(un−1

h −w,v) for all v ∈ Zh.

This way defined, N is a continuous and bounded operator. Finally, define F : Zh → Zh by

F (w) = T (N(w)) as being a compact operator (based on the result that in finite dimensional

space any continuous function is compact). We note that w is a solution of (7.17) if and

only if w is a fixed point of F .
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Now, it is left to show that a fixed point w of F (w) = w, in Zh, exists. Consider

wγ = γ F (wγ) in Zh (7.22)

By the Leray-Schauder Fixed Point Theorem we need only to prove an a priori bound on

‖∇wγ‖ independent of γ. We start by rewriting (7.22) as

ν(∇(wγ + un−1
h )/2,∇v) + χ((wγ + un−1

h )/2−GN(w̄γ + ūn−1
h )/2,v)

= γ (f̆n,v) − γ b∗(
wγ + un−1

h

2
,
wγ + un−1

h

,
v) + γ

1

4t
(un−1

h −wγ,v) for all v ∈ Zh.

Setting v =
wγ+un−1

h

2
, using that 0 < γ ≤ 1 and proceeding as in the a priori bound we

obtain the necessary bound for ‖∇wγ‖, i.e. the existence of the solution of (7.17).

For the approximation error between un
h satisfying (7.17) and un satisfying (7.4) we have

the following.

Theorem 7.1. For u ∈ L∞(0, T ; W k+1
4 )∩W 3

2 (0, T ; L2)∩W 2
4 (0, T ; W 1

2 ), p ∈ L4(0, T ; W s+1
4 )∩

W 2
2 (0, T ; L2), f ∈ L2(0, T ; W 2

2 ), w0 ∈ W k+1
2 satisfying (7.4)-(7.6), and uh given by (7.14)-

(7.16) we have that for 4t sufficiently small

‖|u − uh|‖∞,0 ≤ F(4t, h, δ, χ) + Chk+1‖|u|‖∞,k+1 , (7.23)
(

ν4t

l∑
n=1

‖∇(un+1/2 − (un
h + un−1

h )/2)‖2

)1/2

≤ F(4t, h, δ, χ) + Cν1/2(4t)2‖∇utt‖2,0

+ Cν1/2hk‖|u|‖2,k+1 , for 1 ≤ l ≤ NT .(7.24)

where

F(4t, h, δ, χ) := Cν−1/2
(
hk‖|u|‖2

4,k+1 + hk+1/2‖|∇u|‖2
4,0 + hs+1‖|p1/2|‖2,s+1

)

+ Cν−1/2 hk
(‖|f |‖2,0 + ‖u0

h‖
)

+ Cν1/2 hk‖|u|‖2,k+1

+Cχ1/2 hk+1‖|u|‖2,k+1 + C(4t)2
(‖uttt‖2,0 + ν−1/2‖ptt‖2,0 + ‖ftt‖2,0

+ ν1/2‖∇utt‖2,0 + ν−1/2‖∇utt‖2
4,0

+ ν−1/2‖|∇u|‖2
4,0 + ν−1/2‖|∇u1/2|‖2

4,0

+ χ1/2 δ2N+2‖utt‖2,0 + χ1/2 ‖utt‖2,0

)
.
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Proof. Let A : X ×X → IR be defined by

A(u,v) := ν(∇u ,∇v) + χ(u−GN ū , v) , (7.25)

and note that

A(u,u) = ν‖∇u‖2 + χ‖u∗‖2 . (7.26)

Then, (7.17) may be written as

(un
h − un−1

h ,v) + ∆tA(ŭn
h,v) + ∆t b∗(ŭn

h, ŭn
h,v) = ∆t (f̆ ,v) , ∀v ∈ Zh . (7.27)

Also, at time t = (n− 1/2)∆t, u given by (7.4)-(7.5) satisfies

(un − un−1,v) + ∆tA(ŭn,v) + ∆t b∗(ŭn, ŭn,v) − ∆t (p̆n,∇ · v)

= ∆t (f̆ ,v) + ∆t Intp(un, pn;v) , (7.28)

for all v ∈ Zh, where Intp(un, pn;v), representing the interpolating error, denotes

Intp(un, pn;v) =
(
dtu

n − u
n−1/2
t ,v

)
+ A(ŭn − un−1/2,v) + b∗(ŭn, ŭn,v)

− b∗(un−1/2,un−1/2,v) − (p̆n − pn−1/2,∇ · v) + (fn−1/2 − f̆ ,v). (7.29)

Subtracting (7.27) from (7.28), we have for en = un − un
h,

(en − en−1,v) + ∆tA(ĕn,v) + ∆t (b∗(ĕn, ŭn,v) + b∗(ŭn
h, ĕ

n,v))

= ∆t(p̆n,∇ · v) + ∆t Intp(un, pn;v) , for all v ∈ Zh. (7.30)

Let en = un − un
h = (un −Un) + (Un − un

h) := Λn + En , where Un is the L2

projection of u in Zh.

With the choice v = Ĕn, and using (q,∇ · Ĕn) = 0, ∀q ∈ Ph, equation (7.30) becomes

(En − En−1, Ĕn) + ∆tA(Ĕn, Ĕn) + ∆t
(
b∗(Ĕn, ŭn, Ĕn) + b∗(ŭn

h, Ĕ
n, Ĕn)

)

= −(Λn − Λn−1, Ĕn) − ∆tA(Λ̆n, Ĕn)

−∆t
(
b∗(Λ̆n, ŭn, Ĕn) + b∗(ŭn

h, Λ̆
n, Ĕn)

)

+∆t(p̆n − q,∇ · Ĕn) + ∆t Intp(un, pn; Ĕn) ,
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i.e.,

1

2

(‖En‖2 − ‖En−1‖2
)

+ ∆t
(
ν‖∇Ĕn‖2 + χ‖Ĕn ∗‖2

)

= −∆t b∗(Ĕn, ŭn, Ĕn) − (Λn − Λn−1, Ĕn) − ∆tA(Λ̆n, Ĕn)

−∆t
(
b∗(Λ̆n, ŭn, Ĕn) + b∗(ŭn

h, Λ̆
n, Ĕn)

)

+∆t(p̆n − q,∇ · Ĕn) + ∆t Intp(un, pn; Ĕn) . (7.31)

Next we estimate the terms on the RHS of (7.31).

Because of the choice of U we obtain

(Λn − Λn−1, Ĕn) = 0 . (7.32)

Using b∗(u,v,w) ≤ C(Ω)
√
‖u‖ ‖∇u‖ ‖∇v‖ ‖∇w‖, for u, v, w ∈ X, and Young’s in-

equality,

b∗(Ĕn, ŭn, Ĕn) ≤ C‖Ĕn‖1/2 ‖∇Ĕn‖3/2 ‖∇ŭn‖
≤ ν

10
‖∇Ĕn‖2 + C ν−3‖Ĕn‖2‖∇ŭn‖4 . (7.33)

A(Λ̆n, Ĕn) = ν(∇Λ̆n,∇Ĕn) + χ (Λ̆n −GN
¯̆
Λn, Ĕn)

≤ ν

10
‖∇Ĕn‖2 + C ν‖∇Λ̆n‖2 + χδ2N+2‖BΛ̆n‖‖BĔn‖

≤ ν

10
‖∇Ĕn‖2 + C ν‖∇Λ̆n‖2 + χ

1

2
(Λ̆n −GN

¯̆
Λn, Λ̆n) + χ

1

2
‖Ĕn ∗‖2

≤ ν

10
‖∇Ĕn‖2 + C ν‖∇Λ̆n‖2 + χ

1

4
‖Λ̆n −GN

¯̆
Λn‖2

+ χ
1

4
‖Λ̆n‖2 + χ

1

2
‖Ĕn ∗‖2. (7.34)

b∗(Λ̆n, ŭn, Ĕn) ≤ C

√
‖Λ̆n‖ ‖∇Λ̆n‖ ‖∇ŭn‖ ‖∇Ĕn‖

≤ ν

10
‖∇Ĕn‖2 + ν−1 C ‖Λ̆n‖ ‖∇Λ̆n‖ ‖∇ŭn‖2 . (7.35)

b∗(ŭn
h, Λ̆

n, Ĕn) ≤ ν

10
‖∇Ĕn‖2 + ν−1 C ‖ŭn

h‖ ‖∇ŭn
h‖ ‖∇Λ̆n‖2 . (7.36)
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(p̆n − q,∇ · Ĕn) ≤ ‖p̆n − q‖ ‖∇ · Ĕn‖
≤ ν

10
‖∇Ĕn‖2 + ν−1 C ‖p̆− q‖2 . (7.37)

Substituting (7.32)-(7.37) into (7.31), and summing from n = 1 to l (assuming that

‖E0‖ = 0), we have

‖El‖2 + 4t

l∑
n=1

ν‖∇Ĕn‖2 +4tχ

l∑
n=1

‖Ĕn ∗‖2

≤ 4t

l∑
n=1

C (ν−3‖∇ŭn‖4)‖Ĕn‖2

+ 4t

l∑
n=1

‖Λn − Λn−1‖2 + 24t

l∑
n=1

C ν‖∇Λ̆n‖2

+ 4t χ
1

2

(
l∑

n=1

‖Λ̆n −GN
¯̆
Λn‖2 +

l∑
n=1

‖Λ̆n‖2

)

+ 24t

l∑
n=1

C ν−1
(
‖Λ̆n‖ ‖∇Λ̆n‖ ‖∇ŭn‖2 + ‖ŭn

h‖ ‖∇ŭn
h‖ ‖∇Λ̆n‖2

)

+ 24t

l∑
n=1

C ν−1‖p̆n − q‖2

+ 24t

l∑
n=1

|Intp(un, pn; Ĕn)| . (7.38)

The next step in the proof is to bound the terms on the RHS of (7.38). We have that

24t

l∑
n=1

C ν‖∇Λ̆n‖2 ≤ 24t C ν

l∑
n=0

‖∇Λn‖2 ≤ 2C ν4t

l∑
n=0

h2k|un|2k+1

≤ 2C ν h2k‖|u|‖2
2,k+1 . (7.39)

Also,

4t

l∑
n=1

‖Λn − Λn−1‖2 ≤ 44t

l∑
n=0

‖Λn‖2 ≤ 44t

l∑
n=0

C h2k+2|un|2k+1

≤ Ch2k+2‖|u|‖2
2,k+1 . (7.40)
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Using Lemma 3.1, and that GNG is a bounded operator from L2(Ω) → L2(Ω),

4t χ
1

2

(
l∑

n=1

‖Λ̆n −GN
¯̆
Λn‖2 +

l∑
n=1

‖Λ̆n‖2

)
≤ C4t χ

l∑
n=1

‖Λ̆n‖2 + 4t χ

l∑
n=1

‖GNGΛ̆n‖2

≤ C4t χ

l∑
n=0

‖Λn‖2 + 4t χ

l∑
n=1

CN‖Λ̆n‖2

≤ C4t χ

l∑
n=0

C h2k+2|un|2k+1 + 4t χ CN

l∑
n=0

‖Λn‖2

≤ C χh2k+24t

l∑
n=0

|un|2k+1

≤ C χh2k+2‖|u|‖2
2,k+1 . (7.41)

For the term

24t

l∑
n=1

C ν−1‖Λ̆n‖ ‖∇Λ̆n‖ ‖∇ŭn‖2 ≤ C ν−14t

l∑
n=1

(‖Λn‖ ‖∇Λn‖ + ‖Λn−1‖ ‖∇Λn−1‖

+ ‖Λn−1‖ ‖∇Λn‖+ ‖Λn‖ ‖∇Λn−1‖) ‖∇ŭn‖2

≤ C ν−1 h2k+1

(
4t

l∑
n=1

|un|2k+1 ‖∇ŭn‖2

+ 4t

l∑
n=1

|un|k+1|un−1|k+1 ‖∇ŭn‖2

+ 4t

l∑
n=1

|un−1|2k+1 ‖∇ŭn‖2

)

≤ C ν−1 h2k+1

(
4t

l∑
n=0

|un|4k+1 +4t

l∑
n=0

‖∇un‖4

)

= C ν−1 h2k+1
(‖|u|‖4

4,k+1 + ‖|∇u|‖4
4,0

)
. (7.42)
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Using the a priori estimate for ‖un
h‖, (7.19),

24t

l∑
n=1

C ν−1
(
‖ŭn

h‖ ‖∇ŭn
h‖ ‖∇Λ̆n‖2

)
≤ C ν−14t

l∑
n=1

‖∇ŭn
h‖ ‖∇Λ̆n‖2

≤ C ν−14t

l∑
n=1

(‖∇Λn‖2 + ‖∇Λn−1‖2
) ‖∇ŭn

h‖

≤ C ν−1 h2k4t

l∑
n=1

(|un|2k+1 + |un−1|2k+1

) ‖∇ŭn
h‖

≤ C ν−1 h2k

(
4t

l∑
n=0

‖un‖4
k+1 + 4t

l∑
n=1

‖∇ŭn
h‖2

)

≤ C ν−1 h2k
(‖|u|‖4

4,k+1 + ν−1 (‖|f |‖2
2,0 + ‖u0

h‖2)
)
. (7.43)

From (.1),

24t

l∑
n=1

C ν−1‖p̆n − q‖2 ≤ C ν−14t

l∑
n=1

‖pn−1/2 − q‖2 + ‖p̆n − pn−1/2‖2

≤ C ν−1

(
h2s+24t

l∑
n=1

‖pn−1/2‖2
s+1 + 4t

l∑
n=1

1

48
(4t)3

∫ tn

tn−1

‖ptt‖2 dt

)

≤ C ν−1
(
h2s+2 ‖|p1/2|‖2

2,s+1 + (4t)4 ‖ptt‖2
2,0

)
(7.44)

We now bound the terms in Intp(un, pn; Ĕn). Using (.1), (.2), (.3),

(
dtu

n − u
n−1/2
t , Ĕn

)
≤ 1

2
‖Ĕn‖2 +

1

2
‖dtu

n − u
n−1/2
t ‖2

≤ 1

2
‖En‖2 +

1

2
‖En−1‖2 +

1

2

(∆t)3

1280

∫ tn

tn−1

‖uttt‖2 dt , (7.45)

(p̆n − pn−1/2,∇ · Ĕn) ≤ ε1ν‖∇Ĕn‖2 + C ν−1‖p̆n − pn−1/2‖2

≤ ε1ν‖∇Ĕn‖2 + C ν−1 (∆t)3

48

∫ tn

tn−1

‖ptt‖2 dt , (7.46)

(fn−1/2 − f̆n, Ĕn) ≤ 1

2
‖Ĕn‖2 +

1

2
‖fn−1/2 − f̆n‖2

≤ 1

2
‖En‖2 +

1

2
‖En−1‖2 +

(∆t)3

48

∫ tn

tn−1

‖ftt‖2 dt , (7.47)
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A(ŭn − un−1/2, Ĕn) = ν(∇(ŭn − un−1/2) ,∇Ĕn)

+χ ((ŭn − un−1/2)−GN(ŭn − un−1/2) , Ĕn)

≤ ε2ν ‖∇Ĕn‖2 + C ν‖∇(ŭn − un−1/2)‖2 + χ
1

4
‖Ĕn ∗‖2

+ χ
(
(ŭn − un−1/2)−GN(ŭn − un−1/2), ŭn − un−1/2

)

≤ ε2ν ‖∇Ĕn‖2 +
χ

4
‖Ĕn ∗‖2 + C ν

(∆t)3

48

∫ tn

tn−1

‖∇utt‖2 dt

+ χ
1

2
δ4N+4‖B2(ŭn − un−1/2)‖2 + χ

1

2
‖ŭn − un−1/2‖2

≤ ε2ν ‖∇Ĕn‖2 +
χ

4
‖Ĕn ∗‖2 + C ν

(∆t)3

48

∫ tn

tn−1

‖∇utt‖2 dt

+ C χδ4N+4 (∆t)3

∫ tn

tn−1

‖utt‖2 dt + C χ(∆t)3

∫ tn

tn−1

‖utt‖2 dt, (7.48)

where in the estimate for the last term, in the last step, we use that B is a bounded operator

from L2 → L2 and (.1).

b∗(ŭn, ŭn, Ĕn) − b∗(un−1/2,un−1/2, Ĕn)

= b∗(ŭn − un−1/2, ŭn, Ĕn) + b∗(un−1/2, ŭn − un−1/2, Ĕn)

≤ C ‖∇(ŭn − un−1/2)‖ ‖∇Ĕn‖ (‖∇ŭn‖ + ‖∇un−1/2‖)

≤ C ν−1
(‖∇ŭn‖2 + ‖∇un−1/2‖2

) (∆t)3

48

∫ tn

tn−1

‖∇utt‖2 dt + ε3ν‖∇Ĕn‖2

≤ C ν−1 (∆t)3

48

(∫ tn

tn−1

2(‖∇ŭn‖4 + ‖∇un−1/2‖4) dt

+

∫ tn

tn−1

‖∇utt‖4 dt

)
+ ε3ν‖∇Ĕn‖2

≤ C ν−1 (∆t)4(‖∇ŭn‖4 + ‖∇un−1/2‖4)

+ C ν−1 (∆t)3

∫ tn

tn−1

‖∇utt‖4 dt + ε3ν‖∇Ĕn‖2 . (7.49)
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Combining (7.45)-(7.49) we have that

24t

l∑
n=1

|Intp(un, pn; Ĕn)| ≤ 4t C

l∑
n=0

‖En‖2 +4t χ
1

2

l∑
n=1

‖Ĕn ∗‖2

+ (ε1 + ε2 + ε3)4t ν

l∑
n=0

‖∇Ĕn‖2

+ C(4t)4
(‖uttt‖2

2,0 + ν−1‖ptt‖2
2,0 + ‖ftt‖2

2,0

+ ν‖∇utt‖2
2,0 + ν−1‖∇utt‖4

4,0

+ ν−1‖|∇u|‖4
4,0 + ν−1‖|∇u1/2|‖4

4,0

+ χ δ4N+4‖utt‖2
2,0 + χ‖utt‖2

2,0

)
. (7.50)

Thus, with (7.39)-(7.44) and (7.50), from (7.38) we obtain

‖El‖2 + 4t

l∑
n=1

ν‖∇Ĕn‖2 + 4t χ
1

2

l∑
n=1

‖Ĕn ∗‖2

≤ 4t

l∑
n=0

C( ν−3‖∇ŭn‖4 + 1)‖En‖2

+ Cν−1
(
h2k‖|u|‖4

4,k+1 + h2k+1‖|∇u|‖4
4,0 + h2s+2‖|p1/2|‖2

2,s+1

)

+ Cν−1 h2k(‖|f |‖2
2,0 + ‖u0

h‖2) + C χh2k+2‖|u|‖2
2,k+1 + C ν h2k‖|u|‖2

2,k+1

+ C(4t)4
(‖uttt‖2

2,0 + ν−1‖ptt‖2
2,0 + ‖ftt‖2

2,0

+ ν‖∇utt‖2
2,0 + ν−1‖∇utt‖4

4,0

+ ν−1‖|∇u|‖4
4,0 + ν−1‖|∇u1/2|‖4

4,0

+ χ δ4N+4‖utt‖2
2,0 + χ‖utt‖2

2,0

)
. (7.51)

Hence, with 4t sufficiently small, i.e. 4t < C(ν−3‖|∇u|‖4
∞,0 + 1)−1, from Gronwall’s
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Lemma (see (7.18), we have

‖El‖2 + 4t

l∑
n=1

ν‖∇Ĕn‖2 + 4t χ
1

2

l∑
n=1

‖Ĕn ∗‖2

≤ Cν−1
(
h2k‖|u|‖4

4,k+1 + h2k+1‖|∇u|‖4
4,0 + h2s+2‖|p1/2|‖2

2,s+1

)

+ Cν−1 h2k(‖|f |‖2
2,0 + ‖u0

h‖2) + C χh2k+2‖|u|‖2
2,k+1 + C ν h2k‖|u|‖2

2,k+1

+ C(4t)4
(‖uttt‖2

2,0 + ν−1‖ptt‖2
2,0 + ‖ftt‖2

2,0

+ ν‖∇utt‖2
2,0 + ν−1‖∇utt‖4

4,0

+ ν−1‖|∇u|‖4
4,0 + ν−1‖|∇u1/2|‖4

4,0

+ χ δ4N+4‖utt‖2
2,0 + χ‖utt‖2

2,0

)
. (7.52)

Estimate (7.23) then follows from the triangle inequality and (7.52).

To obtain (7.24), we use (7.52) and

‖∇ (
un+1/2 − (un

h + un−1
h )/2

) ‖2 ≤ ‖∇(un+1/2 − ŭn)‖2 + ‖∇Λ̆n‖2 + ‖∇Ĕn‖2

≤ (4t)3

48

∫ tn

tn−1

‖∇utt‖2 dt + Ch2k|un|2k+1 + Ch2k|un−1|2k+1 + ‖∇Ĕn‖2 .

Corollary 7.1. Under the assumptions of Lemma 7.1 and Theorem 7.1 we have that

‖|w − uh|‖∞,0 ≤ C2e
C1 ν−3/2 ‖w‖24,1 χ1/2 δN+1 ‖Bw‖2,0 + F(4t, h, δ, χ) + Chk+1‖|u|‖∞,k+1

‖|∇(w − uh)|‖2,0 ≤ C2e
C1 ν−3/2 ‖w‖24,1 χ1/2 δN+1 ‖Bw‖2,0 + F(4t, h, δ, χ)

+ Cν1/2(4t)2||∇utt||2,0 + Cν1/2hk‖|u|‖2,k+1

with F(4t, h, δ, χ) defined as in Theorem 7.1.

Proof. : The result follows immediately from Lemma 7.1, Theorem 7.1, and the triangle

inequality.
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7.3 MESH REFINEMENT STUDY

In this section, we present a mesh refinement study of the 2D vortex decay problem of Chorin

[13]. It was also used by Tafti [57] and John and Layton [31].

We define the domain Ω = (0, 1)2 and specify

u1 := − cos(nπx) sin(nπy) exp(−2n2π2t/τ),

u2 := sin(nπx) cos(nπy) exp(−2n2π2t/τ), (7.53)

p := −1

4
(cos(2nπx) + cos(2nπy)) exp(−4n2π2t/τ).

With the parameter τ = Re and appropriate (time dependent, Dirichlet) boundary condi-

tions, this is a solution of the Navier-Stokes equations with f = 0. The solution consists of

an n× n array of oppositely signed vortices that decay as t → 0.

h ||w − uh||L∞(0,T ;L2) rate ||∇(w − uh)||L∞(0,T ;L2) rate

1/4 4.62593 · 10−3 2.79577 · 10−2

1/8 5.94747 · 10−4 2.96 7.17742 · 10−3 1.96

1/16 7.69042 · 10−5 2.95 1.8104 · 10−3 1.98

1/32 1.84055 · 10−5 2.06 4.55369 · 10−4 1.99

1/64 1.65968 · 10−5 0.15 1.21047 · 10−4 1.91

Table 2: Finite element convergence estimates for the TRM with δ = h2 and at Re = 1

For our purposes, we take (7.53) as the solution of (7.1)-(7.3) to illustrate the error

estimates of Corollary 7.1, presented in Tables 2 and 4. Also, since (u1, u2) is the eigenvector

for the filter problem (3.2) we are able to exactly calculate the right hand side of TRM given

by (7.4)-(7.6). Therefore, we also illustrate the error estimates given in Theorem 7.1 in

Tables 3 and 5 . We specify the following parameters: n = 1, time step 4t = 0.005, final

time T = 0.5, time relaxation parameter χ = 0.1, order of deconvolution N = 0 and τ = Re

with Re = 1 in Tables 2 and 3 and Re = 104 in Tables 4 and 5. For our computations, we

assume n = 1, i.e. a 1 × 1 array of vortices and study the finite element convergence rates
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h ||u− uh||L∞(0,T ;L2) rate ||∇(u− uh)||L∞(0,T ;L2) rate

1/4 4.62507 · 10−3 2.79575 · 10−2

1/8 5.94787 · 10−4 2.96 7.17747 · 10−3 1.96

1/16 7.73426 · 10−5 2.94 1.8106 · 10−3 1.99

1/32 1.93074 · 10−5 2.00 4.55615 · 10−4 1.99

1/64 1.68549 · 10−5 0.19 1.21286 · 10−4 1.91

Table 3: Finite element convergence estimates for the TRM, with δ = h and at Re = 1

for fixed 4t, δ = h2 for Tables 2 and 4, δ = h for Tables 3 and 5, and as h → 0. For the

spatial discretization we chose the Taylor-Hood finite elements, i.e second order polynomial

approximation for velocity and first order polynomial approximation for pressure.

h ||w − uh||L∞(0,T ;L2) rate ||∇(w − uh)||L∞(0,T ;L2) rate

1/4 2.10541 · 10−1 2.13246

1/8 4.32355 · 10−2 2.28 9.72472 · 10−1 1.13

1/16 8.65877 · 10−3 2.31 4.19813 · 10−1 1.21

1/32 1.26752 · 10−3 2.77 1.37417 · 10−1 1.61

1/64 9.92257 · 10−5 3.67 2.85818 · 10−2 2.26

Table 4: Finite element convergence estimates for the TRM with δ = h2 and at Re = 104

The incompressibility constraint ∇ · u in TRM is relaxed by setting

αpα +∇ · uα = 0 , (7.54)

where α is a small parameter. Now, the incompressibility constraint is no longer satisfied,

but it can be proven (e.g. formula (5.16) in [26])

|u− uα|1 + ‖p− pα‖0 ≤ C α . (7.55)
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h ||u− uh||L∞(0,T ;L2) rate ||∇(u− uh)||L∞(0,T ;L2) rate

1/4 2.08249 · 10−1 2.11457

1/8 4.2445 · 10−2 2.29 9.6155 · 10−1 1.13

1/16 8.49152 · 10−3 2.32 4.14752 · 10−1 1.21

1/32 1.25264 · 10−3 2.76 1.36138 · 10−1 1.61

1/64 1.02615 · 10−4 3.61 2.84635 · 10−2 2.26

Table 5: Finite element convergence estimates for the TRM, with δ = h and at Re = 104

Therefore, as α → 0, the solution of the penalized problem converges to that of the unpenal-

ized problem. For our computations, we used α = 10−6 and that restricts the L2 errors to

stope decreasing as we refine the mesh and thus the rates deteriorate. Tables 4 and 5 show

the results of the convergence rates for higher Re = 104 for which the errors are bigger and

therefore the rates are not affected by the penalization of the incompressibility condition.

7.4 A NUMERICAL ILLUSTRATION

We study herein a simple, underresolved flow with recirculation: the flow across a step. The

most distinctive feature of this flow is a recirculating vortex behind the step, see Figure 5

for illustration. A discussion of this test problem can be also found in Gunzburger [26] and

John and Liakos [32].

Thus, we will study a flow in the transition via shedding of eddies behind the step using

Navier-Stokes equations + Time Relaxation, i.e. (7.4)-(7.6) with N = 0 ( NSE + TR0 ),

(7.4)-(7.6) with N = 1 ( NSE + TR1 ) and NSE + nonlinear Time Relaxation with N = 0

(NSE + NTR0). We will compare these models with a LES model - the Smagorinsky model.

Since NSE does not give good or even any vortex recirculation behind the step on coarser

mesh, see Figure 6 and 7, there is a need to find models that can represent the shedding

of the eddies correctly on a very coarse mesh so that the computational time is much more

76



0 10 20 30 40
0

2

4

6

8

10
 T=10

0 10 20 30 40
0

2

4

6

8

10
 T=20 

0 10 20 30 40
0

2

4

6

8

10
 T=30 

0 10 20 30 40
0

2

4

6

8

10
T=40

Figure 5: NSE at ν = 1/600 and level 3 grid

shorter but the important properties of the flow are still captured.

The difference between NSE + TR0 and NSE + NTR0 is in the time relaxation term

which has the form:

χ|u− u|(u− u)

in the NSE + NTR0. In this notation, by | · | we mean the Euclidean norm of the corre-

sponding vector. We used χ = 0.01 in the computations presented in this section. The only

difference between the Navier-Stokes equations (NSE) and the Smagorinsky model (NSE +

SMA) is in the viscous term, which has the following form:

∇ · ((2ν + csδ
2||D(u)||F )D(u)) .

Here, cs is a positive constant (usually cs ∼ 0.01, see Sagaut [54]), D(u) is the deformation

tensor and || · ||F denotes the Frobenius norm of a tensor. We used cs = 0.01 in the computa-

tions presented in this section. Although the Smagorinsky model is widely used, it has some

drawbacks. These are well documented in the literature, e.g. see Zang, Street and Koseff
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Figure 6: NSE at at ν = 1/600, T = 40 and level 1 grid

[62]. For instance, the Smagorinsky model constant cs is an á priori input and this single

constant is not capable of representing correctly various turbulent flows. Another drawback

of this model is that it introduces too much diffusion into the flow, e.g., see Iliescu, John,

Matthies and Tobiska [29] or Figure 10.

The domain of the two-dimensional flow across a step is presented in Figure 8. We present

results for a parabolic inflow profile, which is given by u = (u1, u2)
T , with u1 = y(10−y)/25,

u2 = 0. No-slip boundary condition is prescribed on the top and bottom boundary as well as

on the step. At the outflow we have “do nothing” boundary condition (i.e. n·(−ν∇u+pI) = 0

where n is the outward normal vector), an accepted outflow condition in computational fluid

dynamics (CFD).

The computations were performed on various grids. For instance, for the fully resolved

NSE simulation, which is our “truth” solution, we used a fine grid level 3, with number of

degrees of freedom Ndof = 41502, whereas much coarser grids (level 0 with Ndof = 2072 and

level 1 with Ndof = 6903) have been used for the investigation of NSE + TR0, NSE + TR1,

NSE + NTR0 and NSE + SMA. The point is obviously to compare the performance of the

various options in underresolved simulations by comparison against a “truth”/fully-resolved

solution.

The computations were performed with the software FreeFem++; see [27] for its descrip-
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Figure 7: NSE at at ν = 1/600, T = 40 and level 0 grid

tion. The models were discretized in time with the Crank Nicolson (an implicit scheme of

second order) and in space with the Taylor Hood finite-element method, i.e., the velocity is

approximated by continuous piecewise quadratics and the pressure by continuous piecewise

linears. The coarse grid level 0 which was used in the computations is given in Figure 9.

The background color represents the norm of the velocity vectors.

Comparing the Figures 10, 11, 12, 13 with 5 we conclude that the NSE + TR0, NSE

+ TR1 and NSE + NTR0 tests replicate the shedding of eddies and the Smagorinsky eddy

remains attached. Clearly, the Smagorinsky model is too stabilizing: eddies which should

separate and evolve remain attached and attain steady state. However, regarding the main

point of study, the effects of the Time Relaxation on the truncation of scales, it is clear that

this approach of regularization of NSE improved the simulation results for this transition

problem. On the coarsest grid level 0 (see Figure 14) we obtained that NSE+NTR0 gives

the best results out of all time relaxation forms and NSE. Further studies and tests of this

approach are thus well merited!
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Figure 8: Boundary conditions

Figure 9: Mesh at level 0
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Figure 10: NSE + SM at ν = 1/600, δ = 1.5 and level 1 grid
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Figure 11: NSE + TR0 at ν = 1/600, δ = 1.5 and level 1 grid
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Figure 12: NSE + TR1 at ν = 1/600, δ = 1.5 and level 1 grid
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Figure 13: NSE + NTR0 at ν = 1/600, δ = 1.5 and level 1 grid
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Figure 14: NSE+SM (left) and NSE+NTR0 (right) at ν = 1/600, δ = 3.0, level 0 grid
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8.0 CONCLUSIONS AND FUTURE RESEARCH

Turbulence models should have a faithful representation of the mean effects of the unresolved

scales on the resolved scales, a deep condition that is related to the physical fidelity of the

flow statistics of energy and helicity predicted by the models. One way to obtain useful

insights is to develop similarity theory of the models. Turbulent statistics predicted by the

models should be compared to those of the NSE through the filter length-scale, i.e. on the

large/resolved scales since the models are used to predict these scales. Each such test of

the models gives evidence that, in the mean, the representation of the mean effects of the

unresolved scales is accurate and the important flow statistics are correctly predicted.

In Chapter 4 we showed that Approximate Deconvolution Models possesses an energy

cascade that truncates the true energy spectrum in two ways. First, there is an enhanced

viscosity acting in the model. This enhanced viscosity does not dissipate energy for laminar

shear flows and its amount is related to the local curvature of the velocity field. Further,

it disappears when ν = 0. The action of this enhanced viscosity is to trigger exponential

decay of eddies at the models’ micro-scale The second way the ADM truncates the scales of

motion is through an energy sponge in the models’ kinetic energy. The extra term triggers

an accelerated energy decay of O(k−
11
3 ) at the cutoff length scale. Above the cutoff length

scale the ADM predicts the correct energy cascade!

The main open question not resolved in the similarity theory of ADM pertains to the

unknown, non-dimensional function f(Π2). The principle of economy of explanation suggests

that f(Π2) is constant, and this is supported, strongly by Kraichnan’s dynamic theory of

turbulence, subsection 4.2.1. This question can be resolved by numerical experiments on

the model itself (not on the Navier-Stokes equations) establishing the curve between the

Π ’s. Having this curve we can get complete quantitative information. Suppose that the
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Emodel is desired for conditions ka and δa. The dimensionless group (Π2)a can be immediately

evaluated as kaδa. Corresponding to this value of (Π2)a , the value of (Π1)a is read off the

plot. (Emodel)a is then computed.

Kolmogorov theory enables us to determine the behavior of small scale motion in the

inertial range but does not determine a function of ηk for large wave-numbers where dissi-

pation occurs. To resolve this problem various transfer theories developed for Navier-Stokes

equations have been proposed by Heisenberg, Pao and others (see [60]). Thus another open

question is to understand the dissipation subrange of ADM by using the transfer theories

suitably adapted.

In Chapter 5 a joint energy and helicity cascade has been shown to exist for homogeneous,

isotropic turbulence generated by ADM. The models’ energy and helicity both cascade at

the correct O(k−5/3) rate for inertial range wave-numbers up to the cutoff wave-number of

O(1
δ
), and at O(k−11/3) afterward until the models’ energy and helicity micro-scale. This

establishes consistency of the model’s helicity and energy cascades with the corresponding

cascades of the true, underlying turbulent flow. Furthermore, we show the consistency of

the ADM joint cascade up to the kEmodel
, i.e. the inertial range for helicity is the same as

for the energy.

Approximate Deconvolution Models have high accuracy in the large scales and give ap-

proximations of all resolved scales of high physical fidelity and with the correct statistics.

The main drawback is that their micro-scale is substantially beyond the cutoff length-scale

δ. This can be corrected by adding an appropriate time relaxation term analyzed in Chapter

6 or by using a different filter.

Tracking the effects of the choice of filter backward through the analysis of energy cascade

and joint energy-helicity cascade leads to a very simple conclusion. The secondary cascade

(k−11/3) of the models’ solution results because the filter decays like

Ĝ(k) ' k−2 and − 5/3 + (−2) = −11/3

It is easy to check, for example, tracking forward that if the filter arises from 4th order

(hyperviscosity like) operator with symbol decaying like k−4 then the secondary cascade will

have exponent k−17/3 (i.e. −17/3 = −5/3 + (−4)). Continuing, if a gaussian filter (which
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has exponential decay in wave-number space) is used, then exponential decay of the energy

spectrum begins at the cutoff frequency. This immediate truncation might compensate in

some calculation for its extra complexity.

In Chapter 6 was shown that the Time Relaxation Model possesses an energy cascade

that truncates the energy spectrum at a point that depends upon the relaxation parameter,

the global velocity and length scale and the averaging radius δ. The time relaxation term does

not dissipate energy for the resolved scales of the flow. The action of this time relaxation term

is to induce a micro-scale, analogous to the Kolmogorov micro-scale in turbulence, and to

trigger decay of eddies at the model’s micro-scale. The extra dissipation at the cutoff length

scale induced by time relaxation must reduce the number of degrees of freedom needed (per

time step) for a 3D turbulent flow simulation. With proper scaling of χ this extra dissipation

will also balance the transfer of energy to those scales from the flow’s power input and thus

prevent a non-physical accumulation of energy around the cutoff length scale as well as force

the model’s micro-scale to coincide with the averaging radius δ.

With the formula derived herein, χ ' U

L
1
3
2N+1δ−

2
3 , the model’s micro-scale is δ and the

number of degrees of freedom (per time step) needed for a 3d turbulent flow simulation with

the model (6.1) is

Ndof ' (
L

δ
)3, independent of Re !

This leads to a huge computational speedup using (1.1) over a DNS of

(
NNSE

dof

Ndof

)
4
3 ' (

Re
9
4

L3δ−3
)

4
3 = (

δ

L
)4 Re3.

Finally, the time relaxation studied herein, since it is a lower order term, is ideal for use

with many other models (e.g., the ADM, the NSE-alpha model) to reduce further their

computational complexity by accelerating the truncation of scales without altering a model’s

accuracy on the resolved scales. The above value of χ is derived for fully developed, turbulent

flow. While it is smaller than other theoretical values, it is also possible that other flow

settings, such as transition, would require other, still smaller values - an important open

problem.

There are many open problems connected to finding rigorous proofs of this description di-

rectly from the Navier-Stokes equations and without assumptions of homogeneity or isotropy.
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There are also other possible scale-dependent relaxation strategies which should be devel-

oped and compared to find the best tool for a given flow problem. It is also important to

study the time relaxation operator used in a synthesis with other good models of turbulence.

There does not seem to be a clear strategy of developing a general theory of such mixed

models so the effect of such combinations must be investigated on a case by case basis.

Another interesting question is the parameter selection for time relaxation inside turbu-

lent boundary layer, i.e. part of the flow into which the vorticity originally generated at the

surface has spread. Another striking characteristic of turbulent boundary layers is the exis-

tence of coherent structures. These are vortical structures that retain their identity for many

eddy-turnover times and which appear again and again in approximately the same shape.

There are different criteria, such as the Q-criterion, λ2-criterion (see [15]) that character-

ize convex low-pressure tubes which are generally associated with coherent vortices. Since

turbulence models are used for the simulation of turbulent flows and the real engineering

problems appear in complicated bounded domains, an interesting topic is the identification

of these vortices in the boundary layers that get created by turbulence models.

Lastly, in Chapter 7 we have studied a continuous finite element discretization of the Time

Relaxation Model. Thus understanding the effects of the time relaxation, when discretized,

and performing a rigorous numerical analysis of the combination is a very important step

that we performed. The successful simulations on the 2D step problem showed that that

the extra stabilization induced by time relaxation does not retard the transition of the flow.

Further experiments such as the 2D turbulent mixing layer problem (see [30]) are the next

step. Then, other 3D benchmark problems are the topic of future investigation too.

In Section 7.4 we showed some preliminary experiments of the 2D step problem for a

specific nonlinear time relaxation term. Future work on this topic will include a detail

numerical study of a finite element scheme for the Nonlinear Time Relaxation Model (6.16)

followed by numerical computations. Then the exploration of physical fidelity of (6.16) will

continue through investigations of the fundamental physical quantities, such as kinetic energy

and enstrophy in 2D and a deeper study of the important role of helicity in 3D.

Because of the lack of continuity constraint between elements, the Discontinuous Galerkin

(DG) finite element methods offer several advantages over the classical continuous finite
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element methods:

local mesh refinement and derefinement are easily implemented (several hanging nodes

per edge are allowed)

the incompressibility condition is satisfied locally on each mesh element

unstructured meshes and domains with complicated geometries are easily handled.

Therefore, an interesting future work is to investigate theoretically and computationally the

DG methods for the time relaxation.

Turbulence models have an enormous promise towards the improvement of prediction

and understanding of turbulent flows. Thus, there is a need to advance the models from

the mathematical point of view by investigating statistics of energy and helicity, developing

better numerical algorithms and performing tests to validate them.
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A.1 APPENDIX

Lemma .1.

‖ŭn − un−1/2‖2 ≤ 1

48
(∆t)3

∫ tn

tn−1

‖utt‖2 dt . (.1)

Proof of Lemma .1:

‖ŭn − un−1/2‖2 = ‖1

2
(un + un−1)− un−1/2‖2

=
1

4

∫

Ω

[∫ tn

tn−1/2

utt(·, t) (tn − t) dt +

∫ tn−1/2

tn−1

utt(·, t) (t− tn−1) dt

]2

dx

≤ 1

4

∫

Ω

2




(∫ tn

tn−1/2

utt(·, t) (tn − t) dt

)2

+

(∫ tn−1/2

tn−1

utt(·, t) (t− tn−1) dt

)2

 dx

≤ 1

2

∫

Ω

[∫ tn

tn−1/2

(utt(·, t))2 dt

∫ tn

tn−1/2

(tn − t)2 dt

+

∫ tn−1/2

tn−1

(utt(·, t))2 dt

∫ tn−1/2

tn−1

(t− tn−1)
2 dt

]
dx

=
1

2

∫

Ω

[
1

3

(
∆t

2

)3 ∫ tn

tn−1/2

(utt(·, t))2 dt +
1

3

(
∆t

2

)3 ∫ tn−1/2

tn−1

(utt(·, t))2 dt

]
dx

=
1

48
(∆t)3

∫

Ω

∫ tn

tn−1

(utt(·, t))2 dt dx

=
1

48
(∆t)3

∫ tn

tn−1

‖utt‖2 dt .

Lemma .2.

‖dtu
n − u

n−1/2
t ‖2 ≤ 1

1280
(∆t)3

∫ tn

tn−1

‖uttt‖2 dt . (.2)
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Proof of Lemma .2:

‖dtu
n − u

n−1/2
t ‖2 = ‖ 1

∆t
(un − un−1)− u

n−1/2
t ‖2

=

(
1

4 ∆t

)2 ∫
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[∫ tn
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2 dt
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(∫ tn

tn−1/2

uttt(·, t) (tn − t)2 dt

)2
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2 dt
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 dx
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1
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(uttt(·, t))2 dt
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(tn − t)4 dt

+
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4 dt
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dx
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1
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[
1

5

(
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2
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5
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For the vector u, u(i), i = 1, . . . d́, denotes the ith component of the vector.

Lemma .3.

‖∇(ŭn − un−1/2)‖2 ≤ (∆t)3

48

∫ tn

tn−1

‖∇utt‖2 dt . (.3)
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Proof of Lemma .3:
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