
THE NATURE AND EVOLUTION OF GALAXIES

SELECTED VIA GAS CROSS SECTION

by

Daniel Brant Nestor

B. S. in Physics, Massachusetts Institute of Technology, 1996

Submitted to the Graduate Faculty of

the Department of Physics and Astronomy in partial fulfillment

of the requirements for the degree of

Doctor of Philosophy

University of Pittsburgh

2004



UNIVERSITY OF PITTSBURGH

DEPARTMENT OF PHYSICS AND ASTRONOMY

This dissertation was presented

by

Daniel Brant Nestor

It was defended on

August 25, 2004

and approved by

David A. Turnshek, Professor

Allen I. Janis, Professor Emeritus

D. John Hillier, Associate Professor

Andrew J. Connolly, Assistant Professor

Sandhya M. Rao, Research Assistant Professor

Richard Griffiths, Professor, Carnegie Mellon University

Dissertation Director: David A. Turnshek, Professor

ii



THE NATURE AND EVOLUTION OF GALAXIES SELECTED VIA GAS

CROSS SECTION

Daniel Brant Nestor, PhD

University of Pittsburgh, 2004

This dissertation consists of several projects designed to further our understanding of galax-

ies and galactic structures associated with intervening quasar absorption lines – i.e., those

selected via gas cross section.

Surveys for Mg II absorption were conducted using quasar spectra from the Sloan Digital

Sky Survey and data collected at the 6.5m Multiple Mirror Telescope Observatory on Mount

Hopkins, AZ. The first survey expands the number of studied Mg II systems by an order of

magnitude, while the second extends the statistics to weaker systems and lower redshifts.

The results provide high-precision measurements (relative to previous results) of the statis-

tics and evolution of Mg II absorbers. It is shown that the distribution of rest equivalent

width steepens with decreasing redshift, especially at redshifts z < 1, such that the total

absorption co-moving cross section decreases at a rate proportional to rest equivalent width.

This is interpreted as an evolution in the kinematic properties of the absorbing galaxy pop-

ulation. Evidence for multiple physical populations comprising Mg II absorbers is presented

and discussed.

Early survey results were used to investigate the cosmic neutral-gas-phase metallicity

and dust content. Quasar spectra selected due to the presence of strong intervening Mg II

absorption were stacked in the absorption rest frame to create high signal-to-noise ratio

composites with which to measure Zn and Cr abundances. It was found that metallicity

of high-NH I gas is highly correlated with the kinematic properties of galaxies and both

metallicity and dust content for these systems increase with decreasing redshift.
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Two projects were completed that involved the imaging of six low-redshift damped

Lyman-α galaxies. Detailed properties of the identified absorber galaxies are described.

They are shown to be drawn from a variety of morphological types with a range of luminosi-

ties, environments, and impact parameters.
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1.0 INTRODUCTION

One of the major goals of modern astronomy is to understand the detailed nature of galactic

structures and their evolution from the era of the earliest star formation to the present

epoch. To this end, astronomers have been studying the light emitted from galaxies for

more than two centuries. The stellar luminosity of galaxies is now directly observed across

the electromagnetic spectrum. However, any such work is necessarily biased, for studying

galaxies via their stellar luminous output preferentially selects the most luminous systems.

Furthermore, this bias grows with increasing distance, and therefore look-back time.

In addition to their stellar component, galaxies consist of dark matter, the dust and

metals1 produced by stars, and the reservoir of gas from which stars may form. A satisfactory

picture of galaxy formation and evolution must involve a consistent understanding of all of

these aspects over the complete range of redshift. Modern instruments and techniques have

produced large amounts of new data, though there remain large gaps in redshift and in the

types of structures studied. Theory, and especially simulations, have also advanced greatly in

recent times. Thus, the immediate goal is to extend the current body of data to all redshifts

and types of galactic structures, and form consistent interpretations of the empirical and

theoretical results.

Below, I summarize some of the techniques and the status of our understanding of the

nature and evolution of galaxies from high-redshift to the present. Since this dissertation is

comprised of studies concerning galactic structures selected via gas absorption cross section,

particular attention is given to quasar absorption line studies.

1Metals include all elements other than H and He.
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1.1 DARK MATTER

Evidence for large amounts of non-luminous matter in galaxies began to accumulate in the

1930s with Oort concluding that the amount of mass in Galactic stars was inconsistent

with the velocities of stars in the solar neighborhood (Oort, 1932), and similar conclusions

by Zwicky from the study of the velocity dispersions of galaxies in rich clusters. Today,

dark matter in galaxies is observed indirectly, as it was in the past with galaxy rotation

curves and cluster velocity dispersions, and with modern techniques such as determining the

masses of clusters through their x-ray emission and lensing signatures. It is now believed

that ≈ 85%− 95% of matter in the universe is “dark”.

Dark matter is the key ingredient in simulations of structure formation in the Universe

(see Bertschinger, 1998, for a review). These simulations typically use up to many millions

of cold dark matter (CDM) particles and implement gravity using algorithms such as: hi-

erarchical trees, which divide space into a hierarchy of cells; particle-mesh, which solves

Poisson’s equation on a Cartesian grid; and so called particle-particle/particle-mesh hybrid

algorithms. Physical processes (e.g., adiabatic gas dynamics) are often implemented as well,

using methods such as smooth-particle hydrodynamics. As the complexity of CDM models

has grown rapidly in recent years, so has the robustness of their results and predictions.

Discrepancies between these predictions and the results of observations provide direction for

both theorists and observers. One such discrepancy has been the over prediction of power

on small structure-scales (Moore et al., 1999; Klypin et al., 1999).

The over prediction of small-scale structure by CDM simulations is generally thought

to be a weakness of the simulations. For example, many simulations predict ≈ 50 satellites

with masses & 108 M¯ for Milky Way-like galaxies (Klypin et al., 1999), as apposed to the

approximately dozen presently known. However, observations may, to a large extent, be

missing many faint galaxies. There is much uncertainty in the slope of the faint end of

the galaxy luminosity function. Dark matter halos that have not (yet) formed significant

amounts of stars are easily missed in luminosity- or surface-brightness-limited studies. Also,

halos that have formed stars but are relatively diffuse low-surface-brightness (LSB) galaxies

are also easily missed. Thus, the true picture may actually lie in between the current state

3



of observation and simulation.

1.2 H I IMAGING

It is possible to trace halos that have LSB or have formed few stars, but contain large

amounts of neutral hydrogen gas, with radio surveys (see, e.g., Barnes et al., 2001; Ryan-

Weber et al., 2002). The gaseous components of galaxies can be studied via 21 cm radio

emission from neutral hydrogen gas down to ≈ 106 M¯, without the stellar luminosity bias

of optical studies. However, 21 cm studies have their own set of biases. Most importantly,

21 cm imaging is limited to redshifts z . 0.1− 0.2.

Radio surveys of the local Universe find that Sbc-Sc galaxies are the most dominant

contributers to the local H I mass function, with large column density H I often extending

out to many times the optical radii, though other galaxy types do contain significant amounts

H I gas. For example, Zwaan et al. (2003) claim that LSB galaxies contribute ∼ 15% of the

cosmic H I mass density at z = 0. Even some dwarf Es, E/S0s, and S0s are known to have

substantial H I halos (e.g., Lake et al., 1987; Sadler et al., 2000), extending up to ≈ 5 times

the optical radius. The projected cross section for large H I column density gas at z = 0 is,

however, dominated by spirals (Rao and Briggs, 1993).

1.3 HIGH-REDSHIFT GALAXIES

Several techniques have allowed direct study of galaxies at high (z & 1 − 2) redshift. The

earliest successes were studies of galaxies detected because of their large radio luminosities

(see McCarthy, 1993, for a review), with redshifts determined with optical spectroscopy (e.g.,

via measurement of Lyα emission). More recently, 8-m class telescopes have allowed narrow-

band imaging with filters tuned to redshifted Lyα to find high-redshift galaxies. The most

effective technique, though, has been the “Lyman-break” technique (see Giavalisco, 2002,

for a review). This technique takes advantage of the unique colors of high-redshift galaxies

caused by the discontinuity in the integrated stellar spectra of galaxies below 912Å due to
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the hydrogen ionization edge. In multi-band optical imaging data, high-redshift galaxies

“drop-out” of the bluer filters as the rest-frame 912Å edge is redshifted past each filter.

The effect is stronger due to photoelectric absorption in young galaxies with significant H I

gas, and in star-forming galaxies which typically contain significant amounts of dust that

preferentially attenuates the bluer wavelengths.

The Hubble Deep Fields (HDF, Williams et al., 1996; Casertano et al., 2000) provided

very deep high-resolution images of a narrow field of sky, revealing a wealth of information

on galaxy colors, sizes and morphologies, down to unprecedented brightness limits. Ensuing

spectroscopic and photometric redshifts have enabled the study of the evolution of these

properties. An important HDF result has been the discovery of an abundance of disturbed

and irregular galaxies at high redshift.

The study of faint blue galaxy population has also been important to our understanding

of galaxy evolution (see Ellis, 1997, for a review).

1.4 QUASAR ABSORPTION LINES

Quasar absorption lines provide a tool for the study of galaxies selected via their gas cross

sections, independent of distance. The chance alignment of galactic gas with the line of sight

to a distant quasar produces an absorption signature in the quasar spectrum, allowing an

often detailed examination of the absorbing gas. Identification of the atomic species giving

rise to absorption features allows for the precise determination of the redshift of the host

galaxy without having to acquire an emission-line or composite stellar spectrum of the galaxy

– or even the visual identification of the galaxy itself.

The great advantage of quasar absorption line surveys is that they do not suffer from

the types of biases found in optical galaxy surveys, and they are practical out to the redshift

of the highest-z quasars. They do, however, contain their own set of biases – most notably

they select galaxies/galactic structure based on gas cross section. Useful past reviews of this

work can be found in Weymann et al. (1981), Blades et al. (1988), Petitjean and Charlot

(1997), and Rauch (1998).
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Figure 1.1: Schematic of the column density distribution for H I Lyα absorbers, at high

(z ∼ 2) redshift.

1.4.1 Hydrogen Lyα Absorbers

As galaxy evolution is, to a large extent, the conversion of H I into stars, the evolution of the

H I component of galaxies is of particular interest. The regions blueward of the redshifted

Lyα emission in quasar spectra contain a very high density of H I Lyα (λ1216) absorption

features – the so-called Lyα forest (Weymann et al., 1981). The large incidence of these lines,

together with the ability to measure them out to the largest quasar redshifts, makes them

useful tools for the study of the formation of large-scale structure, the distribution of gas in

the inter-galactic medium (IGM), the cosmological baryon density, etc. Figure 1.1 shows a

schematic of the number of H I Lyα absorption lines per unit column density and redshift,

at high (z ∼ 2) redshift. For column densities below NH I ≈ 1017 atoms cm−2, the absorbers

are optically thin at wavelengths below the Lyman limit and are ionized by the metagalactic

UV flux. The term “Lyα forest” is often used to refer just these ubiquitous, weaker lines.

Systems that are optically thick below the Lyman limit are less ionized or neutral, and

sample denser gas that is generally associated with galaxies. While the weak lines may also
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be associated with galaxies (see below), they sample relatively large galactocentric distances.

1.4.1.1 The Lyα Forest The Lyα forest in the spectra of quasar pairs has been used

to estimate the sizes of the forest absorbers (Smette et al., 1992; Fang et al., 1996). It is

found that their extents are large (hundreds of kpc) and therefore have low densities, which

implies a high ionization correction (Tytler, 1997). The Lyα forest is believed to contain a

large fraction of the baryonic content of the Universe. Penton et al. (2004) claim that Lyα

forest gas is responsible for ≈ 30% of the baryon content at z = 0.

The relationship between Lyα forest lines and galaxies is not yet well understood. There

does exist a correlation between the strength of Lyα absorption and the impact parameter

of the closest galaxy to the line of sight (Lanzetta et al., 2002), implying that at least

relatively strong absorbers have a relationship with galaxies. CDM simulations often have

gas follow the dark matter distribution and implement ad hoc star formation. The detailed

nature of the relationship between Lyα forest clouds, dark matter, and galaxies, however, is

not known. Additionally, there is evidence for weak Lyα absorbers in voids (Penton et al.,

2002). Whether these are true void absorbers or related to very LSB or stellar-poor galaxies

is not clear.

The number of Lyα forest lines per unit redshift at high-z (& 1.7) decreases rapidly

with decreasing redshift. At lower-z, however, the incidence is fairly constant with redshift

(Weymann et al., 1998). Coincidently, this transition occurs at the redshift for which H I Lyα

falls into the optical/UV. Davé et al. (1999) claim that the steep decline in the incidence at

high-z is driven by the expansion of the Universe, but at lower-z this is offset by the fading

UV background due to the decline in the population of quasars.

The incidence of Lyα forest lines at a given redshift has little dependence on the sightline

for well-separated sightlines, indicating uniformity on large scales (Dobrzycki et al., 2002).

However, there is evidence for weak clustering on smaller (∆v . 250 km s−1) scales at high

(1.7 . z . 4) redshift, and stronger clustering on slightly larger (250 . ∆v . 500 km s−1)

scales at lower (〈z〉 ≈ 0.7)) redshift (Ulmer, 1996, and references therein).
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1.4.1.2 Damped Lyman Alpha Absorbers The number n of Lyα systems with col-

umn densities between NH I and NH I + dNH I at high redshift is described reasonably well

by a power law ∂n/∂NH I ∝ N−1.5
H I over approximately ten orders of magnitude in NH I ,

from 1012 cm−2 . NH I . 1022 cm−2 (Hu et al., 1995). Thus,
∫ Nmax

Nmin
NH I

∂n
∂NH I

dNH I ∝
N0.5

H I |Nmax
Nmin

∼ N
1/2
max, indicating that the bulk of the H I at high redshift is contained in the sys-

tems with the largest NH I . Damped Lyα (DLA) systems are defined to have NH I ≥ 2×1020

atoms cm−2. This definition (see Wolfe et al., 1986) was practical for the surveys at the time,

but does not represent any distinct physically identifiable regime. Accurate column densities

can be measured for systems with NH I & 1019 atoms cm−2 (for which the Lyα absorption is

above the flat, or so-called saturated, part of the curve of growth). Systems with 1019 atoms

cm−2 < NH I < 1020.3 atoms cm−2 are commonly referred to as sub-DLAs. Column densities

NH I & 3×1017 atoms cm−2 are opaque below the Lyman limit. Such absorption systems are

called Lyman-limit systems. Because the strongest systems dominate any column density

weighted statistics, studies of galactic H I gas in DLAs are not sensitive to the lower limit of

NH I in their definition.

The Lyα λ1216 UV transition is the longest wavelength H I absorption feature short of

the radio wavelength 21cm line. Therefore, ground based spectroscopy can only directly

observe H I in absorption for z & 1.65, when the Lyα line appears in the optical. This

corresponds to when the Universe was less than 30% of its current age. Lyα absorption lines

are ubiquitous, but the strongest systems are rare. For example, the number of DLAs per

unit redshift is approximately dn/dz ' 0.2 at z > 1.65 (Wolfe et al., 1995). Blind searches for

large NH I systems therefore have low efficiency, making space based surveys impracticably

time-expensive. The Hubble Space Telescope (HST) quasar absorption line Key Project (e.g.,

Weymann et al., 1998) found only a single DLA.

DLA surveys at high redshift indicate that the cosmic mass density of H I evolves little

over the redshift range z = 3.5 to z = 1.65 (Wolfe et al., 1995). However, the density

decreases by ≈ 60% by z = 0 (Rao and Briggs, 1993; Zwaan et al., 2003). Furthermore,

studies of the global star formation rate in the Universe indicate a slow increase in star

formation down to z = 1, and a steep decrease in star formation from z . 1 to z = 0

(see Hopkins, 2004, and references therein). Thus, the window 0 ≤ z ≤ 1.65 is of great
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importance to the understanding of the evolution of H I.

1.4.2 Metal-line Absorbers

Although the metal abundances of stars span four orders of magnitude, and the gas-phase

abundances in a single galaxy may likewise vary greatly, galactic gas is never pristine. Figure

1.2 shows the absorption-line spectrum of a high redshift (z = 2.462) quasar from the

Sloan Digital Sky Survey. Several emission features are recognizable, such as H I Lyα at

λobs = 4210Å, NV at λobs = 4285Å, C IV at λobs = 5365Å, and C III] around λobs = 6610Å.

The noise around λ ≈ 8400Å and λ ≈ 8500Å is due to poor subtraction of night sky lines.

All absorption features visible in the spectrum are due to three intervening absorbers, at

redshifts z = 0.817, 1.634 and 2.269. The z = 0.817 absorber (lines marked in blue) is

recognizable via the Mg IIλλ2796, 2803 doublet near λobs = 5090Å. The z = 1.634 system

(lines marked in green) exhibits the Mg IIλλ2796, 2803 doublet near λobs = 7375Å, Fe II lines

spread over the interval 6100 ≤ λobs ≤ 6900Å, Al II λ1670 near λobs = 4400Å, C I λ1656

near λobs = 4360Å, the C IV λλ1548, 1550 doublet near λobs = 4080Å and Si II λ1526 near

λobs = 4020Å. The z = 2.269 system’s (lines marked in red) most notable absorption is the

Mg II λλ2796, 2803 doublet near λobs = 9150Å and H I Lyα λ1216 near λobs = 3975Å. This

single quasar spectrum identifies three galaxies by virtue of their gas cross sections, at epochs

6.9, 9.6 and 10.6 Gyrs in the past, corresponding to when the universe was approximately

50%, 30% and 20% its current age, respectively2.

Metals in enriched H I gas manifest absorption features at longer rest wavelengths than

H I Lyα, allowing such systems to be studied from the ground at lower redshifts and therefore

more recent epochs. As all significant columns of H I associated with galaxies are thought

to contain detectable amounts of metals, these lines can serve as proxies for H I Lyα in

tracing the neutral hydrogen content of galaxies. Relatively strong absorption from several

atomic species, such as C IV, Fe II and Mg II are common in strong H I absorption systems.

Bootstrapping from the statistics on the incidence of Mg II absorbers, Rao and Turnshek

2Ages calculated using rounded WMAP (Spergel et al., 2003) values for (Ωλ, ΩM , h) of (0.7, 0.3, 0.7).
The corresponding age of the Universe is 13.5 Gyrs. All cosmology-dependent values in this dissertation are
calculated using these values (except for Chapter 5.) See appendix A for details.
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Figure 1.2: Spectrum of a z = 2.462 quasar with intervening absorption systems at z = 0.817

(lines marked in blue), z = 1.634 (green), and z = 2.269 (red.)
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(2000, hereafter RT00) have used HST UV spectroscopy to estimate the incidence of DLAs

and the cosmic mass density of H I, ΩDLA, at redshifts z ≤ 1.65. Their results are consistent

with no evolution in ΩDLA down to a redshift of z ≈ 0.5, though their uncertainties are large.

Surveys for C IV and Mg II systems have been used to trace the gaseous cross sections

of galaxies (Sargent et al., 1988a; Steidel and Sargent, 1992; Nestor et al., 2004). The lower-

ionization Mg II systems tend to associate with cooler and/or denser gas and smaller impact

parameters than the higher-ionization C IV systems. Their relative incidence and strengths

give clues to the ionization-level history and sizes of these regions. Although DLA and sub-

DLA absorption is opaque over the kinematic extent of the Lyα absorption profile, metal

lines can be resolved into kinematic subcomponents with high resolution spectroscopy, thus

allowing the study of the individual kinematic subsystems that comprise the absorbers (see

Charlton and Churchill, 1998; Churchill et al., 1999; Churchill and Vogt, 2001, for example).

The stronger metal line features typically suffer from saturation in high NH I systems,

but measurements of the strength of weaker transitions, such as lines due to Zn II and Si II,

allow for the determination of neutral-gas-phase metallicity (e.g., see Pettini et al., 1990,

1999; Prochaska and Wolfe, 1999; Nestor et al., 2003). Such measurements at high redshift

find DLA systems to have typical abundances that are ≈ 1−10% solar, with a slight tendency

to larger abundances at lower redshift (Prochaska et al., 2003; Nestor et al., 2003). Cosmic

abundance evolution is intimately tied to cosmic star formation history, and is therefore an

important diagnostic in galaxy evolution.

The longest rest wavelengths amongst common strong metal line absorbers are due to

the Mg II λλ2796, 2803 doublet, which can be studied from the ground down to z = 0.11, or

a look-back time of only 1.5 Gyrs. All Mg II absorbers are associated with columns of H I,

and the largest H I columns almost always exhibit relatively strong Mg II absorption (RT00),

making Mg II a good tracer of high column density H I absorption systems.

Strong and intermediate strength Mg II absorbers typically are at least partially satu-

rated. Thus, their Mg II column densities cannot be determined. The absorption strength is,

however, correlated with the number of individual kinematic components comprising the ab-

sorber (Petitjean and Bergeron, 1990), and therefore the projected velocity dispersion along

the line of sight through the absorber (Churchill et al., 2000).
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1.5 DLA GALAXIES

Although there is much data on the incidence, metallicity, and kinematics of large H I column

density absorbers at redshifts z > 1.65, it is difficult for imaging studies to identify the

galaxies associated with the absorption. The apparent surface brightness of an extended

object decreases as (1 + z)−4, and reasonable impact parameters to the line of sight often

correspond to small angular separations from the bright background quasar at these redshifts.

Furthermore, in order to confirm an absorption galaxy candidate, a spectrum containing

emission features must be obtained to confirm zgal = zabs, which is exceedingly difficult for

high redshift galaxies using 4-m class telescopes. Thus, the physical interpretation of the high

redshift data has largely been limited to theoretical models and simulations. Motivated by

the kinematic asymmetries of the absorption profiles and the results placing the bulk of the

z = 0 high-H I cross section in spirals, early models viewed high-redshift DLAs as rotationally

supported disks that are the progenitors of present-day spirals (Prochaska and Wolfe, 1997,

1998; Wolfe and Prochaska, 2000). However, other models such as protogalactic clumps have

been demonstrated to be equally successful alternatives to the disk-picture (Haehnelt et al.,

1998). More recently, models have invoked a combination of components and processes such

as disks, tidal streams, and halo clouds (Maller et al., 2001; Steidel et al., 2002).

The situation at redshifts z < 1.65 is different. Initially, there was a dearth high H I

column density absorbers at low redshift. However, imaging studies are more practicable

for these low-redshift systems. Now, the number of confirmed low redshift DLAs found in

unbiased surveys is increasing, providing the opportunity for imaging studies to identify

the galaxy associated with the DLA absorption. Initial results have found that a mix of

morphological types contribute to the DLA galaxy population (Le Brun et al., 1997; Rao

and Turnshek, 1998; Turnshek et al., 2001; Rao et al., 2003), though the number of systems

yet studied is low.
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1.6 SUMMARY OF DISSERTATION

This dissertation is comprised of five projects designed to further the understanding of the

nature of galactic structures – specifically those selected via their gas cross section – and

their evolution in redshift.

Two of the projects involve large surveys for intervening Mg II absorption in quasar spec-

tra. The first, described in Chapter 2, uses data from the Sloan Digital Sky Survey (SDSS)

Early Data Release (EDR). The results from this project were prepared for publication con-

currently with the preparation of this dissertation, with co-authors D. Turnshek and S. Rao.

The goal of this survey was to provide a Mg II absorption data set large enough to accurately

determine the statistics of Mg II absorbers over a large range of the relevant parameters, as

well as to accurately measure any evolution in redshift of the statistics. The second project,

described in Chapter 3, uses data that I have collected at the Multiple Mirror Telescope

(MMT) on Mt. Graham, AZ. The goal of the MMT survey was to extend the SDSS EDR

results to lower redshift and higher sensitivity. Results from this survey will be published in

the near future.

As a corollary to this work, I have used early results of the SDSS survey to measure the

cosmic neutral-gas-phase metallicity and dust content of DLA absorbers at high redshift.

This project is discussed in Chapter 4, and was published in reduced form as a letter with

co-authors S. Rao, D. Turnshek and D. Vanden Berk.

Finally, Chapter 5 describes two imaging projects to study the nature of DLA galaxies.

The first of these studies was published with D. Turnshek as the primary author; the second

with S. Rao as the primary author.

Much of the text in this dissertation is identical to the text used in the published works,

especially in Chapters 2 and 5. In Chapter 6, I discuss the results of the preceding chapters,

and present conclusions and a summary of the work.
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2.0 MG II ABSORBERS IN THE SDSS EDR QUASAR SPECTRA

2.1 INTRODUCTION

Intervening quasar absorption lines provide an opportunity to study the evolution of galaxies

selected via their gas cross sections, independent of their stellar luminosities, from the earliest

era of galaxy formation up to the present epoch. The chance alignment of galactic gas with

the line of sight to a distant quasar allows the unique opportunity to study the gaseous phase

of galaxies, without the biases involved in luminosity limited studies. In particular, low-ion

metal lines and strong H I lines can be used to sample the low-ionization and neutral gas

bound in galactic systems. Surveys for intervening Mg II absorption systems are particularly

useful, since the Mg II doublet at rest wavelengths λλ2796, 2803 allows ground based surveys

to track them down to relatively low redshift (z = 0.11). Strong Mg II systems are good

tracers of large columns of neutral hydrogen gas RT00 and are useful probes of the velocity

structure of the neutral gas components of galaxies, including DLA galaxies. Furthermore,

unsaturated low-ionization metal lines associated with strong Mg II systems can be used

to deduce neutral-gas-phase metal abundances (Pettini et al., 1999; Nestor et al., 2003;

Prochaska et al., 2003).

Many surveys have studied the statistical properties of Mg II absorption systems. Lanzetta

et al. (1987) presented the first significant survey and provided the benchmark results for

the statistics of Mg II absorbers at relatively high redshift (1.25 < z < 2.15). They found

marginal evidence for evolution in the number density of absorbers, but no significant evi-

dence for evolution of the λ2796 rest equivalent width (W λ2796
0 ) distribution, which they fit

equally well with an exponential and a power law. Tytler et al. (1987) and Sargent et al.

(1988b) provided data on Mg II systems at lower redshift (0.2 . z . 1.5) and found that the
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comoving number density of absorbers (dn/dz) increases with redshift, consistent within the

errors with no evolution. Caulet (1989) compared the Lanzetta, Turnshek, & Wolfe results

to results at lower redshift, finding more moderately strong systems and fewer weak systems

at 〈z〉 = 1.6 as compared to 〈z〉 = 0.5. The study by Steidel and Sargent (1992) (hereafter

SS92), which contained 107 doublets with rest equivalent widths W λ2796
0 ≥ 0.3Å over the

redshift range 0.23 ≤ z ≤ 2.06, has served as the standard for the statistics of the distribu-

tion of Mg II λ2796 rest equivalent widths n(W λ2796
0 ), redshift number density dn/dz, and

redshift evolution for the past decade. Their conclusions included the following:

1. The W λ2796
0 distribution can be fit equally well with either an exponential or power law.

2. dn/dz for systems with W λ2796
0 ≥ 0.3Å increases with redshift in a manner consistent

with no evolution.

3. The redshift number density dn/dz for the strongest lines does show evidence for evolu-

tion, with dn/dz decreasing from the no evolution prediction with decreasing redshift.

4. The mean W λ2796
0 increases with redshift.

5. There is no evidence for correlation between the doublet ratio W λ2796
0 /W λ2803

0 and red-

shift.

Churchill et al. (1999, hereafter CRCV99) presented a study of 30 “weak” (W λ2796
0 ≤ 0.3Å)

systems, describing n(W λ2796
0 ) and dn/dz for the weak extreme of the Mg II W λ2796

0 popula-

tion. They favored a power law over an exponential for the parameterization of n(W λ2796
0 ).

The SDSS (York et al., 2000) provides an opportunity to improve the statistics of Mg II

and other low-ion absorption systems by expanding the number of measured systems by

multiple orders of magnitude. The statistics and evolution of the absorber number density,

which is the product of the space density and the absorption cross section, and the distribu-

tion of line strengths, which correlate with the number of kinematic subsystems and absorber

velocity dispersion, are important factors in understanding the physical nature of Mg II sys-

tems and their evolution. Furthermore, the strong connection to DLA and sub-DLA systems

(RT00; Rao, Turnshek & Nestor, in prep) makes the parameterization of the Mg II properties

key to the study of large H I column density systems. Finally, only large surveys provide

statistically relevant numbers of rare, ultra-strong systems for complementary imaging and
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high-resolution kinematic studies.

In this Chapter, the results from a Mg II λλ2796, 2803 survey in quasar spectra from

the SDSS EDR (Stoughton et al., 2002) are presented. These results, using only a small

fraction of the final SDSS database, is of interest because with the large number of Mg II

doublets identified (over 1,300 with W λ2796
0 ≥ 0.3Å), systematic errors already compete with

Poissonian errors in the measured statistics. In §2.2 the SDSS EDR data set, the doublet

finding algorithm, and tests for systematic biases are described. In §2.3, the results of the

analyses are presented, the absorber statistics and their parameterizations described, and

sources of systematic errors considered. Conclusions re presented in §2.4.

2.2 ANALYSIS

2.2.1 The Data

The SDSS EDR provides 3814 quasar spectra, approximately 3700 of which are of quasars

with sufficiently high redshift (0.37 ≤ zQSO ≤ 5.30, 〈zQSO〉 ' 1.53) to allow detection of

intervening Mg II λλ2796, 2803 doublets. All available spectra were analyzed, regardless of

quasar magnitude, as only a small number were too faint to detect the strongest systems

in the catalog. This data set combines a large number of sightlines with a wide spectral

coverage: from 3800 Å at a resolution of 1800, to 9200 Å at a resolution of 2100. This

corresponds to a Mg II absorption redshift coverage of 0.37 ≤ zabs ≤ 2.27. Typical signal to

noise ratios in the SDSS EDR quasar spectra are such that the survey is most sensitive to

doublets with W λ2796
0 & 0.6Å, though the catalog includes systems down to W λ2796

0 = 0.3Å.

The strongest system found has W λ2796
0 = 5.68Å. At all of these strengths, the Mg II λ2796

line is typically saturated. Thus, no column density information can be gleaned from W λ2796
0 .

However, large W λ2796
0 does track high H I columns and exhibits correlation with line of sight

velocity dispersion and metallicity (Nestor et al., 2003, also Chapter 3). Although the EDR

quasar catalog selection properties are not homogeneous, and therefore not appropriate for

statistical analyses, the quasar selection criterion should have little affect on the analysis of

intervening absorption. Effects related to the quasar selection that could impact the results
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are discussed in §2.3.4.

2.2.2 Continuum Fitting

In order to search the spectra for Mg II doublets, continua were first fitted to the data using

the following algorithm. Data below the quasar rest-frame Lyα emission were excluded to

avoid the unreliable process of searching for lines in the Lyα forest, as were data longward of

the Mg II λλ2796, 2803 emission feature. As the only interest is in detecting and measuring

the strength of absorption features, a continuum was defined to be the spectrum as it would

appear in the absence of absorption features, i.e., the true continuum plus broad emission

lines. An underlying continuum was fitted with a cubic spline, and broad emission and broad

and narrow absorption features were fitted with one or more Gaussians and subtracted. This

process was iterated several times to improve the fits of both the spline and Gaussians.

Except for a few problematic areas in a small number of spectra, this technique provided

highly satisfactory results. Note that by avoiding the Lyα forest, the difficulties that arise

in trying to define a continuum in that region are not experienced. The fluxes and errors

in flux were then normalized by the fitted continua, and these normalized spectra were used

for subsequent analyses.

2.2.3 Mg II Doublet Finding Algorithm

The continuum-normalized SDSS EDR quasar spectra were searched for Mg II λλ2796, 2803

doublet candidates. All candidates were interactively checked for false detections, satisfac-

tory continua fits, blends with absorption lines from other systems, and other special cases.

An optimal extraction method (see Schneider et al., 1993) was used to measure each W0:

(1 + z) W0 =

∑
i P (λi − λ0) (1− fi)∑

i P
2(λi − λ0)

∆λ, (2.1)

(1 + z) σW0 =

√∑
i P

2(λi − λ0) σ2
fi∑

i P
2(λi − λ0)

∆λ, (2.2)

where P (λi−λ0) represents the line profile, and fi and σfi
the normalized flux and flux error

per pixel. The sum is performed over an integer number of pixels that cover at least ±3
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characteristic Gaussian widths. Many of the lines found were unresolved. For these, it was

appropriate to use the line spread function for the optimal extraction profile, and a Gaussian

with a width corresponding to the resolution generally provided a very satisfactory fit. A

large proportion of the lines, however, were at least mildly resolved. For these systems, a

profile obtained by fitting a Gaussian whose width is only constrained to be greater than or

equal to the unresolved width was appropriate. For the large majority of the mildly resolved

lines, single Gaussians were satisfactory fits and the method for measuring W0 gave results

consistent with, and with higher significance than, other methods such as direct integration

over the line. In rare cases (≈ 4%), a single Gaussian was a poor description of the line

profile, and more complex profiles, such as a displaced double-Gaussian, were employed.

Identifying Mg II systems requires the detection of the λ2796 line and at least one ad-

ditional line, the most convenient being the λ2803 doublet partner. A 5σ significance level

requirement was imposed for all λ2796 lines. However, a 3 σ significance level requirement

was also imposed for the corresponding λ2803 line, in order to ensure identification of the

doublet. In order to avoid a selection bias in W λ2796
0 /W λ2803

0 doublet ratio (DR), which has

a maximum value of DR = 2.0, a detection limit for W λ2796
0 , called W lim

0 , was defined by

taking the larger of 5.0 times the error in W λ2796
0 or 6.0 times the error in W λ2803

0 . The errors

were computed using the unresolved profile width at the given redshift to avoid selection

bias in the Gaussian fit-width. Only systems 3,000 km s−1 blueward of zQSO and redward of

Lyα emission were accepted. Systems with separations less than 500 km s−1 were considered

single systems. This value was chosen to match the width of the broadest systems found,

and is consistent with the window used in the CRCV99 study. Mg I W λ2852
0 and Fe II W λ2600

0

were also measured for confirmed systems, when possible.

2.2.4 Monte Carlo Simulations

Monte Carlo simulations of the absorber catalog were run to test the efficiency of the de-

tection technique and to identify biases and systematic effects. For each detected system,

a simulated doublet having the same redshift, and similar W λ2796
0 , DR, and fit width, was

put into many randomly selected EDR spectra. Each spectrum containing a simulated dou-
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blet was then run through the entire non-interactive and interactive pipelines, and z and

W λ2796
0 were measured for detected systems. Thus, there are two simulated catalogs: the

input catalog containing over 9100 simulated doublets, though only ≈ 4500 of these appear

in regions of spectra with sufficient signal to noise ratio to meet the detection threshold for

the input W λ2796
0 , and the simulated output catalog, containing ≈ 4400 doublets recovered

from the simulation. Measurement error in W λ2796
0 and any subtle systematic effects can

cause systems with W λ2796
0 < W lim

0 to scatter into the output catalog as well as systems

with W λ2796
0 ≥ W lim

0 to scatter out. However, if the input distribution of W λ2796
0 does not

match the true distribution, the ratio of the ≈ 4400 recovered systems to the ≈ 4500 input

with W λ2796
0 ≥ W lim

0 is not necessarily an accurate estimate of the biases. Therefore, a trial

W λ2796
0 distribution must be specified according to which lines are chosen from the simulated

input catalog. The trial distribution must then be adjusted so that the simulated output

best represents the data.

As the form of the input distribution is necessarily motivated by the data, further dis-

cussion of the simulations and their use for estimating systematic errors is discussed in §2.3.

2.3 RESULTS

In total, 1331 Mg II doublets with W λ2796
0 ≥ 0.3Å were identified and measured. A small

number of additional possible doublets were also discovered (. 1% of the sample), but only

allowed limits on W λ2796
0 to be determined or had questionable identifications and were not

used in the analyses.

2.3.1 W λ2796
0 Distribution

Figure 2.1 shows the distribution of W λ2796
0 for the sample. Only those systems with W λ2796

0 ≥
0.3Å which were used in the analyses are shown. The distribution has a smooth tail out to

W λ2796
0 ≈ 4.6Å, with the largest value W λ2796

0 = 5.68Å.
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Figure 2.1: The distribution of rest equivalent widths, W λ2796
0 , for Mg II systems found in

the survey with W λ2796
0 ≥ 0.3.
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The total redshift path covered by the sample for each value of W λ2796
0 is given by

∆Z (W λ2796
0 ) =

∫ zmax

zmin

∆Z(W λ2796
0 , z) dz =

∑
Nspec

∫ zmax

zmin

g(W λ2796
0 , z) dz, (2.3)

where g(W λ2796
0 , z) = 1 if W lim

0 (z) ≤ W λ2796
0 and g(W λ2796

0 , z) = 0 otherwise, and the redshift

limits are defined to be 3,000 km s−1 above Lyα emission and 3,000 km s−1 below Mg II

emission, or the limits of the data. Broad absorption line regions were masked out. The

redshift path coverage is shown in Figure 2.2. Figures 2.1 and 2.2 were combined to form an

unbiased W λ2796
0 distribution, which is shown in Figure 2.3. The distribution is fit very well

by an exponential,

n(W λ2796
0 ) =

N∗

W ∗ e
−W0

W∗ , (2.4)

with the maximum likelihood value W ∗ = 0.702 ± 0.017 and corresponding N∗ = 1.187 ±
0.052. The reduced χ2 comparing the maximum likelihood fit to the binned data is close

to unity, independent of the choice of bin size. Also shown are data from CRCV99 with

W λ2796
0 < 0.3Å and SS92 with 0.3 Å ≤ W λ2796

0 ≤ 2.9Å. All three data sets have similar

average absorption redshifts: the CRCV99 data have 〈zabs〉 = 0.9, and the SDSS EDR and

SS92 data have 〈zabs〉 = 1.1. The SS92 best-fit exponential closely agrees with the EDR

results, though the EDR normalization, N∗/W ∗, is slightly (≈ 1σ) lower than the SS92

value (W ∗ = 0.66± 0.11, N∗ = 1.55± 0.20). The reason for this offset, as well as the lack of

scatter as compared to the size of the error bars in the SS92 data, is not clear. Both the EDR

survey and the CRCV99 study consider systems within 500 km s−1 as a single system, while

the SS92 study uses a 1,000 km s−1 window. This cannot be the source of the normalization

offset, however, as it would have the opposite effect, reducing the number of systems found

by SS92.

A power law fit of the form n(W λ2796
0 ) = C W−δ

0 with the SS92 values of C = 0.38 and

δ = 1.65 is shown as a long-dash line in Figure 2.3. It is a good fit to the EDR results for

0.5 Å. W λ2796
0 . 2.0Å. For large values of W λ2796

0 , however, the SS92 power law over-predicts

n(W λ2796
0 ) by almost an order of magnitude. CRCV99 also fit a power law to their binned

data combined with the SS92 binned data, but excluding the highest SS92 bin. This is shown

as a dotted line. The combined data sets suggest a transition in the n(W λ2796
0 ) distribution

occurring near ≈ 0.3 Å.
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Figure 2.2: The redshift-path covered by the survey, ∆Z (W0) =
∑Nspec

i

∫ zmax

zmin
g(W0, z) dz,

as a function of W λ2796
0 .
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Figure 2.3: Histogram of the W λ2796
0 distribution from the EDR survey. The solid line

is a maximum likelihood fit of the form n(W0) = N∗
W ∗ e

− W
W∗ with W ∗ = 0.702 ± 0.017 and

N∗ = 1.134±0.069. The open triangles are from SS92. The dashed line is their best fit power

law. The × symbols represent data from CRCV99. The dotted line is their power law fit to

their binned data plus the SS92 data, excluding the highest-W0 SS92 bin. The inset shows

the W λ2796
0 < 1.0Å region in more detail. The power laws greatly over-predict the incidence

of strong (W λ2796
0 > 2Å) systems, while the exponential under-predicts the incidence of

W0 < 0.3Å systems. This suggests a transition in the n(W0) distribution around W0 ∼ 0.3Å,

possibly indicative of two distinct populations.
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The simulated catalogs (§2.2.4) were used to test for biases in the W λ2796
0 distribution.

Lines were chosen randomly from the input catalog according to a distribution of the form

n(W λ2796
0 ) ∝ e

− W0
W∗

in , with an initial guess for W ∗
in, until the number of lines recovered was

equal to that of the actual catalog, which determines N∗
in. Lines with input W λ2796

0 < 0.3Å

were used, though only lines with recovered W λ2796
0 ≥ 0.3Å were retained. A maximum-

likelihood value was determined for W ∗
out using the recovered W λ2796

0 values. The guess for

W ∗
in was then corrected to minimize |W ∗

out −W ∗
data|. The process was repeated several times

with different seeds of the random number generator to determine variance.

Except for the weakest systems in the catalog, which were under-predicted, this simu-

lation was able to match the actual data well. The under-prediction could be a weakness

of the simulation, as there are few systems with W λ2796
0 < 0.3Å with which to model the

low W λ2796
0 end of the distribution. Alternatively, the actual distribution could diverge from

the simulated exponential for W λ2796
0 < 0.3Å, as suggested by the CRCV99 data. Thus,

though the entire range W λ2796
0 ≥ 0.3Å was simulated, the calculation of W ∗

out was limited

to W λ2796
0 ≥ 0.5Å. Motivated by the CRCV99 results, a second exponential was then added

to the input distribution while holding fixed the primary distribution. The values of W ∗

and N∗ for this second exponential were adjusted to minimize a χ2 statistic calculated by

comparing the binned simulated output to the binned data. Thus, the input distribution

was modeled with separate “weak” and “strong” components:

n(W λ2796
0 ) =

N∗
wk

W ∗
wk

e−W0/W ∗
wk +

N∗
str

W ∗
str

e−W0/W ∗
str . (2.5)

The resulting best fit values are N∗
wk = 1.71 ± 0.02 and W ∗

wk = 0.072 ± 0.001, and N∗
str =

0.932± 0.011 and W ∗
str = 0.771± 0.014, where the errors are the square root of the variances

from different choices of random number generator seed. These results are shown in Figure

2.4. The “weak” values were very stable under changes in the seed, producing small variances.

Since the “weak” component was constrained by only a small region of W λ2796
0 -space in the

data, the actual uncertainties in the parameters are much larger than the variances.

Although most all of the systems in the sample are at least partially saturated, the

distribution of DR values (see section §2.3.5) indicates that the typical degree of saturation

increases from a mixture of saturation levels at W λ2796
0 . 1Å to virtually all systems being
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Figure 2.4: Monte Carlo results. The histograms represent the data. The points are from

CRCV99. The left panel shows the input exponential distributions. The shallower exponen-

tial (W ∗ = 0.771 and N∗ = 0.932) was chosen such that the simulated output distribution

had W ∗
out = W ∗

data for W0 ≥ 0.5Å. The steeper exponential (W ∗ = 0.072 and N∗ = 1.71) was

then chosen to minimize the χ2 computed by comparing the total simulated binned data to

the real binned data. The right panel shows the simulated output (solid line) over-plotted

on the data. The dotted lines represent the square root of the variance.
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highly saturated at W λ2796
0 & 2Å. Thus, there exists the possibility that if the column density

distribution (which is not measurable with the SDSS data) is described by a power law over

the range of line strengths in the sample, curve-of-growth effects could conceivably cause

the corresponding n(W λ2796
0 ) to deviate from a power law at W λ2796

0 & 2Å, consistent with

the SDSS results. Nonetheless, the directly measurable n(W λ2796
0 ) is parameterized very well

by a single exponential for systems with 0.3Å ≤ W λ2796
0 . 5Å, and by two exponentials for

W λ2796
0 ≥ 0.02Å.

2.3.1.1 Redshift Evolution of W ∗ In order to investigate evolution in W ∗, the sample

was split into three redshift bins, 0.366 ≤ z < 0.871, 0.871 ≤ z < 1.311, and 1.311 ≤
z < 2.269, chosen such that there are an equal number of systems in each bin. The three

n(W λ2796
0 ) distributions are shown in Figure 2.5. Figure 2.6 shows the resulting W ∗ for each

redshift bin (circles) and the Monte Carlo input values (squares). The curve in Figure 2.6 is

the power law fit described in §2.3.3.

2.3.2 Distribution of Absorption Redshifts

Figure 2.7 shows the absorption redshift distribution for the sample. Absorption redshifts

span the range 0.367 ≤ z ≤ 2.269. The total number of sightlines with sufficient signal to

noise ratio to detect lines with W λ2796
0 ≥ Wmin

0 for several values of Wmin
0 is shown in Figure

2.8 as a function of redshift. The conspicuous features at z > 1.5 are due to poor night

sky subtractions in many of the spectra. The feature near z = 1.1 is due to the dichroic

(Stoughton et al., 2002).

The incidence and variance of lines in an interval of W λ2796
0 over a specified redshift range

are given by
dn

dz
=

∑
i

1

∆Z (W i
0)

, σ2
dn
dz

=
∑

i

(
1

∆Z (W i
0)

)2

, (2.6)

where the sum is over systems with W i
0 in the given interval and ∆Z (W i

0) represents the

path contained in the specified redshift range. Traditionally, dn/dz has been plotted versus

redshift for lines stronger than a specified Wmin
0 . In Figure 2.9, dn/dz is shown as a function

of redshift for W λ2796
0 ≥ 0.3, 0.6, 1.0, 1.5, 2.0, 2.5, 3.0 and 3.5 Å. Also shown in Figure 2.9
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Figure 2.5: The redshift evolution of n(W0). The solid lines are maximum likelihood fits

of the form n(W0) = N∗
W ∗ e

− W
W∗ . Left: 0.366 ≤ z < 0.871, with maximum likelihood value

W ∗ = 0.585±0.024 and corresponding N∗ = 1.134±0.124. Center: 0.871 ≤ z < 1.311, with

maximum likelihood value W ∗ = 0.741±0.032 and corresponding N∗ = 1.160±0.121. Right:

1.311 ≤ z < 2.269, with maximum likelihood value W ∗ = 0.804 ± 0.034 and corresponding

N∗ = 1.243± 0.126. Note the steepening of the slope with lower redshifts.
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Figure 2.6: The redshift evolution of W ∗. The horizontal bars represent the bin sizes. The

open circles are from the data, while the squares represent the Monte Carlo input values (see

text, §3.1). The points are offset slightly in zabs for clarity. The solid line is the prediction

for W ∗ for a fit of the form W ∗(z) = W ∗ (1 + z)α described in §2.3.3.
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Figure 2.7: The distribution of absorption redshifts for Mg II systems with W λ2796
0 ≥ 0.3

found in the survey.
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Figure 2.8: The total number of sightlines with sufficient signal to noise ratio to detect lines

with W λ2796
0 ≥ Wmin

0 as a function of redshift, for Wmin
0 = 2.0Å, 1.0Å, 0.6Å, and 0.3Å. The

conspicuous features at z > 1.5 are due to poor night sky line subtractions in many of the

spectra. The feature near z = 1.1 is due to the dichroic.
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Figure 2.9: Number density evolution of Mg II absorbers for W λ2796
0 ≥ Wmin

0 samples.

The dashed lines are the no-evolution curves for a “WMAP” cosmology, (ΩM , ΩΛ, h0) =

(0.3, 0.7, 0.7). The curves are normalized to minimize the χ2 to the binned data. The

Wmin
0 = 0.3 Å, 0.6 Å, 1.0 Å, and 1.5 Å samples have χ2 values that are consistent with no

evolution. The Wmin
0 = 2.0 Å, 2.5 Å, and 3.0 Å samples are inconsistent with the no evolution

curves at & 3σ, while the Wmin
0 = 3.5 Å sample is inconsistent at ' 2σ. The dotted boxes

represent the results of the Monte Carlo simulation. The widths correspond to the bin sizes

and the heights to the ±1σ values. The Wmin
0 = 3.0 Å and 3.5 Å samples were not large

enough to permit meaningful Monte Carlo simulations.
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are the no-evolution curves (NECs) for a cosmology with WMAP results, (ΩM , ΩΛ, h) =

(0.3, 0.7, 0.7)1, scaled to minimize the χ2 to the binned data. The Wmin
0 = 0.3 Å, 0.6 Å,

1.0 Å, and 1.5 Å samples have χ2 values that are consistent with no evolution. The Wmin
0 =

2.0 Å, 2.5 Å, and 3.0 Å samples are inconsistent with the NECs at & 3σ, while the Wmin
0 =

3.5 Å sample is inconsistent at ≈ 2σ. The dotted-boxes in Figure 2.9 show the results of the

Monte Carlo simulation described in §2.2.4.

The large size of the data set allows investigation of dn/dz not only for distributions cu-

mulative in W λ2796
0 , but also for ranges of W λ2796

0 . This is potentially important, as evolution

in the largest W λ2796
0 values is not necessarily negligible in cumulative dn/dz distributions.

Thus, the above analysis was repeated for the following ranges: 0.3 ≤ W0 < 0.6 Å, 0.6

≤ W0 < 1.0 Å, 1.0 ≤ W0 < 1.5 Å, 1.5 ≤ W0 < 2.0 Å, 2.0 ≤ W0 < 2.5 Å, 2.5 ≤ W0 < 3.0 Å,

3.0 ≤ W0 < 3.5 Å, and W0 ≥ 3.5 Å. The results are shown in Figure 2.10. The 0.6-1.0 Å,

1.0-1.5 Å, 1.5-2.0 Å, 2.0-2.5 Å and 2.5-3.0 Å samples have χ2 values that are consistent with

no evolution. The NEC for the 0.3-0.6 Å sample is ruled out at ≈ 2.5σ and for the 3.0-3.5 Å

sample at ≈ 2.0σ.

Since the NEC normalization is a free parameter, plots cumulative in redshift comparing

dn/dz from the data to the NEC are more instructive. These plots, shown in Figures 2.11 and

2.12, highlight the skew of the dn/dz curves from the NEC prediction that is not necessarily

manifested in the χ2 analysis. The NECs over-predict dn/dz at low redshift for small

Wmin
0 and under-predict dn/dz at low redshift for large Wmin

0 . The transition occurs for

the cumulative W λ2796
0 plots between Wmin

0 = 0.6 and 1.0 Å and the effect is stronger for

increasingly larger values of Wmin
0 . The plots using ranges of W λ2796

0 show that the transition

from over- to under- predicting dn/dz at lower redshift occurs around 1 Å, and significant

detection of evolution is seen in systems with W λ2796
0 & 2.0 Å. The evolution signal is strong

(≈ 4σ) for lines with W λ2796
0 ≥ 3.5 Å. Although these plots do give a clearer indication of the

deviation from the NECs, it is difficult to ascribe a K-S probability to the curves in Figures

2.11 and 2.12 because systems contribute to dn/dz in a non-uniform manner, i.e., inversely

proportional to ∆Z (W i
0, z).

The dn/dz point in the lowest redshift bin for the W λ2796
0 ≥ 0.3Å sample in Figure 2.9,

1See Appendix A (Figure A.1) for comparison of NECs with alternative cosmologies.
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Figure 2.10: Number density evolution of Mg II absorbers for ranges of W λ2796
0 . The dashed

lines are the no-evolution curves for a “WMAP” cosmology, (ΩM , ΩΛ, h0) = (0.3, 0.7, 0.7).

The curves are normalized to minimize the χ2 to the binned data. The 0.6-1.0 Å, 1.0-

1.5 Å, 1.5-2.0 Å, 2.0-2.5 Å and 2.5-3.0 Å samples have χ2 values that are consistent with no

evolution. The no-evolution curve for the 0.3-0.6 Å sample is ruled out at ' 2.5σ and for

the 3.0-3.5 Å and ≥ 3.5 Å samples at ' 2.0σ. The dotted boxes represent the results of

the Monte Carlo simulation. The widths correspond to the bin sizes and the heights to the

±1σ values. The 3.0-3.5 Å and greater than 3.5 Å samples were not large enough to permit

meaningful Monte Carlo simulations.
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Figure 2.11: The cumulative distribution of dn/dz (solid lines) for the W λ2796
0 ≥ Wmin

0

samples, compared with the cumulative no-evolution curves (dashed lines) for a “WMAP”

cosmology (ΩM , ΩΛ, h0) = (0.3, 0.7, 0.7). The dotted curves represent the 1σ levels. The

no evolution curves under-predict dn/dz at low redshift for the Wmin
0 = 0.3 Å sample, and

over-predict dn/dz at low redshift for the larger Wmin
0 samples. The data are inconsistent

with the NECs at more than 3σ for all but the Wmin
0 = 0.6 Å sample.
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Figure 2.12: The cumulative distribution of dn/dz (solid lines) for the W λ2796
0 ranges, com-

pared with the cumulative no-evolution curves (dashed lines) for a “WMAP” cosmology

(ΩM , ΩΛ, h0) = (0.3, 0.7, 0.7). The dotted curves represent the 1σ levels. The no evolution

curve under-predicts dn/dz at low redshift for the W λ2796
0 = 0.3-0.6 Å and W λ2796

0 = 0.6-1.0 Å

samples, and over-predicts dn/dz at low redshift for the larger W λ2796
0 ranges. However, the

data rule out the NECs at ≥ 3σ only for W λ2796
0 ≥ 2.0 Å.
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and for the 0.3 ≤ W0 < 0.6 Å sample in Figure 2.10, lie well above the NEC. The increase is

greater in magnitude but smaller in significance (≈ 2σ versus ≈ 3σ) for the non-cumulative

sample. The Monte Carlo results lessen the significance in the cumulative sample, but not in

the non-cumulative sample. Thus, the weakest lines in the study show evolution in the sense

that their incidence increases with decreasing redshift. However, this may be an artifact

of the sharp cutoff in the sample at 0.3Å. A sample with W λ2796
0 ≥ 0.4Å is consistent with

the NEC, and dn/dz for 0.4 ≤ W0 < 0.6 Å is within 1σ of the NEC at all redshifts. The

possibility that the increase is real cannot be excluded, however.

Values for dn/dz for the entire redshift range are shown in Table 2.1. The W0 ≥ 0.6 and

1.0 results are consistent with SS92. However, this survey found a smaller value of dn/dz for

W0 ≥ 0.3Å (though this difference is confined to z & 1.3.)

2.3.3 Joint W λ2796
0 -Redshift Distribution

Conventionally, the W0-redshift distribution of absorption lines, d2n/dz dW0, has been pa-

rameterized by a combination of a power law in redshift and exponential in W0 (Sargent

et al., 1980; Lanzetta et al., 1987; Weymann et al., 1998, etc):

n(W0) =
N∗

W ∗ e
−W0

W∗ , N(z) = N0 (1 + z)γ. (2.7)

This parameterization is convenient for the determination of best-fit values for the parameters

because of the separate W0 and z dependences. However, this work has shown that W ∗

depends on redshift. Also, the data reveal that a single power law is not a good fit to dn/dz

for any given range of W λ2796
0 . Furthermore, dn/dz for different ranges of W λ2796

0 varies

differently with redshift. The exponential form, however, has been shown to be a very good

parameterization of the data at all redshifts for the range of W λ2796
0 covered by the sample.

Therefore, the general form n(W0) = N∗
W ∗ e−

W0
W∗ is retained, but both N∗ and W ∗ are allowed

to vary with redshift as a power law in (1 + z).

Thus,
d2n

dz dW0

=
N∗(z)

W ∗(z)
e−

W0
W∗(z) =

N ∗

W∗ (1 + z)α−β e−
W0
W∗ (1+z)−β

, (2.8)
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Table 2.1: dn/dz Comparison

W λ2796
0 SDSS SS92

Range (Å) 〈zabs〉 dn/dz 〈zabs〉 dn/dz

≥ 0.3 1.11 0.783 ± 0.033 1.12 0.97 ± 0.10

≥ 0.6 1.12 0.489 ± 0.015 1.17 0.52 ± 0.07

≥1.0 1.14 0.278 ± 0.010 1.31 0.27 ± 0.05

≥ 1.5 1.18 0.137 ± 0.006

≥ 2.0 1.22 0.070 ± 0.005

≥ 2.5 1.28 0.035 ± 0.003

0.3− 0.8 1.06 0.428 ± 0.031

0.8− 1.3 1.07 0.174 ± 0.009

1.3− 1.8 1.13 0.087 ± 0.005

1.8− 2.3 1.13 0.048 ± 0.004

2.3− 2.8 1.24 0.022 ± 0.003

≥ 2.8 1.28 0.024 ± 0.003
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such that N∗(z) = N ∗ (1 + z)α and W ∗(z) = W∗ (1 + z)β. The likelihood of the data set is

then

L =
∏

i

(1 + zi)
α−β e−

Wi
0

W∗ (1+zi)
−β

∫ ∫
(1 + z)α−β e−

W0
W∗ (1+z)−β

∆Z(W0, z) dz dW0

. (2.9)

The parameters that maximize the likelihood are α = 0.226 ± 0.170, β = 0.634 ± 0.097,

and W∗ = 0.443± 0.032, which were determined with the aid of the MINUIT2 minimization

software. The resulting normalization is N ∗ = 1.001± 0.132. Thus, N∗ = 1.001± 0.132 (1 +

z)0.226±0.170 and W ∗ = 0.443 ± 0.032 (1 + z)0.634±0.097. The maximum likelihood values are

highly correlated, and the errors include the effects of the correlations.

The full covariance matrix is




σ2
αα σ2

αβ σ2
αW ∗

σ2
βα σ2

ββ σ2
βW ∗

σ2
W ∗α σ2

W ∗β σ2
W ∗W ∗


 =




0.0291 −0.00990 0.00322

−0.00990 0.00931 −0.00292

0.00322 −0.00292 0.00104


 , (2.10)

which should be used when calculating the uncertainty in d2n/dz dW0. N∗ was determined

from the fit so that
∫ ∫

d2n
dz dW0

g(W0, z) dz dW0 equaled the total number of lines in the survey.

The full covariance array was used to calculate σN∗ . No contribution from the uncertainty in

the number of lines was used, as it was estimated with a jackknife method to be small (. 3%).

Since the uncertainty in N∗ is derived from the uncertainty in the other parameters, it should

not be considered when using equation 2.8. For example, for dn/dz = N∗ (1+z)α e−
W0
W∗ (1+z)−β

the uncertainty is given by

σ2
dn/dz = σ2

αα

(
∂ dn

dz

∂α

)2

+ σ2
ββ

(
∂ dn

dz

∂β

)2

+ σ2
W∗W∗

(
∂ dn

dz

∂W∗

)2

+ (2.11)

2σ2
αβ

(
∂ dn

dz

∂α

)(
∂ dn

dz

∂β

)
+ 2σ2

αW∗

(
∂ dn

dz

∂α

)(
∂ dn

dz

∂W∗

)
+ 2σ2

βW∗

(
∂ dn

dz

∂β

)(
∂ dn

dz

∂W∗

)
,

where
∂ dn

dz

∂α
= dn

dz
ln(1 + z),

∂ dn
dz

∂β
= dn

dz
W
W∗ (1 + z)−β ln(1 + z), and

∂ dn
dz

∂W∗ = dn
dz

W0

W∗ 2 (1 + z)−β. All

uncertainties are statistical errors only. Possible systematics are discussed in §2.3.4.

The analyses of §2.3.2 were repeated, comparing the dn/dz curves to those determined

using the redshift parameterization of N∗ and W ∗. The results, shown in Figures 2.13 and

2.14, indicate that the parameterization is indeed a good description of all of the data. The
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Figure 2.13: dn/dz curves calculated from the parameterization of §2.3.3. The dn/dz data

are consistent with the fit for all ranges shown. Left: The cumulative samples. Right: The

non-cumulative samples.
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Figure 2.14: The cumulative distribution of dn/dz plotted against the cumulative dn/dz

curves calculated from the parameterization of §2.3.3. The dn/dz data are consistent with

the fit for all ranges shown.
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evolution is well described by a steepening of the W λ2796
0 distribution with a normalization

that changes such as to keep dn/dz constant for the smaller W λ2796
0 values. Extrapolating

the parameterization to lower redshift predicts dn/dz = 0.28 ± 0.03 for W λ2796
0 ≥ 0.6Å and

〈z〉 = 0.06, and dn/dz = 0.11 ± 0.02 for W λ2796
0 ≥ 1.0Å and 〈z〉 = 0.04, in comparison

to the Churchill (2001) values of dn/dz = 0.22+0.12
−0.09 and dn/dz = 0.16+0.09

−0.05, respectively.

However, the parameterization is likely inappropriate for describing W λ2796
0 < 0.3Å lines,

since not including the apparently two-component nature of the W λ2796
0 distribution leads to

underestimates of the number density of weak lines (Figure 2.3).

Table 2.2 summarizes the various parameterizations of the data.

2.3.4 Systematic Errors

The Monte Carlo simulations did not uncover any significant systematic errors. All of the

Monte Carlo dn/dz values are consistent with those from the data. However, since the data

were used to model the simulated lines, if there are lines with characteristics that make them

underrepresented in the data, they would also be underrepresented in the simulated cata-

logs. Simulations were run to address this issue as the line-finding algorithm was developed.

Although it is possible that certain types of lines are missed, such as weak kinematic outliers

or lines with abnormally broad or exotic profiles, for example, these effects are likely to be

small.

A potentially more serious source of systematic error may arise in the regions of poorly

subtracted night sky lines seen in some of the spectra. The error arrays are not always accu-

rate in these regions, and doublets falling between sky lines can be confused with residuals

from the poor subtraction. As the errors are larger (though not necessarily accurate) in the

night sky regions, the values of W lim
0 are large as well. Thus, only the strongest lines would

be affected. In principle, the simulations should account for these effects. However, since

non-Gaussian profiles are preferentially found among the stronger lines, their simulation is

somewhat less reliable. Also, their numbers are much smaller, providing fewer lines to serve

as models in the simulation, and less overall significance. The largest W λ2796
0 ranges were,

2 c© CERN, Geneva 1994-1998
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Table 2.2: Summary of Data Parameterizations

N∗ W ∗

Data

Full Sample: 1.134± 0.069 0.702± 0.017

0.366 ≤ z ≤ 0.871: 1.134± 0.124 0.585± 0.024

0.871 ≤ z ≤ 1.311: 1.160± 0.121 0.741± 0.032

1.311 ≤ z ≤ 2.269: 1.243± 0.126 0.804± 0.034

Monte Carlo Simulations

“weak”-phase: 1.71± 0.02 0.072± 0.001

“strong”-phase: 0.932± 0.011 0.771± 0.014

Redshift Dependence

1.001± 0.132 (1 + z)0.226±0.170 0.443± 0.032 (1 + z)0.634±0.097
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in fact, too sparse for meaningful simulations. Errors of this type would be manifest in the

largest W λ2796
0 ranges and for redshifts z ∼ 1.6− 2.0.

Finally, in quasar absorption-line studies it is of interest to asses if biases due to the

presence of the absorber affecting the magnitude and color of the background quasar are

present. The most often discussed effect is that of a dimming and reddening of the back-

ground quasar due to dust in the absorber. However, the presence of an absorbing galaxy

could also have a lensing effect, causing the quasar to appear brighter. These competing

effects are investigated, using the absorbers and simulations from this work, in Ménard,

Nestor, & Turnshek (in preparation). They find that for W λ2796
0 . 0.8, both effects are

small. For 0.8 . W λ2796
0 . 3.0, the lensing magnification dominates, with the magnitude

shift δm ≈ 0.1−0.2. For W λ2796
0 & 1.2, the reddening becomes significant, and the extinction

effectively cancels the magnification bias for W λ2796
0 & 3.0. As the SDSS EDR quasar catalog

selection properties were not necessarily homogeneous, it is difficult to quantify the effect

these results may have on the data. For lines with 0.8 . W λ2796
0 . 1.2, there may be a slight

positive bias in their contribution to the W0 distribution. For lines with 1.2 . W λ2796
0 . 3.0,

it is unclear what the effect would be, as the quasars appear brighter, but redder. For the

strongest lines, with W λ2796
0 & 3.0, it is probable that there is a slight negative bias in their

contribution to n(W λ2796
0 ). If these effects are non-negligible, they could affect the measured

W λ2796
0 distribution. The biases are likely to be small, however, since it would be peculiar if

they conspired to drive n(W λ2796
0 ) to more closely resemble an exponential, and there is no

noticeable deviation from an exponential, consistent with the expected biases, seen in Figure

2.3. Since dust increases with decreasing redshift (consistent with the findings of Nestor et al.

(2003) and Chapter 3), it is worth considering if the evolution in dn/dz seen for the strongest

systems is an effect of increasing dust. However, Ménard et al. find no such increase in bias

with decreasing redshift. Also, Ellison et al. (2004) compare Mg II dn/dz determined from

radio-selected CORALS survey spectra to values obtained with optical surveys (including

this work), and find good agreement. Therefore, the steepening of the W λ2796
0 distribution

due to a disappearance of the largest W λ2796
0 lines at low redshift and the evolution in dn/dz

for strong lines appear to be real.

While more recent SDSS quasar spectra offer the opportunity to increase the Mg II
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absorber sample by another order of magnitude, systematic errors in line identification and

measurement will begin to dominate in the determination of absorber property statistics.

2.3.5 Mg II Doublet Ratio

Mg II doublet ratios span DR = 2.0 for completely unsaturated systems to DR = 1.0 for

completely saturated systems. Figure 2.15 shows the DR distribution for the sample. The

doublets are, for the most part, saturated. Ninety percent of doublets with a measured DR

are within 3σ of DR = 2.0, and 92% have DR − 1.0 > σDR. Figure 2.16 shows DR as a

function of redshift. There is no detectable evolution in the DR distribution. In fact, the

DR distribution is remarkably consistent over the three redshift ranges of Figures 2.5 and

2.6.

2.3.6 Mg II Velocity Dispersions

For absorption lines that are at least partially saturated, such as those that dominate the

sample studied here, W0 is primarily a measure of the number of kinematic subcompo-

nents (clouds) along the line of sight (Petitjean and Bergeron, 1990) and, to a lesser extent,

projected velocity dispersion, σvel,p (Churchill et al., 2000). Information about σvel,p of in-

dividual systems can be directly extracted by deconvolving the fitted profile and the line

spread function. However, as most doublets are at most only mildly resolved, this approach

is not sensitive for all but the most resolved systems. Nonetheless, the evolution of the σvel,p

distribution over the three redshift bins of Figures 2.5 and 2.6 was investigated. In all three

redshift ranges, ' 80% of the systems have measured values of σvel,p < 90 km s−1. Compar-

ing just systems with σvel,p > 90 km s−1, it was found that σvel,p tends to be smaller in the

lowest redshift bin (see Figure 2.17). However, the middle- and lower-redshift bin velocity

distributions only differ at the 1σ level.

2.3.7 Fe II λ2600 and Mg I λ2852

Figure 2.18 shows the distribution of Fe II W λ2600
0 for the sample. The error-weighted mean
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Figure 2.15: Left: the distribution of W λ2796
0 /W λ2803

0 doublet ratio for Mg II systems with

W λ2796
0 ≥ 0.3Å. The dashed lines mark the limits of 1.0 for completely saturated systems

and 2.0 for completely unsaturated systems. Values above and below these limits are due to

noise. The sample is dominated by saturated systems. Right: W λ2803
0 versus W λ2796

0 .

45



Figure 2.16: W λ2796
0 /W λ2803

0 doublet ratio as a function of redshift for Mg II systems with

W λ2796
0 ≥ 0.3. There is no detected redshift evolution in the doublet ratio.
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Figure 2.17: Cumulative distribution of approximate velocity dispersions for σvel,p > 90 km

s−1. The lower and middle redshift bins differ in K-S probability at the ≈ 1σ level.
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Figure 2.18: Mg II – Fe II ratio. Left: The distribution of Mg II λ2796 – Fe II λ2600 line

ratios. The largest bin also contains all systems with ratios greater than 8.0, which includes

non-detections of Fe II λ2600. The mean is
〈
W λ2796

0 /W λ2600
0

〉
= 1.42 and ratios above ≈ 4 are

dominated by values with significance less than 3σ. Right: W λ2600
0 versus W λ2796

0 . Negative

W λ2600
0 values are non-detections with scatter below zero.
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is
〈
W λ2796

0 /W λ2600
0

〉
= 1.42 and the distribution has a smooth tail extending out to large

values, though ratios above ≈ 4 are dominated by values with significance less than 3σ.

Figure 2.19 shows the distribution of Mg I W λ2852
0 for the sample. The error-weighted mean

is
〈
W λ2796

0 /W λ2852
0

〉
= 4.14 and the distribution has a smooth tail extending out to large

values, though ratios above ≈ 8 are dominated by values with significance less than 3σ.

2.4 CONCLUSIONS

Over 1,300 Mg II absorption systems have been identified with W λ2796
0 ≥ 0.3Å over the

redshift range 0.367 ≤ z ≤ 2.269 in the SDSS EDR quasar spectra. The size of the sample

is such that statistical errors are comparable to systematic effects and biases. Simulations

were used to improve the line-finding algorithm until the systematics could no longer be

isolated from the noise at a level where the parameterizations could be further improved.

Using the combined redshift and W λ2796
0 data, a new redshift parameterization was offered

for the distribution of systems. In conclusion, it has been shown that:

1. The rest equivalent width distribution for intervening Mg II λ2796 absorption lines de-

tected in the SDSS EDR quasar spectra with W λ2796
0 ≥ 0.3Å is very well described by

an exponential, with N∗ = 1.187 ± 0.052 and W ∗ = 0.702 ± 0.017. Power law pa-

rameterizations drastically over-predict the number of strong lines, and the exponential

under-predicts previously reported values for the number density of weaker lines.

2. The rest equivalent width distribution steepens with decreasing redshift, with W ∗ de-

creasing from 0.80± 0.04 at z = 1.6 to 0.59± 0.02 at z = 0.7.

3. When compared with the number density of W λ2796
0 < 0.3Å lines from other studies, the

results show that neither an exponential nor a power law accurately represents the full

range of W λ2796
0 . Simulations of the catalog support this finding. A combination of two

exponential distributions is proposed, where the weak lines are described by the param-

eters N∗
wk ≈ 1.7 and W ∗

wk ≈ 0.1 and the moderate and strong lines by the parameters

N∗
str ≈ 0.9 and W ∗

str ≈ 0.8.

4. For lines with W λ2796
0 . 2Å, there is no significant evolution detected in dn/dz.
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Figure 2.19: Mg II – Mg I ratio. Left: The distribution of Mg II λ2796 – Mg I λ2852 line

ratios. The largest bin also contains all systems with ratios greater than 25, which includes

non-detections of Mg I λ2852. The mean is
〈
W λ2796

0 /W λ2852
0

〉
= 4.14 and ratios above ≈ 8 are

dominated by values with significance less than 3σ. Right: W λ2852
0 versus Wλ2796

0 . Negative

W λ2852
0 values are non-detections with scatter below zero.
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5. For lines with W λ2796
0 & 2Å, evolution is detected in dn/dz, with a decrease from the

no-evolution prediction of ≈ 45% from z = 1.8 to 0.6. The evolution is stronger for

stronger lines and redshifts z . 1.

6. The number density of Mg II absorption lines with W λ2796
0 ≥ 0.3Å is well parameterized

by d2n
dz dW0

= N∗(z)
W ∗(z)

e−
W0

W∗(z) , with N∗(z) = 1.001 ± 0.132 (1 + z)0.226±0.170 and W ∗(z) =

0.443± 0.032 (1 + z)0.634±0.097.

Further discussion of the physical nature and the evolution of the statistical properties of

Mg II absorbers will be presented in Chapter 6.
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3.0 MMT SURVEY FOR LOW-Z MG II ABSORPTION SYSTEMS

3.1 INTRODUCTION

With the aim of extending the measurement of Mg II absorber statistics to lower redshift, a

spectroscopic quasar absorption line survey was conducted using the Multiple Mirror Tele-

scope (MMT) on Mount Hopkins, AZ. Instrumentation at the MMT allows for optical spec-

troscopy down to λ ≈ 3200Å, corresponding to an Mg II absorption redshift of z = 0.14.

Figure 3.1 demonstrates the dependence of look-back time on redshift. The lines indicate

the range of redshift/look-back time covered by the SDSS EDR Mg II absorber survey de-

scribed in Chapter 2. That catalog is an order of magnitude larger than all previous studies,

and covers a broad redshift range that corresponds to roughly half the age of the Universe.

However, as Figure 3.1 shows, dt/dz is larger for smaller redshift. Thus, a given δz at low

redshift covers more look-back time than an equal δz at higher redshift. Furthermore the

low-redshift regime is of particular interest, as the evolution of Mg II systems increases with

decreasing redshift, and low-z absorbers can be compared more directly with the local uni-

verse. As blind 21cm emission studies are limited to z . 0.1, extending the study of large

H I column systems studied via quasar absorption lines to the lowest redshifts possible is

necessary for a continuous understanding of the evolution over this important cosmic time

interval.

An additional benefit of the MMT survey is that many of the spectra obtained have

signal to noise ratios much greater than those typical of the SDSS EDR, enabling the study

of W λ2796
0 < 0.3Å systems, as well as stronger systems, in the same survey. As the transition

seen in n(W λ2796
0 ) occurs precisely at the boundary of two different studies, it is a concern

that it may arise due to unknown systematic differences in the studies. This concern, which
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Figure 3.1: Age–redshift relation of the Universe. The lines indicate the range of

redshift/look-back time covered by the SDSS EDR Mg II absorber survey described in Chap-

ter 2.
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is an important aspect of the understanding of the physical picture of the absorbing clouds,

can be addressed with the MMT survey.

3.2 OBSERVATIONS AND DATA REDUCTION

The observations took place over a 42 month period from January of 2001 to May of 2004

at the 6.5m MMT on the summit of Mount Hopkins, AZ. Useful data were collected on

17 nights spread over seven observing runs. The MMT spectrograph was operated using

the blue-channel optical layout with the 800 grooves/mm grating, which corresponds to

0.75Å/pixel and a resolution of approximately 2.2Å. Except for a fraction of the first night

of observations, the chip was binned 4:1 perpendicular to the dispersion direction. This

greatly reduced the CCD read-out time while still preserving a measurable trace profile. Ex-

posure times varied with the quasar magnitude and varying observing conditions, but were

typically ten to fifteen minutes per object. Approximately 900 spectra of almost 400 quasars

were collected. Quartz lamp exposures were used to correct for pixel to pixel sensitivity vari-

ances, and comparison lamp exposures (usually He-Ne-Ar) were used to wavelength calibrate

the spectra. As the only interest was in measuring absorption features and the observing

conditions were generally non-ideal, spectrophotometric standards were not observed.

The data were reduced in the usual manner using the NOAO Image Reduction and Anal-

ysis Facility. Investigation of zero-second exposures did not reveal any systematic structure

in the electronic bias and thus only simple fitting of the overscan was preferable for bias

subtraction. The quartz spectra were fitted with a high-order spline in the dispersion di-

rection to normalize the flat field by which all object and arc lamp frames were divided. A

one-dimensional spectrum was extracted from the arc lamps, emission lines were identified

manually with the aid of the maps found on the MMT web site, and a spline was fitted to the

dispersion solution. This initial solution was performed for each lamp on a given night. The

object spectra were traced and extracted with variance weighting, and identical traces of the

appropriate arc lamp exposures performed. The initial dispersion solution was then used as

a reference for auto-identification of lines in the newly traced arc spectra, and an individual

dispersion solution computed for each extracted object spectrum. Multiple exposures of a
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Figure 3.2: Analysis of W λ2796
0 . Left: The distribution of rest equivalent widths, W λ2796

0 ,

for Mg II systems found in the survey. Right: The redshift-path covered by the survey,

∆Z (W λ2796
0 ) =

∑Nspec

i

∫ zmax

zmin
g(W λ2796

0 , z) dz, as a function of W λ2796
0 .

given quasar were co-added, with the error spectra being added in quadrature. The resulting

data set comprised a total of 381 quasars sightlines.

Continua were fitted to the reduced quasar spectra and Mg II doublet candidates found,

inspected, and measured in a manner similar to that described in Chapter 2. The same soft-

ware was used, though with slight modifications for differences in resolution and wavelength

coverage between the SDSS and MMT data.

3.3 RESULTS

A total of 141 Mg II doublets were found and measured from the MMT spectra. They cover

a redshift range of 0.1973 ≤ z ≤ 0.6079 and have W λ2796
0 values ranging from 0.12Å to 3.17Å.

Figure 3.2 shows the distribution of W λ2796
0 in the MMT survey. The redshift-path

coverage as a function of W λ2796
0 is also shown. The resulting n(W λ2796

0 ) is shown as the

histogram in Figure 3.3. The solid line is a maximum likelihood fit of the form n(W λ2796
0 ) =

N∗
W ∗ e

−W0
W∗ to the data with W λ2796

0 ≥ 0.3Å with W ∗ = 0.509± 0.047 and N∗ = 1.089± 0.121.

The red-dashed line is the low-z result from the SDSS EDR survey, which has a mean redshift
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Figure 3.3: Histogram of the W λ2796
0 distribution from the MMT data. The solid line is a

maximum likelihood fit of the form n(W λ2796
0 ) = N∗

W ∗ e
−W0

W∗ to data having W λ2796
0 > 0.3Å,

with W ∗ = 0.509 ± 0.047 and N∗ = 1.089 ± 0.121. The red-dashed line is the low-z result

from the SDSS EDR survey. The points represent data from CRCV99.
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Figure 3.4: Evolution of W ∗. The circles are from the SDSS EDR survey. The × symbol is

the MMT result. The curve is the power law prediction described in §2.3.3.

〈zabs〉 = 0.655. The systems found in the MMT survey have 〈zabs〉 = 0.589. The points

represent data from CRCV99. Although there are only 26 systems in the two lowest W λ2796
0

bins of the MMT survey, n(W λ2796
0 < 0.3Å) is in very good agreement with the CRCV99

results and significantly (1.4σ and 2.4σ) above the extrapolation of the single-exponent fit

to n(W λ2796
0 ) for W λ2796

0 ≥ 0.3Å. Thus, the results from the MMT survey confirm the upturn

in n(W λ2796
0 ) below 0.3Å that was proposed in Chapter 2.

Figure 3.4 shows W ∗
MMT along with the values from the SDSS EDR survey. The W λ2796

0

distribution determined from the MMT survey is consistent with the SDSS EDR survey

results, considering the observed redshift evolution.

The distribution of redshifts for Mg II absorption systems found in the survey is shown

in Figure 3.5. Also shown is the sightline coverage for Wmin
0 = 1.0Å, 0.6Å, and 0.3Å.

The resulting dn/dz values are shown as the black × symbols in Figure 3.6 for W λ2796
0 ≥

0.1, 0.3, 0.6 and 1.0Å for 0.126 ≤ z < 0.367 and 0.367 ≤ z < 0.956. The ranges correspond

to the redshifts below and overlapping the SDSS EDR survey. Also shown as red circles are

the respective data from the EDR survey. The green boxes are from CRCV99. The dashed
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Figure 3.5: Analysis of n(z). Left: The distribution of redshifts for Mg II absorption systems

found in the MMT survey. Right: The total number of sightlines with sufficient signal to

noise ratio to detect lines with W λ2796
0 ≥ Wmin

0 as a function of redshift, for Wmin
0 = 1.0Å,

0.6Å, and 0.3Å.

lines are the NECs normalized to the binned EDR/CRCV99 data, excluding the MMT data.

All of the 0.367 ≤ z < 0.956 points are consistent within the errors with the other studies.

The 0.126 ≤ z < 0.367 points are approximately 1σ below the NEC for Wmin
0 = 0.1, 0.3 and

0.6Å, and ≈ 2.5σ below the NEC for Wmin
0 = 1.0Å.

3.4 CONCLUSIONS

The MMT survey resulted in the identification and measurement of 141 Mg II absorption

systems with W λ2796
0 > 0.1Å over the redshift interval 0.197 ≤ z < 0.956. This extends the

Mg II statistics to cover approximately 40% of the look-back time between the present epoch

and the lower-limit of the SDSS EDR survey described in Chapter 2. The range of W λ2796
0

covered (0.1Å < W λ2796
0 < 3.2Å) allowed for the confirmation of the upturn in n(W λ2796

0 )

below W λ2796
0 ≈ 0.3Å that was suggested in Chapter 2. Unlike the EDR survey, the size of

the MMT sample does not allow the study of the strongest systems whose incidence were

shown to exhibit strong evolution at redshifts z . 1. However, the MMT survey begins to

detect evidence for evolution of the moderate (W λ2796
0 ≥ 1.0Å) systems at redshifts z . 0.5.
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Figure 3.6: dn/dz curves. Black × symbols represent the MMT results. The ranges cor-

respond to the redshifts below and overlapping the SDSS EDR survey, respectively. Also

shown are data from the EDR survey (red circles) and CRCV99 (green boxes). The dashed

lines are the NECs normalized to the binned EDR/CRCV99 data, but excluding the MMT

data.
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RT00 demonstrated that DLA absorbers are drawn almost exclusively from the popu-

lation of Mg II absorbers that have W λ2796
0 ≥ 0.6Å. Moreover, they claim that half of all

absorption systems with both W λ2796
0 and Fe II W λ2600

0 ≥ 0.5Å are DLA systems. They use

the SS92 parameterization of W λ2796
0 ≥ 0.6Å systems, dn/dz = 0.24 (1+z)1.02, to trace ΩDLA

at z < 1.65. The SS92 parameterization is very close to the NEC as normalized in Figure

3.6. Therefore, the (≈ 1σ) detection of evolution seen in Figure 3.6 is of great relevance

to the evolution of ΩDLA. At present, ΩDLA at z < 1.65 is poorly constrained. The results

presented here, however, in combination with the results of an ongoing HST survey for DLAs

in known strong Mg II absorption systems will allow a description of the evolution of ΩDLA

at low redshift with much greater precision.

Further discussion of these results and their physical implications is presented in Chapter

6.
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4.0 DLA GAS METALLICITIES

4.1 INTRODUCTION

All of the metals in the Universe were formed in stars and distributed into the inter-stellar

medium (ISM) through mechanisms such as stellar winds and supernovae. Thus, chemical

enrichment is intimately tied to star formation history and therefore galaxy evolution. A

consistent understanding of the chemical enrichment history of galaxies and the evolution of

their star formation rates is a necessary aspect of our understanding of their evolution.

The metallicity of a galaxy is not a uniquely defined attribute. Most galaxies are not

enriched with spatial uniformity, often exhibiting region to region variations and/or radial

metallicity gradients. Furthermore, the metallicity of the stellar and various gaseous phases

are in general not the same. The metallicity of nearby galaxies is typically measured us-

ing the fluxes of nebular emission lines from regions that are highly ionized due to star

formation activity. These values, however, are not necessarily representative of the chem-

ical abundance of other regions, especially quiescent and/or neutral gaseous regions of the

galaxy. Unsaturated absorption lines allow for the determination of ionic column densities

in cool gas which, together with the measurement of NH and, when appropriate, ionization

corrections, allow metal abundances to be calculated. This method is limited to situations

where a bright source is located behind the gaseous region in question, but has the usual

advantage of absorption line studies that it is practical up to the largest quasar redshifts.

Measurements of metals in DLAs are appropriate for studies of the cosmic neutral-gas-

phase metallicity because these systems trace the bulk of the neutral hydrogen gas mass

of the Universe out to at least redshift z ≈ 3.5 (see Storrie-Lombardi and Wolfe, 2000;

Rao and Turnshek, 2000, and references therein). However, abundance calculations are
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complicated by saturation of strong lines. As discussed in Chapter 2, the strong Mg II and

Fe II lines that trace large columns of H I are typically saturated. Transitions from elements

such as Cr, O, S, Si, and Zn are often unsaturated, and thus allow for measurements of

their column densities in spectra with sufficient signal to noise ratios in the appropriate

wavelength intervals. Abundance measurements of DLAs at high redshift have found them

to be sub-solar, with metallicity values −3 . [M/H] . −0.51. There is some evidence

for a slight increase with decreasing redshift of the average DLA metallicity, though small

number statistics continue to be important concerns in these studies. Specifically, a column-

density-weighted determination of the cosmic metallicity is the most relevant measurement

that can be made to track the overall chemical evolution of neutral gas in the Universe, but

making a column-density-weighted determination leads to a situation where the resultant

measurement is mostly dominated by a few of the highest NHI systems (recall Ntot ∼ N
1/2
max,

Chapter 1). Thus, since individual absorbers have a range of metallicities, there is the

uncertainty introduced by the small number of very high NHI absorbers so far studied, but

which dominate the column-density-weighted determination of metallicity.

Further complications arise from the depletion of refractory elements (elements with high

melting temperatures) onto dust grains, leading to an underestimate of the true abundance.

Since most metals tend to be present in roughly solar relative abundances2, especially those

with similar nucleosynthetic histories, the amount of dust can be approximated by comparing

abundances of elements that rarely show depletion, such as Si and Zn, to abundances of those

that do, such as Cr and Fe.

In Chapter 2, a large catalog of absorption systems selected by their Mg II absorption

was presented, the strength of which imply high H I column densities. However, few of the

spectra have sufficient signal to noise ratios to measure the unsaturated metal transitions.

Mean values of the absorption strengths can be obtained, though, by creating composites

of the absorption-line spectra shifted to the rest frame of the absorber. By using these

composite spectra, the worries related to small number statistics can be mitigated.

Zn II and Cr II exhibit transitions at λλ2026, 2062 and λλλ2056, 2062, 2066, respectively.

1It is customary to quote abundances as logarithmic ratios, relative to solar. Thus [Fe/H]= −1.0 indicates
a Fe abundance that is 1

10 th the solar value.
2However, there are sometimes important exceptions such as O/N.
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These are at longer wavelengths than most other unsaturated metal transitions, and their

oscillator strengths are relatively large. At the densities and temperatures of DLA systems,

both Zn and Cr are believed to be largely in the singly ionized state. Thus, measurements

of Zn+ and Cr+ are considered to be representative of the total amounts of Zn and Cr.

Furthermore, Zn tends not to suffer from depletion onto dust, while Cr does. Their relative

abundance is therefore a good estimator of the amount of dust in DLAs.

In §4.2 the method by which the absorber sample is defined, the composite spectra are

formed, and the mean NHI of the absorber sample is estimated is explained. Plots and

measurements of the composite spectra are also presented in this section. In §4.3 results

are presented on the column-density-weighted DLA gas metallicity of the Universe at z =

0.9− 2.0. Conclusions and discussion are presented in §4.4.

4.2 ANALYSIS

4.2.1 Sample Definition

In this study, absorption-line systems from the early results of the SDSS EDR Mg II survey

were used to create composite spectra in order to measure mean Zn II and Cr II column

densities, and therefore infer their abundances. These consisted of a uniform sample of

W λ2796
0 ≥ 1.0Å lines, numbering approximately 640 total systems. While this represents

only about half of the total number in the final catalog, the remainder are predominantly

weaker and/or noisier. The results from this study suggest that the inclusion of the full

catalog would not significantly improve the measurements.

The absorption spectra flux and flux errors were continuum normalized as described in

Chapter 2. Systems with z . 0.9 did not allow for the measurement of Zn IIλ2026, and

were thus removed from the sample, as were systems for which Zn IIλ2026 fell in the Lyα

forest. The Zn II - Cr II absorption region of each spectrum was visually inspected and any

system that exhibited absorption from other systems, bad pixels, or otherwise problematic

data in these regions was excluded. One of the goals of the analysis was to make an accurate

measurement of the Zn II λ2026 absorption line, and in SDSS medium-resolution spectra
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this line is potentially blended with the low oscillator strength Mg I λ2026 absorption line.

Therefore, the contribution of Mg I 2026 to the blend was estimated by using only spectra

that also had data on the higher oscillator strength (but generally unsaturated) Mg I 2852

absorption line. This left a total of 223 systems in the redshift interval 0.9 ≤ z ≤ 2.0.

Using HST UV spectroscopy, RT00 showed that strong intervening Mg II−Fe II absorption-

line systems identified in quasar spectra characteristically have very high neutral hydrogen

column density gas (generally 1019 < NHI < 1022 atoms cm−2). Many are DLAs with

NHI ≥ 2 × 1020 atoms cm−2. RT00 showed that ≈ 95% of these DLAs can be identified by

selecting systems which have a Mg II λ2796 rest equivalent width W λ2796
0 > 0.5 Å and Fe II

λ2600 W λ2600
0 > 0.5 Å. Although the sample used in this study has W λ2796

0 > 1.0Å, RT00

find no correlation between W λ2796
0 and NH I . Therefore, n(W λ2796

0 ) from Chapter 2 can be

used to estimate the fraction of H I gas missed. Since the results of the full EDR survey

indicate that W λ2796
0 is ≈ 1.4 times larger than W λ2600

0 , the criterion that W λ2600
0 > 0.5 Å is

generally, if not completely, consistent with the composite sample.

4.2.2 Forming and Measuring the Composite Spectra

To form composites, the wavelength array of each spectrum was shifted to the absorption

rest-frame and re-binned onto a sub-pixel grid, with sub-pixels having one-fifth the size of

an original pixel; this minimized data smoothing due to re-binning. Using the 223 systems

in the sample, different methods for forming composites were experimented with.

It was found that inverse variance weighting produced the highest signal-to-noise ratio

composites, so results produced by this method were adopted, since there is no known

correlation between NH I and spectrum signal-to-noise ratio. Other methods (e.g., straight

averaging) would have produced somewhat lower signal-to-noise ratio composites. It should

be noted, however, that if quasar dimming due to the presence of dust and, therefore, high

metal content is significant, the mean metallicity would be underestimated, as this weighting

method favors brighter quasars.

The composite spectrum in the Zn II – Cr II region derived from the entire sample of

223 absorbers is shown in Figure 4.1. In addition, other composites were formed by roughly
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Figure 4.1: Composite spectrum in the rest frame Zn II-Cr II region derived from 223 SDSS

quasar spectra. The dashed-dotted lines indicate the rest frame locations of the Zn II, Cr II,

and Mg I lines (see Table 4.1).
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dividing the sample into quarters while keeping the variance approximately the same in each

subsample. Figure 4.2 shows the composites of four subsamples that correspond to Mg II

absorbers with moderate (1.0 ≤ W λ2796
0 ≤ 1.3 Å) and high (W λ2796

0 > 1.3 Å) rest equivalent

widths, and at lower redshift (0.9 ≤ z < 1.35) and higher redshift (1.35 ≤ z ≤ 2.0) within

the total sample. This subdivision leads to some important results (§4.3 and §4.4). As noted

in Chapter 2, the selection of high-NHI systems by identifying large W λ2796
0 absorption lines

basically amounts to a kinematic criterion. This is because the Mg II λ2796 absorption lines

are on the saturated part of the curve of growth, which means that their W0 values are

essentially measures of velocity spread rather than column density.

For optically-thin absorption lines, W0 is directly proportional to column density (e.g.,

Petitjean, 1998):

N(cm−2) = 1.13× 1020 W0(Å)

λ2
0(Å)f

, (4.1)

where f is the oscillator strength of the transition. Table 4.1 lists the laboratory wavelengths

and oscillator strengths for the transitions considered in this study. The feature at λ2026

is a blend due to Zn II, Mg I, and a very weak Cr II line. The Mg I W λ2026
0 was taken

to be 32.0 times smaller than the measured value of Mg I W λ2852
0 (the ratio of their λ2

0f

values) and Cr II W λ2026
0 was taken to be 23.0 times smaller than the measured value of Cr II

W λ2056
0 . The remaining absorption was attributed to be due to Zn II λ2026. The feature

at λ2062 is a blend due to Cr II and Zn II. The value of Cr II W λ2062
0 was taken to be 0.50

times the measured and summed values of Cr II W λ2056
0 and Cr II W λ2066

0 , or 0.75 times the

measured value of Cr II W λ2056
0 , depending on which resulted in smaller propagated errors.

The remaining absorption was then attributed to be due to Zn II λ2062. Measurements of

the absorption lines in the Zn II−Cr II region in the five composites shown in Figures 4.1

and 4.2 are reported in Table 4.2, along with the characteristic properties that define the

total sample and four subsamples.

4.2.3 The Mean H I of the Sample

To estimate the mean neutral hydrogen column density of the absorber sample, NHI was

measured (when available) for every known Mg II system with W λ2796
0 ≥ 1 Å. This includes 24
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Figure 4.2: Composite spectra for four subsamples of the total sample divided according to

redshift and W λ2796
0 of the Mg II λ2796 absorption line. The dashed-dotted lines continuum

indicate the rest frame locations of the Zn II, Cr II, and Mg I lines (see Table 4.1). Notice

the presence of stronger metal lines (indicating more chemically evolved structures) in the

larger W λ2796
0 (i.e. larger velocity spread) subsamples, the stronger Zn II (indicating increased

metallicity) at lower redshift, and the stronger Cr II relative to Zn II (indicating less dust)

at higher redshift.

67



Table 4.1: Transition Data†

Zn II Cr II Mg I

λ0 2026.14 2062.66 2026.27 2056.25 2062.23 2066.16 2026.48 2852.96

f 0.489 0.256 0.00471 0.105 0.0780 0.0515 0.1120 1.8100

† See kingpin.ucsd.edu/~hiresdla/ for details and references.

Table 4.2: W0 Measurements of Absorber Composite Subsamples∗

Full Low-z High-z Low-z High-z

Sample High-W0 High-W0 Low-W0 Low-W0

# of Absorbers 223 90 60 42 31

W 2796
0 Interval ≥ 1.0Å >1.3Å >1.3Å 1.0−1.3Å 1.0−1.3Å

zabs-Interval 0.9−2.0 0.9−1.35 1.35−2.0 0.9−1.35 1.35−2.0

Zn II W λ2026
0

† 33.6± 5.0 70.2± 9.3 29.4± 7.7 0.1± 10.6 6.5± 11.3

Mg I W λ2026
0

† 10.2± 0.2 13.7± 0.3 10.9± 0.3 5.6± 0.4 4.0± 0.5

Cr II W λ2056
0 31.1± 5.1 41.7± 7.7 32.2± 8.1 6.2± 10.3 6.5± 11.4

Cr II W λ2062
0

† 23.2± 3.8 31.2± 5.8 24.1± 6.0 4.6± 7.7 4.8± 8.5

Zn II W λ2062
0

† 12.3± 6.2 26.6± 10.3 6.2± 9.5 12.4± 12.9 6.1± 14.3

Cr II W λ2066
0 13.0± 4.5 19.2± 8.3 9.8± 16.0 21.5± 10.6 2.5± 8.0

*All W0 values are in mÅ, except W 2796
0 . † Blended feature (see text).
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systems studied by RT00 and another 51 systems from ongoing HST UV spectroscopy of the

Lyα absorption line in strong Mg II systems (Rao et al. 2004, in preparation). The individual

NHI values for these systems were measured by fitting Voigt profiles to the observed Lyα

absorption lines. These 75 systems have neutral hydrogen column densities in the range

5× 1018 < NHI < 7× 1021 atoms cm−2, and their mean neutral hydrogen column density is

〈NHI〉 = 3.6± 1.3× 1020 atoms cm−2. This result was taken to represent the mean neutral

hydrogen column density of the absorber sample. There is no indication that the 〈NHI〉
values for the four subsamples defined in Table 4.2 are different from those determined for

the entire sample.

The W λ2797
0 regime considered (W λ2796

0 ≥ 1 Å) does not represent a census of all H I in

the Universe over the studied redshift interval, nor does it even represent all DLAs with

NHI ≥ 2 × 1020 atoms cm−2. For example, RT00 estimated that 5% of DLAs are missed

using their selection criterion (§4.2.1). Moreover, in Chapter 2 it was demonstrated that

n(W λ2796) ∝ e
−W0
0.7 , which suggests that about half of the DLAs are missed by excluding

0.5 < W λ2796
0 < 1.0 Å systems from a composite spectrum. HST spectroscopy suggests that

Mg II systems in this W λ2796
0 range have mean neutral hydrogen column density <NHI>

= 2.7 ± 1.2 × 1020 atoms cm−2. This is 25% smaller than the mean neutral hydrogen

column density for higher W λ2796
0 Mg II systems, but statistically equivalent given the sizes

of the measurement errors. These effects need to be accounted for when deriving the cosmic

neutral-gas-phase metallicity of DLAs (§4.3.1).

4.3 COLUMN-DENSITY-WEIGHTED COSMIC NEUTRAL-GAS-PHASE

METALLICITY OF DLAS

4.3.1 The Zn and Cr Abundances

As noted in §4.1, the basis for using the Zn II and Cr II absorption lines for element abun-

dance determinations stems from the fact that these lines are unsaturated even when the

neutral hydrogen column densities are high. This premise was originally put forth by Pettini

et al. (1990), and verified in high-resolution studies (e.g., Prochaska and Wolfe, 1999). Al-
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though there has been some discussion of the importance of ionization corrections for metal

abundance determinations in DLAs (e.g., Howk and Sembach, 1999), this issue needs fur-

ther study and model-dependent ionization corrections have not been made when reporting

results on DLA metal abundances in the literature. However, as mentioned in Section 4.1,

it is generally agreed that the bulk of the Zn and Cr is singly ionized in the DLA neutral

regions. Hence, in keeping with earlier investigators, it is assumed that a determination of

[Zn+/H0] is equivalent to [Zn/H] and a determination of [Cr+/Zn+] is equivalent to [Cr/Zn].

Given the oscillator strengths and wavelengths of the relevant lines (Table 4.1), the

following methods were used to calculate the respective W0 values for the blended lines. As

discussed in §4.2.2, if Mg I λ2852 is unsaturated then Mg I λ2026 will be 32.0 times weaker.

Also, Cr II λ2026 is 23.0 times weaker than Cr II λ2056. These results can be used to infer

the strength of Zn II λ2026. The strength of Mg I λ2852 in some composites indicates that

Mg I will indeed contribute to absorption at λ2026, but Cr II λ2026 makes a very minor

contribution. Similarly, Cr II λ2056 and Cr II λ2066 are 1.34 and 0.66 times the strength of

Cr II λ2062, respectively; this can be used to infer the strength of Zn II λ2062. Since the

λ2062 feature is stronger than Cr II λ2056 in some of the composites, this indicates that

Zn II λ2062 does contribute to absorption at λ2062 in these composites.

Thus, there are two approaches for estimating NZn II – using either the inferred value

of W λ2026
0 or that of W λ2062

0 . It was found that the approaches give consistent results. In

a few individual quasar spectra, comparison of the strength of Mg I λ2852 to that of Mg II

λλ2796, 2803 suggests that Mg I λ2852 may be approaching saturation, which implies that

the strength of the Mg I λ2026 line may be more than 1
32.0

times the strength of Mg I λ2852.

If this is the case, it would lead to a systematic error. However, for all of the measured

lines the predicted values of W0 from the determined values of NZn II, NCr II and NMg I were

consistent with the measured W0 values. The determinations (with proper error weighting)

of [Zn/H] and [Cr/Zn] in the five composites are reported and described in Table 4.3 relative

to the solar metallicities of Grevesse and Sauval (1998).

With these results and the results discussed in §4.2.3, it is possible to estimate the cosmic

neutral-gas-phase metallicity of DLAs. To do this one must recognize two effects. First, the

W λ2796
0 ≥ 1.0 Å composite over the studied redshift interval does not sample all of the DLA
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Table 4.3: Abundance Measurements of Absorber Composite Subsamples.

Full Low-z High-z Low-z High-z

Sample High-W0 High-W0 Low-W0 Low-W0

[Zn/H] −0.88± 0.19 −0.56± 0.19 −0.94± 0.21 < −1.08† < −1.05†

[Cr/Zn] −0.45± 0.13 −0.64± 0.13 −0.38± 0.18 · · · · · ·
† Upper limits (2σ) on metallicities represent those that apply for the quoted Wλ2796

0 interval.
Since this does not include 100% of the DLA gas, a correction is made (§4.3.1) to derive results
on the cosmic DLA gas metallicity.

gas. By excluding W λ2796
0 < 1.0 Å systems, ≈ 45% of the DLA gas is likely to be excluded

from this composite (§4.2.3). Second, the subsample composites with 1.0 ≤ W λ2796
0 ≤ 1.3 Å

show negligible metallicity (Table 4.3). From this second effect it is inferred that the missed

DLA gas has negligible metallicity. Thus, to derive the cosmic DLA gas metallicity, the

derived metallicity in the full composite sample must be reduced by a factor of ≈ 1.8. With

these consideration taken into account, it is determined that [Zn/H] = −1.13±0.19 in DLAs

(≈ 0.074 ± 0.011 times solar, see §4.3.2 for a discussion of the error). The corresponding

result for Cr, which should not have much dependence on the missed DLAs, is [Cr/Zn] =

−0.45± 0.13. This indicates that ≈ 65% of the Cr is depleted onto grains. For comparison,

[Cr/Zn] values are typically ≈ −1 to −2 for sighlines through the Milky Way disk (Savage

and Sembach, 1996), and ≈ 0.2 to −0.8 in individual DLAs (Prochaska et al., 2003, also

kingpin.ucsd.edu/~hiresdla/).

In addition, the following trends are present (Table 4.3). The derived metallicities are

highest in the composites which have the largest W λ2796
0 , which in turn correspond to those

with the largest velocity spreads. Also, within the high-W λ2796
0 regime, the Zn abundance is

larger and [Cr/Zn] is smaller in the lower redshift composite. Since these results are based

on measurements of unsaturated Zn II and Cr II absorption lines in composite spectra, with

corrections made for missed DLAs, they are equivalent to column-density-weighted deter-
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minations of cosmic neutral-gas-phase metallicities in DLAs. These findings are consistent

with and directly comparable to the results of Pettini et al. (1999) and, more recently, the

results summarized by Turnshek et al. (2003).

4.3.2 Statistical and Systematic Errors

As discussed in §4.2.3, the statistical error on <NHI> is 36% (0.16 dex). Thus, since the

measured errors on W0 in the total sample and in the two high-W λ2796
0 subsamples are smaller,

this error dominates the uncertainties in [Zn/H] determinations. With the aide of future HST

UV spectroscopy of high-NHI systems, this error may be reduced. The statistical errors in

[Cr/Zn] determinations are smaller since <NHI> does not enter into the determinations.

Recall that, within the redshift and W λ2796
0 intervals under study (§4.2.1), there is at present

no evidence that <NHI> is correlated with redshift or W λ2796
0 . However, if such a correlation

were present, it would give rise to a systematic error. Additional analysis would be needed to

remove any systematic error. In all cases the errors quoted are statistical errors propagated

from W0 and/or <NHI> measurement errors.

4.4 CONCLUSIONS

In this chapter, a new method for measuring cosmic DLA metal abundance using composite

spectra selected via the Mg II λ2796 absorption signature was presented. The cosmic DLA

gas Zn and Cr abundances were derived in two Mg II W λ2796
0 intervals which correspond

to high and moderate velocity dispersion regimes. Within each of these kinematic regimes

low-redshift (0.9 ≤ z < 1.35) and high-redshift (1.35 ≤ z ≤ 2.0) intervals were considered.

It was demonstrated that at redshifts 0.9 ≤ z ≤ 2.0, after correction for missed DLAs, the

overall [Zn/H] = −1.13 ± 0.19 (= 0.074 ± 0.011 times solar), which is consistant with the

average of values determined from individual DLAs, and [Cr/Zn] = −0.45 ± 0.13, which

indicates that ≈ 65% of the Cr is depleted onto grains. This is comparable to results from

previous studies, and less than typical values for sightlines through the Milky Way disk.

There are clear trends in the composite spectra which indicate that metallicities are
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higher in absorption systems which exhibit larger velocity spreads (i.e., in the high-W λ2796
0

absorbers). Moreover, among the high-W λ2796
0 absorbers, both the metallicity and dust

content increase with decreasing redshift. [Zn/H] is larger and [Cr/Zn] is smaller at lower

redshift, with [Zn/H]= −0.56 (28% solar) and [Cr/Zn]= −0.64 at <z>= 1.15, and [Zn/H]=

−0.94 (11% solar) and [Cr/Zn]= −0.38 at <z>= 1.53.

The implications of these results and physical interpretations will be discussed in Chapter

6.
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5.0 IMAGING AND SPECTRAL ENERGY DISTRIBUTIONS OF

ABSORBER GALAXIES

5.1 INTRODUCTION

The most direct way in which to study the physical nature of galactic structures associated

with intervening quasar absorption features is to image the galaxy associated with the ab-

sorption. However, a plethora of complications has, until recently, prevented the successful

identification and study of such galaxies. Concerning DLAs, the foremost complication is

the dearth of known systems at z < 1.65. Due to the (1 + z)4 surface-brightness dimming,

even bright galaxies are difficult to image at high redshift and small angular separations to

a bright quasar. At relatively low redshift, the task is non trivial as well. Proper subtrac-

tion of the quasar point-spread function (PSF) must be done to investigate small impact

parameters, and even when a bright galaxy is found at reasonable angular separation to the

sightline, faint limiting magnitudes must be reached in order to rule out dwarf or low surface

brightness (LSB) galaxies at smaller impact parameters. Furthermore, absorber identifica-

tion remains highly speculative unless the galaxy redshift can be shown to be equal to that

of the absorption.

At high redshift, ground-based imaging of DLA galaxies has had little success, either

because the quasar PSF prevents the detection of objects very close to the quasar sight

line, or because the DLA galaxy is simply too faint, or both. In addition, the faintness of

any candidates close to the quasar sight line makes it difficult to obtain confirming redshifts.

Imaging of high-redshift DLA galaxies with HST has been more successful at identifying faint

candidates close to the quasar sight lines, but only a few of these have confirmed redshifts

(see Warren et al., 2001, and references therein). The main conclusion of these studies has
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been that most high-redshift DLA galaxies are under-luminous in comparison to the Lyman

break galaxy population.

Primarily, the study of high-redshift DLA galaxy types has been limited to theory. In

a series of papers, Wolfe, Prochaska and collaborators argue, based on kinematics and com-

parison to local gas-rich galaxies, that high-z DLAs are rotationally supported disks that

are the progenitors of present-day spirals (Prochaska and Wolfe, 1998; Wolfe and Prochaska,

2000; Maller et al., 2001, etc.). Haehnelt et al. (1998), however, model DLA absorption with

irregular protogalactic clumps with some success, and claim that the disk picture is not a

unique explanation for DLA galaxies.

Morphologies, colors, and stellar populations of low-redshift DLA galaxies can be more

easily studied, but progress has been slow mainly due to their rarity. Burbidge et al. (1996)

obtained HST images along the sight line towards the BL Lac object AO 0235+165 which

contains a z = 0.524 DLA system selected on the basis of 21 cm absorption; they found

a significant number of galaxies near the sight line, including an AGN which has broad

absorption line (BAL) features and a fainter, late-type galaxy. Both of these objects are

at the DLA redshift but the late-type galaxy has a smaller impact parameter. Le Brun

et al. (1997) presented HST images of six low-redshift DLA galaxies that included spirals,

low surface brightness (LSB) galaxies, and compact objects, with luminosities ranging from

0.07L∗ to 1.4L∗. Three of these six were selected on the basis of 21 cm absorption. In another

case, no evidence for a galaxy at the z = 0.656 DLA redshift toward the quasar 3C 336 was

found, despite very deep ground-based and HST imaging (Steidel et al., 1997; Bouché et al.,

2001).

Steidel et al. (1994) conducted an imaging survey of 0.2 ≤ z ≤ 1.0 Mg II absorbers. Un-

fortunately, they have not published their images or results for individual systems. However,

they claim that the Mg II absorber galaxy population appears similar to normal galaxies at

the present epoch, ranging from late-type spirals to galaxies with colors similar to z = 0

ellipticals. They describe the “average” Mg II galaxy as a 0.7L∗ Sb galaxy.

Despite the evidence for a mix of morphological types contributing to the population of

galaxies selected via their large H I column absorption signature, the paradigm that DLAs

are comprised primarily of disk galaxies has lingered. Further imaging studies, particularly
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of low-redshift DLAs, are necessary to settle this issue. In this Chapter, results from imaging

projects involving six DLA galaxies toward five sightlines are presented. The corresponding

DLA absorption lines were discovered in HST spectroscopic surveys for DLA lines in known

strong Mg II absorption-line systems. The first study involves detailed observations of the

sight line toward the quasar OI 363 (0738+313). Excluding quasars selectively observed

because they were known to be located behind gas-rich galaxies and systems which lack

confirming UV spectroscopic observations of the actual Ly line, this sight line contains the

two lowest redshift classical damped Lyα quasar absorption-line systems found in survey

mode (i.e., with NH I = 2 × 1020 atoms cm−2), one at zabs = 0.0912 and the other at

zabs = 0.2212. The second study involves optical and near-infrared ground-based imaging

results on four low-redshift DLA galaxies toward the quasars B2 0827+243 (zDLA = 0.525),

PKS 0952+179 (zDLA = 0.239), PKS 1127-145 (zDLA = 0.313), and PKS 1629+120 (zDLA =

0.532).

Cosmology-dependent calculations in this Chapter were performed using (ΩM , Ωλ, h) =

(1, 0, 0.65). This was the cosmology used in the original publications (Turnshek et al., 2001;

Rao et al., 2003), and was used more extensively in the prior literature; thus it is more

convenient for comparisons to previous works. The different cosmologies do lead to non-

negligible differences in determination of impact parameters and luminosities. However, the

differences are not substantial enough to affect any of the conclusions. See Appendix A for

comparisons to the “WMAP” cosmology.

5.2 PREVIOUS RESULTS

5.2.1 OI 363

Rao and Turnshek (1998) presented the HST-FOS UV spectrum of OI 363 (0738+313) which

led to the identification of the two absorbing systems at zabs = 0.0912 and zabs = 0.2212 with

H I column densities of NHI = (1.5± 0.2)× 1021 atoms cm−2 and NHI = (7.9± 1.4)× 1020

atoms cm−2, respectively. They also presented a 45 min R-band WIYN image of the OI 363

field in seeing of 0.55 arcsec. Analysis of this image resulted in a list of 15 resolved objects
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and 11 point sources brighter than R = 24 mag within 40 arcsec of the quasar sight-line.

The closest resolved object was found to be a galaxy (R = 20.8 mag, labeled G1, hereafter

0738 G1) 5.7 arcsec to the south-southeast of the quasar and the closest unresolved object

is presumably a star (labeled S1, R = 20.8 mag) 2.5 arcsec to the northeast of the quasar.

Fainter objects were visible in the R-band WIYN image but they were not tabulated since

such a list would have suffered from incompleteness. However, the existence of a marginally

significant fainter extended feature a few arcsec to the west-southwest of the quasar sight-line

was noted (marked with a cross on Figure 4 of Rao and Turnshek (1998)). It appears to be

the brightest part of a “fuzz” near the quasar, and was reported to have an R-band surface

brightness of ≈ 25.3 mag arcsec−2. Notably, the brightest galaxy in the field is a luminous

spiral (named G11, R = 17.1 mag) ≈ 31 arcsec to the east of the quasar with a redshift of

z ≈ 0.06. A similarly luminous spiral at a somewhat larger redshift of z = 0.09, i.e., the

redshift of the lowest redshift DLA absorber, could have easily been detected in this field if

it was present, but the observations ruled this out. Note that there is an absorption line at

≈ 1290 Å in the original FOS low-resolution spectrum of the quasar, which can be identified

as Lyα with a rest equivalent width of W≈ 0.7 Å and a redshift of zabs ≈ 0.06. The existence

of a Lyα line at z = 0.06 is consistent with the results of Guillemin and Bergeron (1997).

Both of the DLA absorbers along this sight-line have been shown to have associated

H I 21cm absorption (Lane et al., 1998a,b; Chengalur and Kanekar, 1999). Currently, the

zabs = 0.2212 system shows only a single narrow 21 cm absorption feature, while the zabs =

0.0912 system is best fit by multiple Gaussian components: two narrow cold components

with thermal kinetic widths of Tk ≈ 300 and 100 K, and a third broad component with

Tk ≈ 5000 K (Lane et al., 2000). This suggests the presence of two temperature phases for

the neutral medium, similar to those found in the Galaxy. For this lower redshift system,

excluding the velocity interval where absorption is detected (a region covering ≈ 55 km

s−1), an upper limit has been placed on the H I gas mass. Sensitive WSRT 21 cm emission

measurements of the zabs = 0.0912 absorber place the upper limit at MHI ≤ 3.7 × 109h−2
65

M¯ for an assumed velocity spread of 100 km s−1 (Lane, 2000). This requires the H I mass

of the absorber to be somewhat less than that of a normal spiral galaxy. In principal, since

the velocity spread would be lower for a more face-on spiral, the formal H I mass limit for
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this special case could be even lower. However, if the 21 cm emission is confined to a very

narrow velocity interval, a significant amount of the 21 cm emission could be missed because

it falls in the same velocity intervals as the absorption.

5.2.2 B2 0827+243

The 0827+243 DLA system at z = 0.525 with column density NHI = (2.0 ± 0.2) × 1020

atoms cm−2 was confirmed in the RT00 survey for DLA systems in known strong Mg II

absorbers. Steidel et al. (2002) presented complimentary imaging and spectroscopic results

for this field, identifying the DLA galaxy (hereafter called 0827 G1) 5.8′′ (32 kpc at z = zabs)

from the line of sight. They report a spectroscopic redshift of z = 0.5258 for 0827 G1. They

also present an HST-WFPC2 F702W image of this field and note the possible presence of

a satellite galaxy ≈ 2′′ West-Northwest of the center of 0827 G1. Steidel et al. (2002) also

present Keck spectra showing the kinematic properties of 0827 G1 and of the z = 0.525

Mg II absorption-line system. They note that the satellite galaxy might be responsible for

the apparent reversal in the direction of the radial velocity profile of 0827 G1 seen at the

West end. This interaction might also be dispersing the gas out to large galactocentric

radii, leading to the high H I column density of the absorbing gas and to the ≈ 270 km

s−1 wide, four-component, Mg II absorption line. The unsaturated Mg I λ2852 line shows

similar structure with the central two components that are ≈ 50 km s−1 apart being the

strongest. The 21 cm absorption line has been measured at moderate spectral resolution

and covers ≈ 50 km s−1, though it is uncertain how many absorbing components might

be contributing to the profile (Kanekar and Chengalur, 2001). Based on a comparison of

redshift and velocity spread, it is likely that the H I absorption arises in gas associated with

the two main Mg I absorbing clouds. Indeed, there is compelling evidence that strong Mg II

absorbers which show 21 cm absorption are also associated with strong Mg I absorption

(Lane, 2000). Moreover, systems with larger Mg I λ2852 rest equivalent width (or velocity

spread when observed at high resolution) also have larger 21 cm line velocity spreads (Lane,

2000).
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5.2.3 PKS 0952+179

The DLA system towards 0952+179 at redshift z = 0.239 with column density NHI =

(2.1± 0.3)× 1021 atoms cm−2 was also confirmed in the RT00 survey. Bergeron and Boisse

(1991) imaged this field and found no absorber galaxy down to mR ∼ 23.2 (MR = −17.1).

Drinkwater et al. (1993) also studied this field and, despite reaching mR ∼ 21.82 (MR =

−18.51), find no resolved object at the DLA redshift.

5.2.4 PKS 1127-145

The 1127−145 DLA system at z = 0.313 has a column density NHI = (5.1 ± 0.9) × 1021

atoms cm−2. It was confirmed in the RT00 survey. Bergeron and Boisse (1991) found two

bright elongated objects at the DLA redshift. The closer object has an impact parameter of

b = 77 kpc and mR = 19.5 (MR = −21.4). The other object has b = 41 kpc and mR = 19.6

(MR = −21.3). They also report faint structure within 6′′ of the sightline and speculate

that it may be a galaxy(s) clustered about the z = 1.19 quasar. Lane et al. (1998a) find

two faint objects close to the sightline. Optical spectroscopy revealed one of the galaxies to

be at z = 0.312, but the other did not exhibit emission lines and therefore does not have a

determined redshift.

5.2.5 PKS 1629+120

The sight line towards the quasar PKS 1629+120 (V = 18.4, zem = 1.795) contains a DLA

system at z = 0.532 with column density NHI = (5.0 ± 1.0) × 1020 atoms cm−2. It was

discovered in an HST Cycle 9 survey for DLAs in strong Mg II-Fe II absorption-line systems

(Rao et al., 2003) This system had not previously been imaged.

5.3 OPTICAL AND NEAR-IR IMAGING OBSERVATIONS

The five quasar fields were observed during the period between November 1997 and June

2001. Optical images were obtained with the MDM Observatory 2.4m Hiltner Telescope on
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Kitt Peak using the 1024× 1024 Templeton CCD (0.285′′ pixel−1) and with the 3.5m WIYN

telescope on Kitt Peak. Observations with the WIYN telescope were made in both classical-

scheduling mode using the Mini-Mosaic 4096 × 2048 SITe CCD pair (0.141′′ pixel−1) as

well as queue-mode by the WIYN queue observing team using a 1024×1024 Tektronix CCD

(0.195′′ pixel−1). The near-infrared images were obtained at the 3.0m NASA IRTF on Mauna

Kea using NSFCAM in combination with a 256 × 256 InSb detector array (0.30′′ pixel−1)

and the 3.6m ESO NTT on La Silla using SOFI, which uses a 1024× 1024 HgCdTe detector

array (0.292′′ pixel−1). The near-IR images were obtained using using several different short-

exposure dither patterns, flat-fielded with sky frames that were obtained from the dithered

object frames, and then shifted before addition to obtain a “final” image. All images were

processed using the recommended procedures and standard star observations were used to

calibrate the photometry. The observations are summarized in Table 5.1. Some of the

observations listed in Table 5.1 were taken under less than ideal conditions, but were still

useful for confirmation of some of the derived results. Some of the images shown in §5.5.1

are smoothed to enhance low surface brightness features. The smoothed images were used to

delineate the low surface brightness features and set the aperture for doing the photometry,

but photometric measurements were made on the unsmoothed images, unless otherwise

noted. Limiting 3σ surface brightnesses and seeing measurements for the final combined

(unsmoothed) images used in the analysis of the B2 0827+243, PKS 0952+179, PKS 1127-

145, and PKS 1629+120 fields are given in Table 5.2. Limiting 2σ aperture magnitudes for

the final combined (unsmoothed) images used in the analysis of the OI 363 field are given in

Table 5.3.

5.4 STELLAR POPULATION TEMPLATE FITS

Galaxy colors obtained with multi-band photometric data can be used to infer information

about the stellar populations that contribute to the observed flux. For the galaxy 0738 G1

in the field of OI 363, the publicly available spectral synthesis code hyperz (Bolzonella et al.,

2000) was used to model a galaxy near redshift z = 0.22. The details of the procedure

are discussed in §5.5.1.2. For the study involving the B2 0827+243, PKS 0952+179, PKS
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Table 5.1: Journal of Imaging Observations

Telescope Filter Date Min. Telescope Filter Date Min.

OI 363 PKS 0952+179

MDM U 1999 Feb 20 60 MDM U 1999 Feb 17−20 180

1999 Nov 13 90 B 1999 Feb 18,20 60

1999 Nov 14 60 R 1999 Feb 19,20 75

WIYN B 1997 Nov 5 30 WIYN R 1999 Mar 20 27

1998 Nov 25 15 NTT J 1999 Jan 02 60

R 1997 Nov 5 45 Ks 1999 Jan 02 60

1999 Jan 18 15 IRTF K 1998 Dec 12 20

I 1997 Dec 5 50 2000 Mar 06 63

IRTF J 1998 Dec 13 30 PKS 1127−145

1999 Apr 29 63 MDM U 1999 Feb 18,19 120

H 1998 Dec 13 30 B 1999 Feb 19,20 60

2000 Mar 8 63 R 1999 Feb 18−20 80

K 1998 Dec 12 130 I 1999 Nov 13 14

1998 Dec 14 132 2001 Feb 26 30

1999 Apr 28 63 NTT J 1999 Jan 02 80

2000 Mar 6 126 IRTF K 1998 Dec 13 60

B2 0827+243 1999 Apr 28 63

MDM U 1999 Nov 13,14 100 PKS 1629+120

WIYN B 1999 Jan 18 54 WIYN U 2001 Jun 25,27 60

R 1999 Jan 18 15 MDM B 2000 Sep 29 45

MDM I 1999 Nov 14 28 R 2000 Sep 29,30 45

IRTF K 1999 Apr 27 62 IRTF J 2000 Sep 30 50

K 2000 Sep 29 60
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Table 5.2: 3σ Surface Brightness Limits (µ) and Seeing Measurements (Θ)

µ (mags/arcsec2) Θ (arcsec)

Field µU µB µR µI µJ µK ΘU ΘB ΘR ΘI ΘJ ΘK

0827+243 24.0 25.1 24.1 22.9 · · · 19.6 1.3 1.0 0.8 1.1 · · · 0.7

0952+179 24.2 24.8 24.9 · · · 22.2 20.8 1.2 1.1 0.7 · · · 0.7 0.9

1127−145 24.0 25.0 24.5 · · · 22.8 20.4 0.9 1.2 0.9 · · · 0.7 0.8

1629+120 23.6 24.6 24.2 · · · 21.1 20.4 1.3 1.3 1.2 · · · 1.0 1.0

1127-145, and PKS 1629+120 fields, a new procedure was developed which is described

below.

Stellar population synthesis models were used to fit the photometry for objects with

sufficient multi-band data in order to investigate the stellar populations present in the DLA

galaxies. This included object(s) in the 0827+243, 1127-145, and 1629+120 fields. However,

multiple stellar populations typically contribute to an observed spectral energy distribution

(SED). Therefore, a fitting method which allows for contributions from multiple stellar pop-

ulations attenuated by a variable amount of wavelength-dependent extinction due to dust

was used. Galaxy colors are known to be degenerate in age–metallicity–redshift space, so

further assumptions and an interpretation of what the fits mean is generally required.

First, when performing fits, the redshift of the galaxy was set to the DLA redshift.

In all three cases there was reasonable justification for this. The adopted redshift was

either confirmed spectroscopically or verified to be a likely photometric redshift. Second,

the metallicities of all the template spectra were fixed to be solar. This is useful, since solar

metallicity is an often-used benchmark. However, it is well-known that the measured neutral-

gas-phase metallicities of DLA gas at moderate to high redshift are closer to one-tenth solar.

If lower metallicities (e.g. ≈ 0.2 − 0.02 solar) hold for the stellar component of the DLA

galaxies studied here, the nature of the age–metallicity degeneracy means that the age of the

stellar population(s) in the DLA galaxy would generally be underestimated. If the stellar

metallicity were ≈ 0.2 solar, the effect would be quite small, but at metallicities as low as
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≈ 0.02 solar, the effect is substantial. Thus, even with the advantage of fixing redshift, the

age–metallicity degeneracy gives rise to some interpretive limitations. Another limitation is

the degree to which any adopted set of template spectra (see below) are applicable to fit

the observed SEDs. In each case, when the qualitative results of the SED fitting is taken in

combination with morphological information, a consistent conclusion which provides useful

information on the evolutionary history of a DLA galaxy as presented in §5.5 is generally

able to be drawn.

For the template spectra, the galaxy isochrone synthesis spectral evolution library (GIS-

SEL99) of Bruzual and Charlot (see Bruzual A. and Charlot, 1993) was used. Templates

with a Scalo IMF corresponding to instantaneous bursts observed at eleven different ages:

10−3, 10−2, 0.05, 0.1, 0.2, 0.3, 0.6, 1.0, 1.5, 4, and 12 Gyrs were chosen. From these original

eleven, an additional 110 templates were generated by applying a Calzetti reddening law

(Calzetti et al., 2000) with ten different dust extinction values, corresponding to E(B − V )

of 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9. The convolution of each of these 121

redshifted templates with the UBRJK filter set (UBRIK for 0827 G1) was converted to flux

units, resulting in a flux five-vector for each template. Models were then built to minimize

the χ2 fit to the observed photometric SEDs for each of the 121!/(121−N)!N ! combinations

of N five-vectors, where N was the number of component templates used in the fit. Cases

where the value of N was 1, 2, or 3 were investigated. The model that gave the most rea-

sonable value for reduced χ2 was then reported as the most likely (combination of) stellar

population(s) in a galaxy. Although three-burst models were explored, the resulting reduced

χ2 values did not justify their use.

The standard interpretation of reduced χ2 fitting results holds for the best fits presented

in §5.5. That is, if the adopted template spectra are representative of the observed SEDs

and if the derived observational errors are valid, model fits which have a reduced χ2 between

≈ 0.8 and 2 (which correspond to reduced χ2 probabilities between ≈ 0.5 and 0.2) are taken

to be acceptable fits. A reduced χ2 value much larger than this should formally be rejected.

There are two possible reasons for this. Either (1) the errors have been underestimated,

which might be the case if some unknown systematic error in some of the photometry exists,

or (2) the set of template spectra used to fit the observed SEDs are inappropriate. In cases
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where a larger reduced χ2 was found, the quoted fits still provide qualitative information

on the nature of the DLA galaxy’s stellar population. It might be that the χ2 could be

reduced further by assuming some specific form for time-variable star formation, and/or by

using different metallicities, and/or by tracking down an unknown systematic error in the

photometry. Another possibility is finding a reduced χ2 value much less than one (resulting

in a probability greater than 0.5). This may be indicative of over-fitting the data or error

estimates that are too large.

The specifics of the various fits to DLA galaxy SEDs are discussed in §5.5. Models

that included a negative population were rejected as unphysical. Quoted stellar population

fractions are by burst mass, though it should be kept in mind that any such method is

sensitive only to the light output of the galaxy, and as younger populations will have smaller

mass to light ratios, large old populations may not be resolved by this technique when a

significant young burst is present. As noted above, instantaneous bursts may, in many cases,

be unreliable approximations for star formation histories of real galaxies. By building the

best-fit model from multiple templates, however, a non-parametric star formation history

was, effectively, mimicked. Nonetheless, the process was repeated with sets of exponentially

decreasing star formation rates. The results from the two methods were consistent. For

example, a galaxy that showed an equal combination of old and young stellar populations

from the first method would show a long e-folding time in the second method, while a galaxy

with a predominately young population would show a very short e-folding time.

5.5 DLA GALAXY IDENTIFICATIONS

As detailed below, two of the six DLA galaxies in the fields of OI 363, B2 0827+243, PKS

0952+179, PKS 1127-145, and PKS 1629+120 have confirmed slit redshifts, two have a

photometric redshift consistent with the DLA absorption redshift, and two are identified

based on their proximity to the quasar sight line. It should be kept in mind that the degree

of confidence for any “identification” of a DLA galaxy is variable, with the confidence being

highest when the candidate DLA galaxy has a low impact parameter to the quasar sight line

and there is a confirming slit spectrum showing it is at the DLA system redshift. However,
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even when the confidence is relatively high, it is possible that a fainter galaxy or a galaxy

with a smaller impact parameter, might be the actual DLA absorber. Here, the assumption

is made that a neutral gas cloud (or clouds along the line of sight) associated with the galaxy

identified as the DLA galaxy is the site of the DLA absorption.

Where possible, bright stars in the field were used to model the PSF, which was then

subtracted before any photometric measurements were made. This was sometimes not pos-

sible in the IRTF images since there were often no bright stars in the small field of view

(77′′) and no PSF star was observed separately.

5.5.1 OI 363

The IRTF K-band image (Figure 5.1) shows 0738 G1 (≈ 5.7 arcsec southeast of the quasar)

and reveals the presence of luminous features in the fuzz surrounding the quasar that were

not very significant in the Rao and Turnshek (1998) WIYN R-band image. The fuzz is seen

to consist of features of low, but not uniform, surface brightness. The imaging is suggestive

that, within the fuzz, the elongated feature to the east-southeast of the quasar could be

part of a (spiral) “arm” since it is approximately concentric with respect to the somewhat

off-centered light surrounding the quasar; a similar “arm” is not apparent on the opposite

side of the quasar. To the west-southwest there is a feature elongated from east to west that

appears like a “jet” since it runs nearly perpendicular to the otherwise concentric-looking

extended light. This jet-like feature appears to have structure. It is coincident with the

cross marked on the original Rao and Turnshek (1998) WIYN R-band image, but it does not

emanate from the quasar nucleus. In the discussion below, the terms “arm-like feature” and

“jet-like feature” are used to describe the appearance of these regions, but there is certainly

no strong evidence that these terms describe their actual physical nature.

Table 5.3 lists the UBRIJHK photometric measurements of 0738 G1, the arm-like feature,

and the jet-like feature. Details of how these measurements were made and how they have

been used to infer the properties of the two DLA galaxies at z = 0.22 and z = 0.09 are given

below.
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Figure 5.1: The left panel shows an IRTF K-band image of the OI 363 quasar field after

smoothing with a Gaussian having a FWHM equivalent to the seeing (0.75 arcsec) and then

subtracting the quasar’s nuclear PSF. The center of the subtracted nuclear PSF is marked

with a “+.” The image is 20 × 17 arcsec. In the central region, enclosed in the ellipse

drawn on the figure, the light appears to be dominated by an elliptical host (MK ≈ −25.8 or

LK ≈ 3.3L∗K at zQ,host = 0.63) to the quasar (MK ≈ −28.6 or LK ≈ 44L∗K at zQ,nuc = 0.63).

One or more of the low surface brightness features labeled “arm” and “jet” (i.e. the arm-

like and jet-like features described in the text), and the light between them, presumably

correspond to the DLA galaxy at z = 0.09, which gives rise to the DLA absorption-line

system at z = 0.0912 with NHI = 1.5× 1021 atoms cm−2. The dwarf galaxy labeled 0738 G1

is at z = 0.22, which gives rise to the DLA absorption-line system at z = 0.2212 with

NHI = 7.9 × 1020 atoms cm−2. The right panel shows an isophotal plot of the same region

where the faintest isophote corresponds to 3σ above the background.
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Table 5.3: Photometry for the OI 363 Field

Limiting G1 Jet Arm

Filter mag Aperture mag Total mag µ0 µ µ

U 24.7 23.67± 0.15 22.8± 0.15 23.8± 0.3 · · · · · ·
B 25.7 23.46± 0.05 22.7± 0.05 23.4± 0.2 · · · · · ·
R 27.0 21.49± 0.07 20.8± 0.05 21.5± 0.1 25.1± 0.2 · · ·
I 24.1 21.07± 0.12 20.4± 0.1 21.0± 0.1 · · · · · ·
J 22.8 19.82± 0.12 18.9± 0.1 19.9± 0.1 22.1± 0.5 · · ·
H 21.0 19.38± 0.12 18.7± 0.1 19.6± 0.1 · · · · · ·
K 22.5 18.52± 0.12 17.8± 0.1 18.3± 0.1 21.9± 0.2 21.5± 0.2

5.5.1.1 0738 G1 Spectrum Much of the evidence concerning the redshift and nature

of 0738 G1 comes from an optical spectrum of 0738 G1 presented and discussed in Rao et al.

(2003). They compare the 0738 G1 spectrum with a spectrum of an early-type galaxy (the

type E3 elliptical galaxy NGC 4648, Kennicutt 1992a) redshifted to z = 0.22, and suggest

that 0738 G1 is probably best classified as a dwarf elliptical, or possibly E/S0. Features in

the 0738 G1 spectrum such as the 4000 Å break, the G band at rest wavelength 4304 Å, the

MgI + MgH (“Mg b”) band at 5175 Å, the NaD lines at 5893 Å, and a TiO band at 6260

Å give strong evidence that 0738 G1 is indeed at z = 0.22.

5.5.1.2 0738 G1 Spectral Energy Distribution Since the imaging data were taken

with three different telescopes in various conditions and with widely varying limiting mag-

nitudes, an appropriate procedure had to be used to accurately determine 0738 G1’s colors.

The worst seeing conditions (≈ 1.0 arcsec) were in the U and H bands. Therefore, all of

the other images (BRIJK) were degraded to this resolution by convolution with a Gaussian

before the photometric measurements were made. An aperture size of 1.4 arcsec (≈ 4.9 kpc

at z = 0.22) was then determined to be a good choice to include most of the galactic light

detectable above the sky background in the faintest image and still yield minimal errors.
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However, it should be noted that nearly half of 0738 G1’s light in the WIYN R-band was not

included in the 1.4 arcsec aperture. Comparison of the WIYN B-band and R-band images,

which represents the best two-color data, showed no significant evidence for a color gradi-

ent in 0738 G1. The estimated errors in 0738 G1’s magnitudes (Table 5.3) include both the

statistical errors and zero-point calibration errors.

0738 G1 is a neutral-colored dwarf galaxy (B−K= 4.9) with LK = 0.10L∗K , LR = 0.12L∗R

and LB = 0.10L∗B, where an L∗ galaxy corresponds to M∗
K = −24.5, M∗

R = −21.9 and

M∗
B = −20.9. See Loveday (2000) for M∗

K , Marinoni et al. (1999) for M∗
B, and Poggianti

(1997) and Cowie et al. (1994) for K corrections.

Given the UBRIJHK colors of 0738 G1, further evidence of its redshift comes from a

derivation of its photometric redshift. As Figure 5.2 shows, z = 0.2 is the most probable

redshift based on fitting 1996 Bruzual and Charlot galaxy model templates to the colors (see

more discussion below). In particular, it was possible to obtain an excellent match to the

spectral energy distribution of 0738 G1 using hyperz (§5.4) to model a galaxy near redshift

z = 0.22. While a variety of metal abundances were considered, the fits were not very

sensitive to metallicity for these colors. However, slightly higher and lower redshifts could

not be ruled out definitively based on the photometry alone (Figure 5.2) and, in the end, the

best evidence for the z = 0.22 redshift of 0738 G1 comes from its slit spectrum (Rao et al.,

2003) and the circumstantial evidence provided by the existence of the z = 0.2212 absorber in

the field. Therefore, while the derivation of photometric redshifts for intrinsically faint DLA

galaxies would seem to be a promising method when used with the expectation that there will

be a galaxy in the field at the absorption redshift, the technique should be used with caution

since most photometric redshift techniques have been tested by comparing photometric and

spectroscopic redshifts of intrinsically luminous galaxies, and evidence suggests that DLA

galaxies are often not very luminous.

In order to consider how well the observed colors of 0738 G1 at z = 0.22 match different

types of galaxies, and what this might tell us about the present nature of 0738 G1 and its

progenitor, hyperz was also used to determine a range of spectral synthesis models. First the

colors of 0738 G1 were dereddened using a Galactic extinction law and AB = 0.18 (Cardelli,

Clayton, & Mathis 1989). Hyperz was then used to investigate the range of models and
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Figure 5.2: χ2 plot showing the reliability of the photometric redshift determination for

0738 G1. The most probable photometric redshift is z ≈ 0.2, which matches the slit redshift.
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ages that produced acceptable fits to the observed colors of 0738 G1. For the analysis the

metallicity was set to 20% of the solar value. The amount of intrinsic visual extinction, AV ,

was allowed to be a free parameter, assuming that the Calzetti et al. (2000) reddening law

holds. The available GISSEL96 template sets were for an instantaneous single-burst model,

plus models with exponentially decreasing star formation rates with e-folding times in Gyrs

of τ = 1, 2, 3, 5, 15, 30, and infinity (i.e. constant star formation rate). Models with τ < 3

are generally taken to correspond to early type galaxies (e.g. type E or S0). Of these models,

the burst models at ages between 0.36− 3.5 Gyrs, and with AV ranging between 1.3− 0.1,

respectively, were found to give acceptable fits to the color data. Also, a τ = 1 model with

AV = 0.5 fits the color data reasonably well at an age of 3.5 Gyrs. A 0.72 Gyr old burst

model with AV = 1.0 mag gave the best overall fit. [Note that for the Cardelli et al. (1989)

Galactic extinction law, AV = 1 corresponds to NHI = 1.9 × 1021 atoms cm−2; while for

the Calzetti et al. (2000) extinction law which was used in the hyperz simulations, AV = 1

might lie in the range NHI = 0.4− 2.0× 1021 atoms cm−2, but a good estimate is hindered

by the absence of a metallicity measurement for 0738 G1. This should be compared to the

value observed in the z = 0.22 absorber at impact parameter b = 20 kpc, NHI = 7.9× 1020

atoms cm−2.] Figure 5.3 shows the color data with the models over-plotted. The best-fitting

model is in panel (a) and three reasonable alternative models are shown in panels (b), (c),

and (d). These galaxy templates are generally consistent with the observed spectrum of

0738 G1 (Rao et al., 2003). A comparison of the model fits shown in Figure 5.3 indicates

that far-UV observations could break some of the UBRIJHK color degeneracy which makes

it hard to distinguish age and extinction in burst models. Thus, lacking far-UV photometry

of 0738 G1, it can only be inferred that the progenitor population originated at a formation

epoch between zf ≈ 0.26 (corresponding to the 0.36 Gyr old burst model) and zf ≈ 0.84

(corresponding to the 3.5 Gyr old models). For the four models illustrated in Figure 5.3,

Figure 5.4 shows the corresponding inferred color (B−K) evolutionary history of 0738 G1’s

progenitor prior to its current state at z = 0.22, including effects due to the K-correction

but assuming that no change in intrinsic dust extinction occurred. As would be expected,

in all cases the color evolution suggests that the progenitor of 0738 G1, with B−K= 4.9 at

z = 0.22, would have been considerably bluer close to its formation epoch, i.e., B−K<4
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Figure 5.3: Photometry of 0738 G1 (z = 0.22) corrected for Galactic reddening (AB = 0.18)

and converted to an fλ scale showing the agreement between the colors (U, B, R, I, J, H, K)

and the 1996 models of Bruzual and Charlot (see Bruzual A. and Charlot, 1993). The four

panels are as follows: (a) a 0.72 Gyr old instantaneous-burst model with AV = 1.0, (b) a 0.36

Gyr old instantaneous-burst model with AV = 1.3, (c) a 3.5 Gyr old instantaneous-burst

model with AV = 0.1, and (d) a 3.5 Gyr old model with an exponentially decreasing star

formation rate (τ = 1 Gyr and AV = 0.5). All models use 20% solar metallicity and use a

Scalo (1986) initial mass function. Panel (a) is the best-fitting model, while the others are

acceptable alternatives.
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Figure 5.4: Calculated B−K color evolution of 0738 G1 (z = 0.22) from its formation epoch to

the present. Panels a-d correspond to panels a-d in Figure 5.3, respectively. Dust extinction

was assumed constant in the calculation.
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at z ≈ zf . Therefore, 0738 G1 might be a faded, low-redshift counterpart originating from

the population of moderate-redshift (z ≈ 0.3 − 0.9) “faint blue galaxies” that have been

identified in surveys (e.g., Ellis, 1997, and references therein). Further details are given in

the next section.

5.5.1.3 0738 G1 Star Formation Rate A 4σ upper limit to the Hα flux of fHα <

2.5× 10−16 ergs cm−2 s−1 was derived by Rao et al. (2003). At z = 0.22 this translates to an

Hα luminosity of LHα < 3.4 × 1040 ergs s−1 and a corresponding star formation rate < 0.3

M¯ yr−1 (Kennicutt, 1992b). This limit is not unexpected for the bulge-dominated region

of a galaxy.

The details of the star formation process that correspond to the spectral synthesis models

which were discussed in the previous section and illustrated in Figures 5.3 and 5.4 can also

be specified. Using the total magnitudes given in Table 5.3 it is found that: (a) for the

best-fitting 0.72 Gyr old burst model there is (of course) no current star formation and the

total stellar mass involved is 5.8 × 109 M¯, (b) for the 0.36 Gyr old burst model the total

mass is 5.3 × 109 M¯, (c) for the 3.5 Gyr old burst model the total mass is 7.1 × 109 M¯,

and (d) for the 3.5 Gyr old τ = 1 model the total mass is 7.6 × 109 M¯, where the initial

star formation rate is 7.8 M¯ yr−1 and the star formation rate at z = 0.22 is 0.24 M¯ yr−1.

This is consistent with the upper limit on the star formation of 0.3 M¯ yr−1 from Hα. Note

that using total magnitudes (Table 5.3) results in stellar masses and star formation rates

that are about a factor of two larger than when aperture magnitudes are used.

5.5.1.4 0738 G1 Radial Brightness Profile The radial brightness profile of 0738 G1 is

also of interest. Using the WIYN R-band data with the best seeing (≈ 0.55 arcsec), the radial

brightness profile of 0738 G1 was analyzed. The observed light profile is the convolution of

the true, two-dimensional light profile and the image PSF. If the true profile is symmetric

and the PSF is well approximated by a Gaussian, the convolution reduces to a simple one-

dimensional integral (see Binney & Tremaine 1987) that makes it possible to compare a

model radial brightness profile to the data in a straightforward manner. The observed light

profile of 0738 G1 is very close to symmetric, so this method was used. Elliptical isophotes
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were fitted to the brightness profile of 0738 G1. The resulting radial brightness profile along

the semi-major axis is shown in Figure 5.5. Three models were fitted to the data: (a) a pure

r1/4 (bulge) profile, (b) a pure exponential (disk) profile, and (c) a combination bulge-disk

profile. As shown in the corresponding panels (a-c) of Figure 5.5, a pure-disk model is a

poor fit, while a pure-bulge model gives better results. The bulge-disk combination is clearly

the best fit and is the preferred model, but it includes an extra free parameter. This simple

model and the small angular extent of 0738 G1 compared to the seeing make it difficult to

pin down the bulge-to-total light ratio, the bulge half-light radius or the disk scale-length

with accuracy, but the fits suggest that a moderate amount of each is necessary to fit the

light profile well.

Owing to the need for some disk light, this result therefore seems reasonably consistent

with the interpretation that 0738 G1 is an early-type “dwarf spiral,” which has been discussed

as a recently-recognized new class of galaxy (Schombert et al., 1995). In many respects these

galaxies resemble the H I-rich dwarf Es, E/S0s, and S0s mentioned in §5.5.1.1. According

to Schombert et al. (1995), the dwarf spirals are found only in the field and have total

luminosities MB > −17.6, diameters R26 < 6.5 kpc, low central surface brightnesses µ0 > 24

B mag arcsec−2, and low H I masses MHI ≤ 1.7× 109 M¯ (converting the Schombert et al.

(1995) values to the assumed cosmology with H0 = 65 km s−1 Mpc−1). This represents a

class of objects which are currently rich in neutral gas, relative to their low surface brightness,

and small in angular size. The central surface brightness of 0738 G1 (µ0 ≈ 23.4 mB arcsec−2)

is somewhat brighter than the parameters given by Schombert et al. (1995).

5.5.1.5 0738 G1 H I Mass Estimate 0738G1 is displaced 5.7 arcsec from the quasar

sight-line, corresponding to an impact parameter of b = 20 kpc. This is a relatively large

impact parameter in relation to the apparent optical size of 0738 G1 (Figure 5.1). It is not

unusual to find evidence for a relatively large impact parameter when trying to identify

galaxies giving rise to quasar absorption-line systems, but it is somewhat surprising for a

DLA system and so it leaves open the possibility that the site of the absorption is an H I

cloud in a galaxy that is a companion to 0738 G1. However, consideration of this is beyond

the scope of the available data, so only the description of 0738 G1 is presented here. If the
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Figure 5.5: Model fits to the R-band radial light profile of 0738 G1: (a) an r1/4 (bulge)

profile alone, (b) an exponential (disk) profile alone, and (c) the best-fitting model where

the interior isophotes are dominated by an r1/4 law and the outer isophotes are dominated

by an exponential.
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z = 0.2212 absorber is assumed to have a uniform H I column density of ≈ 8 × 1020 atoms

cm−2 extended over a radius equal to the impact parameter, then its deduced H I mass is

MHI ≈ 3 × 1010 M¯. This H I mass estimate is about an order of magnitude greater than

quoted above for H I-rich dwarf Es, E/S0s, S0s, or spirals, though it would be much smaller

if the covering fraction is significantly less than unity.

5.5.1.6 The “Fuzz” Near the Quasar (z=0.09) The arm-like and jet-like features

are the two brightest patches of low surface brightness extended light near the quasar (i.e.

the “fuzz”). Since there is no useful spectrum of any part of the fuzz or data that can be

used to derive a photometric redshift for these features, their redshifts cannot be known with

certainty. In principal, the light could be from a combination of: (1) unrelated foreground

or background objects at neither of the two damped redshifts, (2) the quasar host galaxy at

z = 0.63, (3) the “true” DLA galaxy at z = 0.22 (assuming that 0738 G1 at redshift z = 0.22

does not have a sufficient H I extent), and (4) the DLA galaxy at z = 0.09. Examination of

the infrared images do suggest a combination of objects or perhaps a single disturbed object

(see Figure 5.1). Therefore, each of these four possibilities will be discussed.

(1) Contamination from unrelated objects is possible. However, examination of the

infrared images suggests that < 1% of the frame contains detectable infrared sources at the

sensitivity of the K-band images. Therefore, if an unrelated object or objects are present

near the quasar sight-line, this is an unlucky configuration, so this possibility will not be

considered further.

(2) There is a reasonable chance that some of the quasar’s host galaxy light at z = 0.63

is present in the infrared light surrounding the quasar. The quasar, OI 363, is optically

luminous (V≈16.1, MV ≈ −26.1) and radio loud. Infrared studies of optically luminous,

radio loud quasars in the H-band (McLeod and Rieke, 1994) show that it is not unusual

for these types of quasars to have luminous host galaxies, e.g., > 2L∗H , and HST-WFPC2

studies at z < 0.46 show that the host galaxies of radio loud quasars are almost exclusively

ellipticals (McLure et al., 2000; Hamilton et al., 2002, references therein). Examination of

the infrared OI 363 images after subtraction of the unresolved nuclear quasar light (Figure

5.1) indicates that the remaining light is not exclusively from an elliptical host centered
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on the quasar. A reasonable deconvolution of the image suggests that the nuclear quasar

component has MK ≈ −28.6 (LK ≈ 44L∗K) while its host has an r1/4 profile and MK ≈ −25.8

(LK ≈ 3.3L∗K), which is completely consistent with previous findings on radio loud quasar

hosts. Nevertheless, after subtraction of the nuclear and host components some light remains

between the arm-like and the jet-like features. In any case, the mere presence of the arm-

like and jet-like features indicates that the surrounding light is not exclusively associated

with an elliptical host. An illustration of the light that is believed to be dominated by the

quasar elliptical host is contained within the ellipse drawn ixn Figure 5.1. However, there

are uncertainties with this deconvolution and better spatial resolution would be needed to

accurately separate out the various components.

(3) The possibility that some of the extended, low surface brightness light surrounding

the quasar is due to the DLA galaxy at z = 0.22 is dismissed since 0738 G1 is identified

as the DLA galaxy. However, recall that the impact parameter of 0738 G1 is 5.7 arcsec or

b = 20 kpc, which may be large for a dwarf galaxy giving rise to DLA absorption (§5.5.1.5).

(4) From the arguments presented above (1-3), it is concluded that some of the light

surrounding the quasar is from the DLA galaxy at z = 0.09.

Owing to the approximately circular nature of the resolved light, regardless of whether

a contribution from an elliptical host is removed, and the possibility of an actual spiral arm,

it may be that this DLA galaxy is a nearly face-on spiral. The considerable morphological

structure surrounding the quasar does leave open the possibility that the z = 0.09 DLA

galaxy is an irregular or an interacting system. However, the 21 cm HI absorption might

be expected to be complex if an interaction occurred, and there is no evidence for this in

the present 21 cm data (see 5.2.1). In either case, to place a conservative upper limit on

the light from the z = 0.09 DLA galaxy it is appropriate to assume that all of the light

surrounding the unresolved part of the quasar image (including what is believed to be the

quasar host) belongs to it. With this assumption an upper limit on the K-band luminosity of

the DLA galaxy at z = 0.09 of LK ≈ 0.13L∗K is obtained. Assuming the arm-like and jet-like

features are both at z = 0.09, the arm-like feature has LK ≈ 0.0007L∗K with color R−K>5.5

(i.e. it is red and not detected in the R-band WIYN data) and the jet-like feature has

LK ≈ 0.0005L∗K with a blue color of R−K≈3.2. This would imply that the jet-like feature is
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a site of relatively recent star formation, while the arm-like feature is an older population.

The diameter of the measurable light distribution was estimated to be ≈ 7 − 9 arcsec, or

≈ 12 − 16 kpc, and the separation from the quasar sight-line to be < 2 arcsec, or impact

parameter b < 3.6 kpc. As noted above, light contributed by an elliptical quasar host galaxy

(i.e. some light inside the ellipse shown in Figure 5.1) might have to be subtracted from the

measured upper limit on the DLA galaxy’s light in order to determine its true luminosity. In

fact, a reasonable deconvolution suggests that the quasar host contributes ≈ 50% of the total

measured light, in which case the luminosity of the z = 0.09 DLA galaxy is LK ≈ 0.08L∗K .

Regardless of the amount of contribution from the host galaxy, the resulting interpretation

is that the z = 0.09 DLA galaxy is a low surface brightness galaxy with a diameter of ≈ 14

kpc at low impact parameter from the quasar sight-line. The details cannot be sorted out

definitively without better data. Thus, the morphology of this low surface brightness dwarf

galaxy remains uncertain − (another?) dwarf (possibly face-on) spiral, or an irregular, or

an interacting system.

Given the above indication of the putative z = 0.09 DLA galaxy’s diameter, it is useful

to estimate its H I gas mass using some reasonable assumptions. If it simply is assumed that

the circular H I gas radius is the same as the extent of the galaxy seen in the K-band image

(i.e. radius r ≈ 7 kpc) and that the H I column density is uniformly NHI ≈ 1.5× 1021 atoms

cm−2 over that extent, the deduced H I mass is MHI ≈ 6.5 × 109 M¯. This is a factor of 2

larger than the upper limit of Lane (2000) but, as discussed in §5.2.1, some of the H I 21 cm

emission searched for by Lane (2000) may have been missed since velocity intervals which

included absorption had to be excluded in their analysis. At the same time, the assumptions

used above may over-estimate the H I mass since the impact parameter is evidently small

and the H I gas distribution may be patchy or fall off exponentially with impact parameter.

Nevertheless, the order of magnitude of this estimate is of interest; the total H I mass is

smaller than the estimate for the z = 0.2212 DLA system (§5.5.1.5).
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5.5.2 B2 0827+243

This quasar sight line contains a DLA system at z = 0.525 with column density NHI =

(2.0±0.2)×1020 atoms cm−2 (RT00). Figure 5.6 shows ≈ 30′′ × 30′′ B, R, I, and K images of

this field. The quasar PSFs have been subtracted and the residuals masked out. The galaxy

6′′ to the east of the sight line, labeled G1, was identified as the DLA galaxy (Steidel et al.,

2002) A posteriori, a hint of a Southwest extension to 0827 G1 was found in the smoothed

I-band image (see inset in Figure 5.6) consistent with the possible satellite galaxy reported

by Steidel et al. (2002) The I-band image was obtained in 1.1′′ seeing compared to the ≈ 0.1′′

seeing of the HST image. Thus, the satellite noted by Steidel et al. (2002) is unresolved and

is not distinct from 0827 G1 in the ground-based image. It is possible that the Southwest

extension detected here is a low surface brightness feature of the interacting system and was

not detected in the HST image. In either case, the imaging data are consistent with 0827 G1

being a disturbed spiral galaxy.

Although the impact parameter of 0827 G1 is large (b = 34 kpc), its high inclination

angle should increase the likelihood that DLA column densities could be observed at large

galactocentric distances. But it is also possible that an object hidden under the quasar PSF

might be the actual absorber. To explore this possibility, the quasar PSF was subtracted in

the WFPC2 image using the procedure described in Hamilton et al. (2002), but no convincing

evidence for a galaxy hidden under the quasar PSF was found.

Photometric measurements of 0827 G1 along with 1σ uncertainties are given in Table

5.4. Results from stellar population spectral evolutionary synthesis model fits redshifted to

z = 0.525 are shown in Figure 5.7. Details of the models and fitting procedures are described

in §5.4. The best-fit single-burst model, a 0.05 Gyr old burst with E(B−V ) = 0.6, results in

a reduced χ2 of 5.5. A family of two-burst models having approximately equal combinations

by mass of (1) a dusty [0.6 . E(B − V ) . 0.9], young (0.01 Gyr) burst and (2) a nearly dust

free [0.0 . E(B − V ) . 0.2], 0.2 to 0.6 Gyr old burst have the smallest reduced χ2 values,

but these are also statistically poor fits with reduced χ2 values between 4.8 and 5.2. The

fit with the smallest reduced χ2 is shown in Figure 5.7. Apparent magnitudes from Table

5.4 along with K-corrections derived from this best-fit model give absolute magnitudes for
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Figure 5.6: B, R, I, and K images of the B2 0827+243 field that contains a DLA system

at z = 0.525. The quasar PSFs have been subtracted and the residuals have been masked.

0827 G1 has a measured redshift of z = 0.5258 (Steidel et al., 2002) and is identified as the

DLA galaxy. The inset is a smoothed image of 0827 G1 in I, where a gaussian smoothing

with σ = 0.8 pixels has been applied. The outermost contour is 1σ above the sky background.

Note that the N-S oriented edge-on galaxy ≈ 15′′ East of the quasar is at z = 0.199 (Steidel

et al., 2002).
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Table 5.4: Photometry of 0827 G1

mU mB mR mI mK

22.61± 0.16 22.76± 0.04 20.82± 0.05 20.34± 0.05 17.07± 0.05

Figure 5.7: Best-fit two-burst model of a galaxy at z = 0.525 overlaid on the photometry

of 0827 G1 in the B2 0827+243 field. The open circles with 1σ error bars are photometric

measurements. For comparison, the filled diamonds are model flux values determined at the

effective wavelength of the filter by convolving the filter response function with the model

spectral energy distribution. The model is a two-burst combination of (1) a 48% by mass

burst that is young (0.01 Gyr) and dusty with E(B−V ) = 0.6 and (2) a 52% by mass burst

that is older (0.6 Gyr) and dust free with E(B − V ) = 0.0.
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0827 G1 of MU = −20.3, MB = −20.6, MR = −21.7, MI = −22.1 and MK = −24.7 at

z = 0.525.

5.5.3 PKS 0952+179

The DLA system towards this quasar is at redshift z = 0.239 with column density NHI =

(2.1±0.3)×1021 atoms cm−2 (RT00). Figure 5.8 shows 20′′ × 20′′ images of this field through

the B, R, J , and K filters. The quasar PSF has been subtracted in the B, R, and J images

and the residuals have been masked out. The quasar has simply been masked out in the K

band image because there were no suitable bright stars in the IRTF-NSFCAM field of view

that could be used to perform a good PSF subtraction of the quasar light. All four images

have been smoothed to enhance low surface brightness features. Objects identified in the

J image that are detected in at least one of the B, R, and K images have been numbered

sequentially in order of increasing radial distance from the quasar. The objects labeled 1

and 2 are detected in both J and K and, due to their proximity to the quasar sight line,

are the best candidates for the DLA galaxy. Their morphology suggests that they might be

two nearly edge-on galaxies. While the J image, with a seeing of 0.7′′ and limiting surface

brightness of 24 mag/arcsec2, is exceptionally good by ground-based imaging standards,

higher resolution imaging, for example with NICMOS on HST, is required to be better able

to resolve these features and, perhaps, comment on the nature of the z = 1.478 quasar host

galaxy as well (Kukula et al., 2001, cf). Table 5.5 gives the positions of the labeled objects

relative to the quasar along with apparent magnitudes and 1σ uncertainties.

5.5.3.1 An ERO at z=0.239? The brightest of these in K, object 7, is an extremely

red object (ERO) with R − K = 6.5 (see Table 5.5). EROs are generally thought to be

either ellipticals at z & 1 whose red colors are due to large K-corrections or star forming

galaxies whose red colors are due to heavily obscured stellar or AGN emission (e.g. Cimatti

et al., 1999; Dey et al., 1999; Daddi et al., 2000; Smith et al., 2001). The lowest redshift

ERO known is the z = 0.65 galaxy, PDFJ011423 (Afonso et al., 2001), whose red colors

and spectral energy distribution are consistent with it being a dusty starburst with 5 to

102



Figure 5.8: Smoothed B, R, J , and K images of the PKS 0952+179 field that contains a

DLA system at z = 0.239. The PSF of the quasar has been subtracted in the B, R, and J

images, but not in the K image as there was no suitable PSF star in the field. The residuals

in B, R, and J , and the quasar in K have been masked. Objects are labeled only on the

J image for clarity. All ten of these are detected in K. Features in the B and R images

that lie at the edges of the mask are artifacts of the PSF subtraction process; only objects

labeled 3, 4, 5, 8, 9, and 10 are detected in B, while those labeled 3, 4, 5, 7, 8, 9, and 10 are

detected in R. Objects 1 and 2 are the best candidates for the DLA galaxy. Object 7 is an

ERO with R−K = 6.5. See §5.5.3.1 for more details.
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Table 5.5: Photometry of Objects in the PKS 0952+179 Field

Object ∆α ∆δ mB mR mJ mK

′′ ′′

1 −2.9 −0.1 · · · · · · 22.3± 0.2 21.2± 0.3

2 +1.4 −1.8 · · · · · · 23.1± 0.4 20.8± 0.1

3 −3.7 −4.3 25.9± 0.3 25.2± 0.2 22.5± 0.3 20.7± 0.2

4 +3.5 +5.1 25.0± 0.2 24.5± 0.2 22.1± 0.2 20.1± 0.2

5 −6.7 −4.4 24.8± 0.2 24.0± 0.1 23.2± 0.4 20.4± 0.2

6 +6.8 +0.5 27.1± 0.7 27.1± 0.8 22.3± 0.3 20.6± 0.2

7 +7.5 −2.0 · · · 25.9± 0.3 22.0± 0.3 19.4± 0.1

8 +7.0 −3.9 27.9± 1.6 25.1± 0.2 23.0± 0.4 21.8± 0.4

9 +1.9 +8.4 24.9± 0.2 24.5± 0.1 22.4± 0.3 21.0± 0.2

10 +7.8 −8.7 25.0± 0.2 24.5± 0.2 22.5± 0.3 21.2± 0.3
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6 magnitudes of optical extinction. Other EROs classified as starbursts have similar dust

extinctions (Afonso et al., 2001). PDFJ011423 is bright in K (mK = 15.3) and has extremely

red colors with R−K = 5.8 and J−K = 3.1. In comparison, object 7 is relatively faint with

K = 19.4 and is also extremely red with R−K = 6.5 and J−K = 2.6. The redshift of object

7 is not known, but if it is at the DLA redshift, it would have to be a star forming region that

is heavily obscured by dust. At z = 0.239, K = 19.4 corresponds to MK = −20.7, where

a K band K-correction of −0.2 magnitudes has been applied (Cowie et al., 1994). This

implies an absolute luminosity of LK = 0.03L∗K , comparable to the luminosity of a single

star-forming region within a galaxy. It is found that, based on GISSEL99 galaxy spectral

evolutionary synthesis models, its colors can be attributed to a region of star formation with

age . 0.6 Gyr at z = 0.239 if the extinction is AV & 4.8. Thus, the luminosity, colors, and

implied extinction are consistent with object 7 being at z = 0.239. If confirmed, it would be

the lowest redshift ERO known.

However, the observational constraints are not tight enough to rule out the possibility

that object 7 is a higher redshift elliptical galaxy. Its colors fall on the “starburst” side,

but near the edge, of the R − K versus J − K plane used to classify EROs (Pozzetti &

Mannucci 2000). Uncertainties in the photometry as well as in the definition of the plane

do not preclude object 7 from crossing the plane and being classified as a passively-evolving

elliptical at z ≈ 1.5 (Cimatti et al., 1999). In this case, object 7 might be part of a cluster of

galaxies that also includes the quasar PKS 0952+179 (zem = 1.478); it would be ∼ L∗ at this

redshift. A significant number of EROs are detected in the extended 5′×5′ field surrounding

this quasar, and this might be supporting evidence for the over-density of EROs found by

Cimatti et al. (2000) around radio loud quasars. Thus, the proximity of object 7 to the DLA

galaxy might just be a coincidence.

5.5.3.2 The DLA Galaxy While the nature of none of the objects labeled in Figure

5.8 is known for certain, it is of interest to examine the possibility that they are star-forming

regions associated with the DLA galaxy. The colors of all the labeled features are consistent

with them being at z = 0.239, but with varying degrees of obscuration. The implications

might be that the DLA galaxy is either a patchy LSB galaxy or a disturbed system in which
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object 7 is a recently-triggered star-forming region. The galaxy would extend anywhere from

≈ 45 kpc (objects 1 to 7) to ≈ 55 kpc (objects 5 to 7). The total luminosity of the PKS

0952+179 DLA galaxy cannot be measured since some of it is likely to be hidden by the

quasar PSF. The total luminosity of all the objects labeled in Figure 5.8 is mK = 18.1. If

this is considered a lower limit to the luminosity of the DLA galaxy, then MK < −22.0 or

LK > 0.1L∗K . If only objects 1 and 2 were part of the DLA galaxy, it would extend ≈ 24

kpc with mK < 20.2, MK < −19.5, and LK > 0.01L∗K . If objects 1 and 2 were two edge-on

galaxies, as their J-band morphologies might suggest, then possibly half of the galaxy that

is object 1 is obscured by the quasar PSF. In this case, each of the edge-on galaxies would

be a dwarf with a luminosity on the order of 0.01L∗K .

However, in the absence of higher-resolution imaging, objects 1 and 2 are tentatively

identified as the DLA galaxy since these have the smallest impact parameters, and since

there is no observable emission between these and objects 3 – 10. Given the assumption

that half of object 1 is obscured by the quasar PSF, objects 1 and 2 have a total luminosity

of LK = 0.02L∗K . Since these objects extend into the quasar PSF, their impact parameter

cannot be determined to better than the radius of the circle that encloses all residuals left

over from subtracting the quasar PSF in the unsmoothed J-band image. This is because

subtracting the PSF resulted in noisy residuals near the PSF core and no useful information

could be extracted within this radius. The radius was measured to be 1.2′′ which, at z =

0.239, implies b < 4.5 kpc.

Note that luminous galaxies in the extended field surrounding this quasar have spectro-

scopic redshifts different from the DLA absorption redshift (Bergeron and Boisse, 1991), and

that the z = 0.239 system is the only known absorption-line system in the spectrum of this

quasar. High resolution observations of the z = 0.239 Mg II absorption line do not exist,

and so the kinematic structure of the Mg II-absorbing gas has not been studied in detail.

However, the 21 cm absorption line is narrow with a FWHM of only 7.7 km s−1 (Kanekar &

Chengalur 2001a), indicative of simple kinematic structure.
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5.5.4 PKS 1127-145

This DLA system is at z = 0.313 with column density NHI = (5.1± 0.9)× 1021 atoms cm−2

(RT00). Figure 5.9 shows ≈ 50′′ × 50′′ images of this field in U , B, R and J . The quasar

PSF has been subtracted in each of the four images and the residuals have been masked out.

Furthermore, the images have been smoothed to enhance low surface brightness features. The

two large spiral galaxies, labeled “a” and “b”, are at the DLA redshift (Bergeron and Boisse,

1991). Galaxy “a” is clearly warped and has a dwarf companion ≈ 2′′ to the Southwest.

Galaxy “b” has a faint extension towards the East that is visible in R and J . The object

3′′ West of the quasar, labeled 1, is an emission-line object with a confirmed redshift of

z = 0.3121± 0.0003 (Lane et al., 1998a). No emission lines were detected in the spectrum of

object 3, and so its redshift is not known. However, the J band image in Figure 5.9 suggests

that there may be LSB features to the East of the quasar that extend out to the position

of object 3. Thus, the “DLA galaxy” is identified as the patchy/irregular LSB structure

visible primarily in J that extends ≈ 10′′ (44 kpc) in the N-S as well as E-W directions and

encompasses objects 1, 2, 3, and 4.

Since the DLA galaxy as defined above overlaps with the quasar PSF, its impact param-

eter cannot be determined to better than the radius of the circle that encloses all residuals

left over from subtracting the quasar PSF in the unsmoothed J-band image. This radius,

which is assumed to be an upper limit to the DLA galaxy’s impact parameter, was measured

to be 1.5′′ which, at z = 0.313, implies b < 6.5 kpc. No useful information could be extracted

within this radius. The DLA galaxy is quite possibly the remains of a dwarf galaxy that is

being tidally disrupted by the more massive spirals, and in which these four objects represent

regions of recent star formation.

5.5.4.1 Photometry Photometric measurements of objects 1, 2, 3, and 4 are given in

Table 5.6 along with their 1σ uncertainties. Object 2 is below the detection limit in R and

has R−J > 2.3. Lower limits to the U , B, R, and K magnitudes of object 2 were measured

with the same aperture size used to measure its magnitude in J .

Objects 1, 3, and 4 have blue colors. Stellar population synthesis model fits to the
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Figure 5.9: Smoothed U , B, R, and J images of the PKS 1127−145 field that contains a

DLA system at z = 0.313. The PSFs of the quasar have been subtracted and the residuals

masked. The DLA galaxy is assumed to be the patchy/LSB structure that extends between

objects 3 and 1 in the E-W direction and between objects 4 and 2 in the N-S direction.

Object 1 has a measured slit redshift of z = 0.3121. The two large spirals in the field,

labeled “a” and “b” are also at the DLA redshift. Note the presence of several EROs that

are visible in J but are faint or below the detection limit in R. The ring-like structures

around the quasar in B and R, left over from the quasar PSF subtraction process, appear

enhanced due to the smoothing and are not real.
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Table 5.6: Photometry of Objects in the PKS 1127−145 Field

Obj ∆α ∆δ mU mB mR mJ mK

′′ ′′

1 +3.8 +0.3 23.00± 0.19 24.09± 0.15 22.58± 0.08 21.87± 0.13 20.64± 0.15

2 +2.5 −5.8 >23.9 >24.8 >24.5 22.02± 0.13 >20.3

3 −5.4 −1.6 23.55± 0.21 23.68± 0.09 22.40± 0.07 20.94± 0.07 20.23± 0.20

4 +3.2 +7.2 23.93± 0.25 24.94± 0.17 24.11± 0.19 22.93± 0.22 20.96± 0.30

photometry of these star-forming regions are shown in Figure 5.10. Details of the models

are given in §5.4. For object 1, a family of single bursts fit the data well. These have burst

ages ranging from 0.1 to 0.3 Gyr and 0.0 . E(B − V ) . 0.10. The top panel of Figure 5.10

shows the best-fit model, which is a 0.2 Gyr old burst with no extinction. This fit resulted

in a reduced χ2 of 1.37.

Single burst models are not a good fit to the photometry of object 3. The best fit has

a high reduced χ2 of 3.80. For two-burst models the best fit, with a reduced χ2 of 1.77, is

obtained when the populations are (1) an ≈ 70% by mass burst that is young (0.001 Gyr)

and dusty with E(B − V ) ≈ 0.7, and (2) an ≈ 30% by mass burst that is 1.0 Gyr old with

no dust. This two-burst model is shown in the middle panel of Figure 5.10.

Object 4 is well fit by a family of single bursts having ages in the range of 0.01 to 0.05

Gyrs and 0.05 . E(B − V ) . 0.2. Of these, the best-fit model is a 0.01 Gyr burst with

E(B−V ) = 0.2 and results in a reduced χ2 of 1.01. This single-burst model is shown in the

lower panel of Figure 5.10.

The absolute magnitudes of the three objects were determined using the apparent mag-

nitudes given in Table 5.6 along with K-corrections derived from their best-fit SED. In the

R band, these are −18.1, −18.6, and −16.6 for objects 1, 3, and 4 giving a total R band

luminosity for the galaxy of MR = −19.2 or LR = 0.16L∗R. Here, the luminosities of the

three features have been added and the result reported as the luminosity of the DLA galaxy.

In the K band, absolute magnitudes −19.7, −20.2, and −19.6 are found with a total K band
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Figure 5.10: Stellar population spectral synthesis model fits at z = 0.313 for objects 1, 3,

and 4 in the PKS 1127−145 field. The open circles with 1σ error bars are photometric

measurements. For comparison, the filled diamonds are model flux values determined at the

effective wavelength of the filter by convolving the filter response function with the model

spectral energy distribution. The best-fit model for object 1 is a single 0.2 Gyr old burst

with no extinction. Object 3 is best fit by a two-burst model with (1) an ≈ 70% by mass

burst that is young (0.001 Gyr) and dusty with E(B−V ) ≈ 0.7, and (2) an ≈ 30% by mass

burst that is 1.0 Gyr old with no dust. Object 4 is best-fit by a single 0.01 Gyr burst with

E(B − V ) = 0.2.
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luminosity of M∗
K = −21.0 or LK = 0.04L∗K .

5.5.4.2 More EROs Closer inspection of Figure 5.9 reveals many objects in this 50′′ ×
50′′ field that are relatively bright in J , but are below the detection limits or are very faint in

R. Several of these are in the vicinity of galaxy “b” and could well be dusty regions in which

star formation is being triggered by the interaction between galaxies “a” and “b”. Their

location is compelling evidence for their association with the z = 0.313 galaxies, though the

possibility that they are associated with the radio-loud, zem = 1.187, quasar cannot be ruled

out.

5.5.4.3 Kinematics High resolution observations of the Mg II absorption line have not

been published but the high rest equivalent width of the 2796 Å line, W λ2796
0 = 2.21 Å,

implies a velocity width of & 240 km s−1. The 21 cm absorption line profile of this DLA

system is also complex (Lane, 2000), and has been shown to vary on time scales of a few

days (Kanekar & Chengalur 2001b). The 21 cm absorption line extends over 85 km s−1 and

is resolved into 5 components. The deepest component, with optical depth τ ≈ 0.11, is at

the low-velocity end of the profile. Prochaska and Wolfe (1997, 1998) have used simulations

to show that this type of leading-edge profile is produced along a line of sight that passes

through a rotating disk. On the other hand, Haehnelt et al. (1998), who consider gas infall

due to merging, and McDonald and Miralda-Escudé (1999) who consider moving clouds in

a spherical halo, have also reproduced leading-edge line profiles. In the case of the PKS

1127−145 DLA system, both the image and kinematics are more consistent with the latter

interpretations. However, this DLA system appears to be even more complex in its structure

and kinematics since it is not an isolated system and probably owes its morphology to the

nature of its environment.

5.5.5 PKS 1629+120

The sight line towards the quasar PKS 1629+120 (V = 18.4, zem = 1.795) contains a DLA

system at z = 0.532 with column density NHI = (5.0± 1.0)× 1020 atoms cm−2. This system
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was discovered in an HST Cycle 9 survey for DLAs in strong Mg II-Fe II absorption-line

systems (see Rao et al., 2003). This line of sight has two Mg II systems, one at z = 0.5313

with Mg II W λ2796
0 = 1.40 Å and Fe II W λ2600

0 = 0.70 Å (Aldcroft et al., 1994), and one at

z = 0.9005 with Mg II W λ2796
0 = 1.06 Å and Fe II W λ2600

0 = 0.63 Å (Barthel et al., 1990).

The z = 0.9005 system is sub-DLA with NHI = (5.0 ± 0.4) × 1019 atoms cm−1 (Rao et al.,

2003).

5.5.5.1 Imaging Results Figure 5.11 shows ≈ 40′′ × 40′′ U , B, R and K images of this

field. All four quasar PSFs have been subtracted, resulting in residuals that are comparable

to the background in each image. The position of the quasar is marked with a “+”. Unre-

solved objects are labeled with an “S” and are presumed to be stars while resolved objects

are galaxies labeled with a “G”. They are numbered in order of increasing distance from the

quasar. 1629 G1 appears patchy in U , possibly indicating regions of recent star formation.

An edge-on, disk-like structure can be seen in B. It appears bulge-like in K, and shows

signs of both bulge and disk structure in R. These morphological features are consistent

with 1629 G1 being a mid-type spiral galaxy. As is shown below, the photometry of 1629 G1

is consistent with it being the DLA galaxy at z = 0.532. In this case, its impact parameter,

i.e., the projected distance from the center of 1629 G1 to the center of the PSF of the quasar,

is b = 17 kpc.

5.5.5.2 Photometry of 1629 G1 Photometric measurements and 1σ uncertainties of

1629 G1 are given in Table 5.7. These magnitudes were used to determine a photometric

redshift for 1629 G1 by using the galaxy spectral templates of Bruzual & Charlot (2003,

in preparation) in a principal component analysis (A. Conti, private communication). The

best-fit template was determined at redshifts 0 < z < 2 in steps of 0.001. The resulting

reduced χ2, which was determined at each step, has a minimum equal to 0.7 at z ≈ 0.59

and redshifts in the range 0.50 < z < 0.65 are good fits with reduced χ2 ≤ 1. The reduced

χ2 at z = 0.90 is ≈ 4, making z = 0.90 ≈ 30 times less probable than z = 0.59. Therefore,

the possibility that 1629 G1 is the sub-DLA galaxy at z = 0.901 can be ruled out, and that

1629 G1 is the DLA galaxy at z = 0.532 is assumed. However, a slit redshift is required to
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Figure 5.11: U , B, R, and K images of the PKS 1629+120 field that contains a DLA system

at z = 0.532. The PSF of the quasar, whose position is marked with a “+”, has been

subtracted in all four images. The PSF subtraction here is cleaner than in the other three

DLA fields since PKS 1629+120 is relatively faint. Resolved objects are labeled with a “G”

and unresolved objects are labeled with an “S”. 1629 G1 is identified as the DLA galaxy.
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Table 5.7: Photometry of 1629 G1

mU mB mR mJ mK

22.61± 0.09 23.15± 0.11 21.37± 0.04 19.20± 0.07 17.65± 0.06

unambiguously determine the redshift of 1629 G1.

Stellar population synthesis models were also fit to the photometry as described in §5.4.

The best-fit model, which results in a reduced χ2 = 0.82, is shown in Figure 5.12. It is a

single 0.05 Gyr old burst and has E(B − V ) = 0.5. The apparent magnitudes from Table

5.7 in combination with K-corrections derived from this model give absolute magnitudes of

MU = −20.3, MB = −20.3, MR = −21.3, MJ = −23.0, and MK = −23.9 at z = 0.532.

5.5.5.3 The z=0.901 Sub-DLA Galaxy 1629 G1 is the only galaxy detected near

the quasar sight line, and it was shown that its photometry is consistent with it being the

z = 0.532 DLA galaxy. Having assumed that 1629 G1 is at z = 0.532, the whereabouts of

the z = 0.901 sub-DLA galaxy must now be considered. One possibility is that it is below

the detection limit of all the images. A second possibility is that it lies directly along the

line of sight to the quasar and was subtracted along with the quasar PSF. Third, it might be

one of the galaxies detected at large impact parameter. Each of these is considered in turn.

If the first possibility is true, then the z = 0.901 galaxy must have a surface brightness

of µK > 21.6 mag arcsec−2 and µR > 25.4 mag arcsec−2 at the 3σ level (see Table 5.2).

Assuming that it is a face-on galaxy with an extent of 20 kpc, it is found that mR > 23.2

and MR > −21.5, where a K-correction for an Sb-type galaxy has been applied (Poggianti,

1997), or LR < 1.3L∗R. Similarly, in the K band it is found that mK > 19.4 and MK > −24.4,

or LK < 0.4L∗K .

The quasar PSF was subtracted reasonably cleanly since the PSF was well sampled by

several stars brighter than the quasar in each frame. If there is a galaxy coincident on the

sky with the quasar, then it would have to mimic a point source and be centered exactly on

the quasar PSF. Although this is a possibility, it is highly unlikely.
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Figure 5.12: Best-fit single-burst model at z = 0.532 overlaid on the photometry for 1629 G1

in the PKS 1629+120 field. The open circles with 1σ error bars are photometric measure-

ments. For comparison, the filled diamonds are model flux values determined at the effective

wavelength of the filter by convolving the filter response function with the model spectral

energy distribution. The model is a 0.05 Gyr old single burst with E(B − V ) = 0.5.

115



Except for 1629 G1, all detected galaxies lie between 11 and 19 arcseconds from the

quasar and have impact parameters between 72 and 124 kpc at z = 0.901, i.e., larger than

what is typical for Mg II absorbers of this strength (Steidel, 1993, Chapter 6). The implied

impact parameters at z = 0.532 are also large, ranging between 62 and 107 kpc. Therefore,

from impact parameter considerations, these are not likely to be either of the two absorbing

galaxies.

Finally, note that if 1629 G1 was at z = 0.901, then the DLA galaxy, which would have

gone undetected, would have to have LR < 0.3L∗R and LK < 0.2L∗K . Moreover 1629 G1 would

have LR = 2.1L∗R and LK = 4.5L∗K , and it would be an unusually luminous low-redshift sub-

DLA galaxy. Thus, it is more reasonable to conclude that 1629 G1 is at z = 0.532 and that

the z = 0.902 sub-DLA galaxy is not detected in the images.
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5.6 CONCLUSIONS

The OI 363 findings represent some of the first results on the detailed properties of DLA

galaxies. Perhaps fittingly, these results were determined from the two lowest redshift (z =

0.09 and 0.22) confirmed classical DLA systems discovered in a quasar absorption-line survey

program.

The z = 0.22 DLA galaxy is a faint (B= 22.7, K= 17.8) neutral-colored (B−K= 4.9)

galaxy with dwarf-galaxy-like K- and B-band luminosities of LK = 0.10L∗K and LB = 0.10L∗B,

respectively. Its spectrum is that of an early type galaxy (S0 or even E). Analysis of the

7-color (UBRIJHK) data suggests that 0738 G1’s spectral energy distribution is well-fitted

by an instantaneous single-burst model with the burst taking place 0.36 (AV = 1.3) to

3.5 (AV = 0.1) Gyrs ago, or a 3.5 Gyr old model with an exponentially decreasing star

formation rate (τ = 1 Gyr) and AV = 0.5. Its current rate of star formation is low, < 0.3 M¯

yr−1. Examination of the evolutionary history of these models implies that the progenitor

population of 0738 G1, if seen near the population’s formation epoch at zf ≈ 0.3 − 0.9,

would have properties similar to the population of “faint blue galaxies” presently observed

at moderate redshift. Analysis of the extended radial light profile from the WIYN R-band

image of 0738 G1 indicates that its outer isophotes are better fit by an exponential than an

r1/4 law, which offers some evidence for an early-type dwarf S0 or spiral interpretation.

The putative z = 0.09 DLA galaxy is likely to be all or part of the resolved light sur-

rounding the quasar. In terms of its luminosity, it is also a dwarf galaxy, inferred to have

LK ≤ (0.08 − 0.13)L∗K , with the higher value holding for the case where the quasar host

galaxy at z = 0.63 does not contribute to the detected resolved light. There is considerable

morphological structure in the light surrounding the quasar, including the arm-like and jet-

like features. The arm-like feature is red in color and, if it is an actual arm, this suggests

that the DLA galaxy might be a low surface brightness dwarf spiral. However, the pres-

ence of the other structure (i.e. the blue colored jet-like feature) leaves open the possibility

that the DLA galaxy is an irregular or an interacting system. For these galaxies the H I

gas masses deduced from the observed impact parameters and H I column densities lie in

the range MHI ≈ (6 − 23) × 109 M¯. These estimates are approximate because it is not
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known if the observed H I is distributed like a face-on circular slab around the center of the

identified DLA galaxy (as the calculation of the H I mass assumed) or whether the H I gas is

exponentially distributed or clumped in giant clouds associated with the identified galaxy.

The other four new low-redshift DLA galaxies have an interesting mix of morphologies.

The two higher redshift galaxies, G1 PKS 0827+243 (z = 0.525) and G1 PKS 1629+120

(z = 0.532) are ≈ L∗ spirals. Higher resolution HST observations of the former reveal that

an interaction between the luminous spiral and a satellite dwarf galaxy might be responsible

for the presence of DLA gas at larger galactocentric distances. An extension to 0827 G1

has, a posteriori, been detected in the ground-based images that might indicate the presence

of a satellite. In the absence of high resolution images of the PKS 1629+120 field, a more

detailed description of that DLA galaxy’s morphology cannot be offered. Images of the two

lower redshift DLA systems are more complex. Lacking higher resolution images, there are

two possible identifications for the z = 0.239 PKS 0952+197 DLA galaxy. Either it is the

object(s) that overlaps with the quasar PSF in the J-band image, or it is a larger, irregular

dwarf galaxy with patchy structure. In the former case, it is unlikely that the luminosity of

this DLA galaxy exceeds a few hundredths of L∗. Faint patchy morphology is also present in

the z = 0.313 DLA galaxy in the PKS 1127−145 field. However, in this case numerous star-

forming regions are clearly visible. These regions are blue and displaced enough from the

quasar sight line that a confirming slit redshift has been obtained for one of them. Because

of the appearance of this patchy irregular structure, it is likely that the nearby ≈ L∗ spiral

galaxies, the closer one of which was once thought to be the DLA galaxy, are responsible

for tidally disrupting the actual DLA galaxy that lies along the line of sight to the quasar.

Thus, the DLA galaxy takes the form of an extended irregular structure with star-forming

regions. However, the possibility that these star-forming regions are individual interacting

or merging galaxies cannot be ruled out. Again, higher resolution images would be needed

to clarify the situation. Whichever is the case, the total light from the DLA galaxy does not

exceed 0.16L∗.

Additional discussion concerning the results presented in this chapter appears in Chapter

6.
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6.0 SUMMARY AND DISCUSSION

In Chapters 2 through 5, many new results of concern to the study of the nature and evolution

of galaxies and galactic structures selected via gas cross section have been presented.

In Chapters 2 and 3, the results of two surveys for intervening Mg II absorbers in the

spectra of background quasars were described. Their incidence, dn/dz, and distribution of

rest equivalent widths, n(W λ2796
0 ), as well as their evolution in redshift, was investigated.

It was found that a single component distribution was insufficient to describe n(W λ2796
0 ),

though a two-exponential fit provided a satisfactory fit to the data. It was further shown

that the distribution of systems with W λ2796
0 ≥ 0.3Å steepens with redshift. The evolution is

consistent with the total co-moving cross section for absorption decreasing with decreasing

redshift in a sense that the strongest lines evolve the fastest. Systems with W λ2796
0 & 2Å

show strong evidence for evolution at redshifts z . 1, and evolution is detected for lines with

W λ2796
0 & 1Å at redshifts z . 0.5.

Measurements of the cosmic neutral hydrogen gas-phase metallicity and dust content

were presented in Chapter 4. Composites of spectra selected due to the presence of Mg II

absorption were formed, in the rest frame of the absorber, and used to measure the average

Zn II and Cr II column densities. Abundances calculated with approximated H I columns

were found to be consistent with the column density-weighted average of abundances cal-

culated from direct determinations. It was shown that metallicity strongly correlates with

velocity dispersion as measured by W λ2796
0 . It was also shown that both metallicity and dust

content increase with decreasing redshift over the range 2.0 > z > 0.9.

In Chapter 5, detailed observations of six DLA galaxies were presented. Two of the

identified galaxies were shown to be ≈ L∗ spirals. The other DLA galaxies were identified as

an LSB, a dwarf LSB, a dwarf spiral, and a patchy/irregular/LSB. These and other studies

119



have effectively settled the DLA morphology issue in favor of the mixed-morphology scenario

over a primarily rotationally-supported disk paradigm.

In this Chapter, discussion and implications of the results presented above are discussed

in detail.

6.1 MG II ABSORBERS

The determination of n(W λ2796
0 ) and dn/dz provide insight into the nature of the systems

comprising the population of Mg II absorbers. Specifically, the inability of a single functional

form to describe n(W λ2796
0 ) suggests that multiple physical populations contribute to the

absorption. Additionally, n(W λ2796
0 ) can be used to infer average absorption cross sections

for a given W λ2796
0 regime. The W λ2796

0 -dependent evolution of dn/dz holds further clues

related to the nature of Mg II absorbers. Also note that a significant fraction (≈ 36%) of

Mg II systems with W λ2796
0 ≥ 0.5Å and W λ2600

0 ≥ 0.5Å are DLAs. The implications of

the evolution in Mg II dn/dz to ΩDLA will be investigated in a future publication, once the

analysis of a large HST study of NH I in known Mg II absorbers (consisting mainly of systems

from this dissertation) is completed (Rao, Turnshek, & Nestor, in preparation).

6.1.1 The Nature of the Absorbers

The distribution of W λ2796
0 for absorbers with W λ2796

0 ≥ 0.3Å is fit very well by a single

exponential. However, extrapolating this exponential to smaller values of W λ2796
0 under-

predicts the incidence of lines (Figure 2.3), motivating a two-component description of the

form of Equation 2.5. This is the first clear indication of such a transition and raises the

question of whether the ensemble of clouds comprising Mg II absorbers are the result of two

physically distinct populations.

In a series of papers utilizing HIRES/Keck data (Charlton and Churchill, 1998; Churchill

et al., 2000; Churchill and Vogt, 2001; Churchill et al., 2003), Churchill and collaborators

have investigated the kinematic structure of Mg II absorbers at 0.4 < z . 1.2. For intermedi-

ate/strong absorbers (W λ2796
0 ≥ 0.3Å), they show that the absorption systems are composed
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of multiple kinematic subsystems, usually containing a dominant subsystem (ensemble of

clouds) with a velocity width ≈ 10 − 15 km s−1 and a corresponding H I column density

which is optically thick at the Lyman limit (i.e., NH I & 3×1017 atoms cm−2). Additionally,

a number of weaker, often unresolved (at ≈6 km s−1 resolution) subsystems (clouds) with

a large spread of velocity separations (up to ≈ 400 km s−1) from the systemic velocity of

the absorber are usually present (see Churchill and Vogt, 2001, Figure 7.) These weaker

subsystems typically contribute only 10%-20% of the rest equivalent width. The strongest

Mg II absorbers (W λ2796
0 & 2Å) often contain more than one of the dominant subsystems

and have equivalent widths dominated by saturated features.

CRCV99 presented a HIRES/Keck study of weak (W λ2796
0 < 0.3Å) Mg II absorption

systems. The properties of the kinematic subsystems comprising weak Mg II absorbers are

similar to the weak subsystems of intermediate/strong Mg II absorbers. The individual

clouds have W λ2796
0 . 0.15Å and sub-Lyman limit H I columns.

Although most of the Mg II λ2796 lines in the EDR survey are at least partially saturated,

the degree of saturation is correlated with W λ2796
0 . For example, the DR values for systems

with 0.3Å . W λ2796
0 . 1Å indicate a mix in degree of saturation. For lines in this regime,

n(W λ2796
0 ) is sensitive to the distribution of Mg II column densities, n(NMg II). In fact,

Churchill and Vogt (2001) and Churchill et al. (2003) find almost identical power law slopes

for n(W λ2796
0 ) and n(NMg II) in their 0.3Å ≤ W λ2796

0 ≤ 1.5Å sample. Systems with W λ2796
0 &

2Å, however, are almost always highly saturated. Also, a general distinction between weak

(W λ2796
0 < 0.3Å) and intermediate/strong (W λ2796

0 ≥ 0.3Å) Mg II absorbers is the absence or

presence of a “dominant” subsystem, though the differences are neither discrete nor without

exception. Therefore, given the form of n(W λ2796
0 ), it is appropriate to consider a picture in

which the sum of the weaker kinematic subsystems (clouds) in an absorber are described by

N∗
wk and W ∗

wk, and the stronger (dominant ensembles) plus weaker subsystems by N∗
str and

W ∗
str. If this multi-population explanation is indeed correct, the nature of these populations

needs to be explained. First, the weak subsystems are considered.

It has been demonstrated that absorption line systems can be associated with galaxies

out to large galactocentric distances (≈ 100h−1 kpc for C IV and ≈ 200h−1 kpc for Lyα

absorbers, for example; Chen et al. (2001a); Chen et al. (2001b)). Although there is evidence
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for Lyα absorbers in voids (Penton et al., 2002), these appear to be limited to the weakest

systems. Also, Rigby et al. (2002) conclude that a significant fraction of relatively strong

Lyα forest lines (1015.8 cm−2 . NH I . 1016.8 cm−2) are associated with single-cloud weak

Mg II absorbers.

Therefore, it is considered whether single-cloud/Lyα forest absorbers can contribute

significantly to the “weak” component of n(W λ2796
0 ). C2000 claim to be 93% complete to

W λ2796
0 = 0.03Å. Thus, using the measurements of single-cloud systems from C2000 with

W λ2796
0 ≥ 0.03Å, it is found that W ∗

sc = 0.098 ± 0.0271. Rigby et al. (2002) give a dn/dz

value for the single-cloud systems, which can be used to normalize nsc(W
λ2796
0 ). While

this comparison is approximate in that the redshift range covered by the C2000 sample,

0.4 < z < 1.4, is different than that of the EDR sample, the result shown in Figure 6.1

demonstrates that the single-cloud/Lyα forest systems (which constitute only a portion of

the weak subsystem population) should contribute significantly to the upturn in n(W λ2796
0 ).

Although the Mg II absorber galaxy population has been shown to span a range of galaxy

colors and types, Steidel et al. (1994) describe the “average” galaxy associated with an

intermediate/strong Mg II absorber galaxy as one which is consistent with a typical 0.7L∗

Sb galaxy. Furthermore, Steidel et al. (2002, also see Ellison et al. (2003)) compare the

galaxy rotation curves to the absorption kinematics for a sample of high inclination spiral

Mg II absorption galaxies. They find extended-disk rotation dominant for the absorption

kinematics, though a simple disk is unable to explain the range of velocities, consistent with

a disk plus halo-cloud picture. However, there are several counter evidences to a rotating

disk description for the dominant subsystems. The most important is that imaging often fails

to reveal a disk galaxy in proximity to the absorption line of sight. DLA galaxies, which are

a subset of strong Mg II absorbing galaxies, are not dominated by classic spirals. Of the 14

identified DLA galaxies summarized below (§6.3), only six are spirals. Furthermore, systems

that have been studied without the discovery of the absorbing galaxy despite deep imaging

rule out at least bright spirals (though disky-LSBs may still contribute). Thus, though

1Since only the Wλ2796
0 < 0.3Å systems are considered here, the abnormally strong Wλ2796

0 = 0.681Å
single-cloud system in C2000 was excluded from the calculation of W ∗

sc.
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Figure 6.1: Predicted n(W λ2796
0 ) for Lyα forest/single-cloud Mg II. The solid line is the

maximum likelihood fit to the the EDR data (shown as the histogram) with W λ2796
0 ≥

0.5Å. The dotted line is the approximation for single-cloud Mg II n(W λ2796
0 ) using data from

Churchill et al. (2000) and a normalization from Rigby et al. (2002). The dot-dash curve is

the sum of the two distributions. The circles are from the MMT survey and the × symbols

are from CRCV99.
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it is likely that rotating disks do contribute to the population comprising the dominant

kinematic subsystem(s) of W λ2796
0 ≥ 0.3Å absorbers, they can only account for a (perhaps

small) fraction of the total population. The detailed nature of the remaining contribution is

yet unclear.

Thus, though a two-component description is sufficient to describe n(W λ2796
0 ) within

the current data, it is likely that more than two physically distinct populations contribute

significantly to the phases comprising the absorbing clouds. By observing a large number of

galaxy types that sample a range of W λ2796
0 and impact parameter, it would be possible to

ascertain what populations contribute most directly to the absorber population.

6.1.2 The Absorber Cross sections

The relative mean absorber cross section, σ(z), for ranges of W λ2796
0 can be determined di-

rectly from n(W λ2796
0 ). Additionally, knowledge of dn/dz and the galaxy luminosity function

(LF) allows the approximation of the normalization of the mean absorber cross section, under

the assumption that the absorbers arise in galaxies, since dn/dz is the product of σ(z) and

the number density of absorbers, n(z). However, the process is inherently uncertain since:

(a) the redshift dependence of the galaxy LF is not well determined; (b) though a scaling

relation σ(L) ∝ (L/L∗)β has traditionally been assumed, the determination of β is uncertain

and likely not universal for all morphological types or redshifts, if it is even appropriate; and

(c) depending on the value of β and the LF faint-end slope, the minimum absorber galaxy

luminosity (which also is likely to be dependent on morphology and redshift) can have large

effects in the statistically-determined cross sections.

Nonetheless, an approximate normalization is of physical interest. Thus, Reff is defined

to be the effective projected radius for absorption such that σ(L) ≡ π R2
eff (L). Note that

the galactocentric radius within which the absorption may occur (i.e., the range of impact

parameter) may be very different than Reff . Steidel et al. (1994) find absorbing galaxies as

faint as L ∼ 0.05 L∗, and a scaling law for the gaseous cross section Reff (L)/R∗
eff = (L/L∗)0.2

for both optical (B-band) and near-IR (K-band) luminosity. They claim the relation is much

tighter for the near-IR. Thus, the redshift parameterization of the K-band LF from the
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MUNICS data set (Drory et al., 2003) and Lmin = 0.05 L∗ are used, though Lmin = 0.25 L∗

and Lmin = 0.001 L∗ are also tested to investigate the effects of using high/low values of Lmin.

The Dickinson and Steidel (1996) revised scaling law for Mg II systems with W λ2796
0 ≥ 0.3Å

is adopted, namely Reff (LK)/R∗
eff = (LK/L∗K)0.15.

The results for the different Wmin
0 values from Chapter 2 are shown in Figure 6.2. Despite

the limitations of this approach, approximate values for R∗
eff are apparent: ≈ 60−100 h−1

70 kpc

for W λ2796
0 ≥ 0.3Å, ≈ 40−60 h−1

70 kpc for W λ2796
0 ≥ 1.0Å, ≈ 10−30 h−1

70 kpc for W λ2796
0 ≥ 2.0Å

and . 10 h−1
70 kpc for W λ2796

0 ≥ 3.5Å. Guillemin and Bergeron (1997) find R∗
eff = 65 h−1

70 kpc

using the upper envelope of the distribution of observed impact parameters for a sample

with 0.3 ≤ W λ2796
0 ≤ 4.7Å and

〈
W λ2796

0

〉
= 1.3Å. CRCV99 find R∗

eff = 110 h−1
70 kpc for

their W λ2796
0 ≥ 0.02Å sample, but use a LF normalization that is ∼ 3.5 times the values

adopted here. Chen et al. (2001a) find R∗
eff = 137 h−1

70 kpc for C IV absorbers, which may

sample larger galactocentric radii. The R∗
eff values are averages; it is expected that there are

large galaxy to galaxy variations. Direct comparison of R∗
eff to the distribution of impact

parameters would require knowledge of the gas geometry and the (likely W λ2796
0 -dependent)

covering factor. For example, small regions that allow large W λ2796
0 absorption may be found

at galactocentric radii r À Reff if the covering factor for such absorption is f ¿ 1.

Also note that for the single-cloud Mg II systems (see §6.1.1), Rigby et al. (2002) derive

dn/dz = 1.1±0.06, which is similar to the EDR dn/dz result for systems with W λ2796
0 ≥ 0.3Å.

If their claim that the single-cloud systems are 25%-100% of the Lyα forest with 1015.8 cm−2 <

N(H I) < 1016.8 cm−2 is accurate, then R∗
eff for this range of Lyα forest lines (if they can

be associated with galaxies) would be ≈ 100 − 400 h−1
70 kpc. This can be compared to the

claim of Chen et al. (2001) that all N(H I) & 1014 cm−2 Lyα forest lines arise within the

characteristic radius R∗ ≈ 250 h−1
70 kpc of luminous galaxies.

6.1.3 Nature of the Evolution

6.1.3.1 W λ2796
0 < 0.3Å Systems The Lyα forest dn/dz is known to decrease strongly

over the redshift interval 4 & z & 1.6, but little evolution is present at lower redshifts (see

Weymann et al., 1998, and references therein). In §6.1.1, it was speculated that a portion
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Figure 6.2: Cross section estimates σ(L∗) = π R∗ 2
eff . The solid lines represent the Lmin =

0.05 L∗ result. The dashed-lines are for a small value of Lmin = 0.001 L∗ and the dotted-lines

a large value Lmin = 0.25 L∗. The redshift parameterization of the K-band LF from the

MUNICS data set, a scaling relation Reff/R
∗
eff = (L/L∗)0.15, and dn/dz from the parame-

terization of Chapter 2 are used.
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of the enriched Lyα forest contributes to the weak subsystems found in Mg II absorbers.

If this is indeed the case, then this evolution may manifest itself in dn/dz for the weakest

(W λ2796
0 < 0.3Å) Mg II systems. No data exist on dn/dz at z > 1.6 for the weakest systems,

but CRCV99 detect no evolution in dn/dz for W λ2796
0 > 0.1Å systems over 1.4 < z < 0.4

(e.g., see Figure 3.6). Below z = 0.36, the MMT data show weak (≈ 1σ) evidence for a

decrease from the no-evolution prediction.

6.1.3.2 The Lack of Measured Evolution in Intermediate-strength (0.3 ≤ W λ2796
0 .

2Å) Systems The EDR sample covers the redshift interval z = 2.267 to z = 0.366 which

corresponds to 6.6 Gyrs, or about half the age of the universe. As long assumed and recently

demonstrated with the Hubble deep fields (see Ferguson et al., 2000, for a review), galaxies

were quite different at z = 2.3 than at z = 0.4. It is therefore noteworthy that, even with

the large absorber sample presented here, relatively little evolution is detected in the bulk

of Mg II absorption systems. For example, it is believed that the global star formation rate

peaked near z = 1 and has declined by a factor of ≈ 2 by z = 0.5 and by a factor of ≈ 10

by z = 0 (Hopkins, 2004, and references therein). Contrastingly, the total cross section for

absorption n(z) σ(z) of the Wmin
0 = 0.6Å and 1.0Å samples evolves . 10% from z = 1.9

to z = 0.5 (corresponding to an interval of 5 Gyrs). The corresponding Reff values do,

however, indicate that much of this cross section is at large galactocentric radius, extending

well beyond stellar galactic radii.

Two immediate conclusions can be drawn from the lack of evolution in the total cross

sections. First, a large majority of the structures responsible for the bulk of the absorp-

tion cross section were in place by z ≈ 2. Second, either the time scales governing the

dynamics of the structures is greater than several Gyrs, or some process(es) regulate the

production/destruction of the structures such that a nearly steady state is reached.

Mo and Miralda-Escude (1996) explore two-phase models for gaseous galactic halos in

which “cold phase” clouds condense from the extended “hot phase” ionized halo at a cooling

radius rc, and undergo infall at v ' Vcir. Setting rc = R∗
eff (appropriate for a spherical

geometry and a covering factor of unity), and using R∗
eff ' 100 kpc, their model results give

Vcir ' 250−400 km s−1 over 2 ≤ z ≤ 1, which is consistent with the observed kinematic ranges
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over 1.2 ≤ z ≤ 0.4 from Churchill and Vogt (2001). Using these values tinfall ≈ 0.25 − 0.4

Gyr is obtained. Thus, it would appear that a large degree of regulation is necessary, in this

picture, to explain the lack of evolution in n(z) σ(z). Ionization from star formation and

the disruption from instabilities and evaporation of smaller clouds should at least partially

regulate the cooling. The result of these and/or other regulatory mechanisms must ensure

that the minimum time span over which condensation occurs be equal to at least several

times tinfall.

The evolutionary situation for disks may be more complex. Simulations suggest that,

to overcome “angular momentum catastrophe”, local disks were not formed until z ≤ 1

(Mo et al., 1998; Weil et al., 1998) and have since undergone much evolution (Mao et al.,

1998). Disks were likely plentiful at higher z, but smaller in size for a given Vcir, and

largely dissipated or destroyed in mergers. Driver et al. (1998) find a deficit of z > 2

spirals in the HDF suggesting that this marks the onset of their formation. Disks certainly

contribute at least partially to the absorber population. However, if their contribution to

0.3 ≤ W λ2796
0 . 2.0Å Mg II absorption systems is significant, then the lack of evolution

becomes difficult to explain.

6.1.3.3 Evolution of Strong Systems (W λ2796
0 & 2Å) Evolution is detected in the

strongest W λ2796
0 Mg II systems, in the sense that the strongest lines evolve away, with the

evolution being stronger for increasingly stronger lines and at redshifts z . 1. For example,

it is found that the total cross section for absorption of Mg II systems with W λ2796
0 ≥ 2.0Å

(≈ 10% of all systems with W λ2796
0 ≥ 0.3Å) decreases by 45+14

−17% from z = 1.8 to 0.6 and with

W λ2796
0 ≥ 3.5Å (≈ 1% of all systems with W λ2796

0 ≥ 0.3Å) by 60+19
−34% from z = 1.9 to 0.8.

Note that for the W λ2796
0 values considered in this work, W λ2796

0 is correlated with the number

of kinematic subsystems (clouds) comprising the absorber and thus velocity dispersion.

A speciously simple picture for the evolution of Mg II λ2796 lines considers that velocity

dispersions scale with halo mass, and halo masses grow with decreasing redshift. In this

picture, with the approximation that the cross section for a given dispersion scales with mass

and the mass spectrum evolves according to the formalism of Sheth and Tormen (Sheth and

Tormen, 1999), the cross sections should increase with decreasing redshift by approximately
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an order of magnitude per unit redshift for 2 > z > 0. This is clearly ruled out by the data.

This can be understood on physical grounds if the low-ionization gas giving rise to Mg II

absorption is in clouds bound in galaxy halos, since the individual clouds are not expected

to be virialized on group scales. A single Mg II system sampling a group dispersion would

require the chance alignment of several virialized member galaxy halos along the line of sight.

However, Churchill et al. (2000) show kinematic profiles of four z > 1 and one z ≈ 0

system with W λ2796
0 ≥ 2Å, each of which exhibit two strong “dominant subsystem” compo-

nents, and suggest the possibility that the strongest systems have a connection to galaxy

pairs. For example, they find a 25% chance that a random sightline through the Galaxy

would also intercept the LMC, and a 5% chance that it would intercept the SMC. This

possible connection can be investigated by imaging W λ2796
0 ≥ 2Å systems: the EDR sample

contains 77 such lines with z < 1 and 20 with z < 0.6.

Absorption dn/dz is the product of the number density of absorbers times the average

individual cross section for absorption. Most galactic halos are already in place by z > 1,

so except for mergers of galaxies separated by v > 500 km s−1, the evolution in dn/dz is

primarily an evolution of the gas absorption cross section in individual halos. Evolution in

metallicity or metagalactic ionization cannot explain the cross section evolution, since they

would tend to increase the number of individual enriched, low ionization clouds along a line

of sight through a galaxy. The W λ2796
0 -dependent decrease in cross section must therefore be

indicative of an evolution in the kinematic properties of a subset of the galaxy population,

from intermediate to low redshift. Although the issues discussed in §6.1.3.2 likely hold clues

to the nature of this evolution, a precise description will require knowledge of the physical

nature of the clouds that comprise the different ranges of W λ2796
0 in Mg II absorption systems.

6.2 DLA GAS METALLICITY

In Chapter 4, the cosmic neutral-gas-phase metallicity of DLAs was calculated using com-

posite spectra. It was found that [Zn/H] = −1.13± 0.19 for DLA gas. Furthermore, [Zn/H]

was shown to increase for W λ2796
0 > 1.3Å systems by 0.38 ± 0.28 dex, or approximately

140+220
−110%, from the redshift bin 0.9 ≤ z < 1.35 (〈z〉 = 1.15) to 1.35 ≤ z ≤ 2.0 (〈z〉 = 1.55).
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These values are consistent with the H I column density-weighted values from direct mea-

surements. Figure 6.3 shows the [Zn/H] values (corrected for missing DLAs, see Chapter

4) from Chapter 4 plotted over metallicity ([M/H]) measurements in individual DLAs from

Prochaska et al. (2003). Their [M/H] values are derived from abundance measurements of

α-elements or Zn, with decreasing priority: Si, S, O, Zn. The relative area of the boxes

represent the relative NH I values of the DLAs. Notice that there are few measurements at

z < 1.65, and thus the determination of [M/H] in this regime has been dominated by the

strongest few systems, resulting in large small-number-statistic errors.

Additionally, it was determined that [Cr/Zn] = −0.45±0.13 indicating that ≈ 65% of the

Cr is depleted onto dust grains. For W λ2796
0 > 1.3Å systems, dust was shown to increase by

0.26±0.22 dex, or approximately 80+120
−70 %, over the same redshift bins. According to Savage

and Sembach (1996), [Cr/Zn] values in the Milky Way Galaxy are typically −0.5 (halo),

−0.8 (disk+halo), −1.1 (warm disk), and −2.1 (cool disk). Thus, while the measured value

of [Cr/Zn] provides evidence for significant depletion of Cr on to dust grains in the sample,

the effect is not nearly as large as in the Galactic ISM. It is of interest to assess the affect

of this dust in the high-W λ2796
0 subsamples at low and high redshift since they exhibit the

highest metallicities. For the adopted <NHI> of the sample (≈ 3.6×1020 atoms cm−2), this

amount of dust in the absorber rest frame would give rise to mean values of <Aabsorber
V >=

0.07 mag for the low-redshift subsample (<z>=1.15, [Zn/H]= −0.56, [Cr/Zn]= −0.64)

and <Aabsorber
V >= 0.02 mag for the high-redshift subsample (<z>=1.53, [Zn/H]= −0.94,

[Cr/Zn]= −0.38). This is largely independent of the nature of the dust, i.e., Galactic-

like, LMC-like, or SMC-like. Individual high-W λ2796
0 absorbers would undoubtedly exhibit

a reasonable spread of Aabsorber
V values around these mean values, and typically the low-

W λ2796
0 absorbers would give rise to little extinction. For an absorber at the mean redshift

of the low-redshift subsample, the mean V-band extinction in the observer frame would be

<Aobserved
V >= 0.16 mag for both Galactic-like and SMC-like dust; while for an absorber

at the mean redshift of the high-redshift subsample, the mean V-band extinction in the

observer frame would be <Aobserved
V >= 0.06 mag for both Galactic-like and SMC-like dust.

These results, which are consistent with the (slightly lower 〈z〉) results of Ménard, Nestor

and Turnshek (in preparation), may provide some indication of the importance of selection
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Figure 6.3: DLA Redshift – Metallicity Relation. The red bars are the [Zn/H] values (cor-

rected for missing DLAs, see Chapter 4) from Chapter 4. Boxes represent [M/H] measure-

ments in individual DLAs from Prochaska et al. (2003). The box sizes are scaled with the

NH I value of the DLA. The average error in the individual measurements is shown in the

lower left.
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effects caused by dust. However, the possibility of a significant number of extremely dusty

absorbers being excluded from the sample due to dimming of background quasars is still an

open issue.

A strong correlation between [Zn/H] (metallicity) and W λ2796
0 (velocity dispersion) was

discovered. Although this was not previously expected, it is consistent with the fact that

DLAs are almost exclusively sub-solar in metal abundances. Metals produced in regions

of star formation are more likely to enrich neutral-gas regions of the galaxy when velocity

dispersions are large. It is possible that larger velocity spreads correspond to deeper gravi-

tational potential wells. These more massive regions would lead to more chemically evolved

structures. Alternatively, larger velocity spreads could correspond to regions in relatively

close proximity to intense bursts of star formation, which would also lead to kinematically

broad structures of chemically enriched gas. However, lacking a detailed physical picture

of the clouds comprising Mg II absorption, the precise nature of this correlation remains

speculative.

6.3 DLA GALAXY IMAGING

The observations described in Chapter 5 add to the small but growing list of DLA galaxies

at low redshifts. Table 6.1 lists the status and properties (luminosity relative to L∗, L/L∗,

neutral hydrogen column density, NHI , and impact parameter, b) of galaxy identifications

for 14 DLA systems with zDLA . 1 and NHI ≥ 2× 1020 atoms cm−2 (but not including local

galaxies). The distributions of DLA galaxy properties for these 14 cases are shown in Figure

6.4. B-band luminosities are plotted when available. K-band luminosities are plotted for

galaxies that are not detected in B, but this substitution should not grossly affect any trends

in the data. For the case of the DLA galaxy in the 3C 336 field (see 5.1), only an upper limit

to its luminosity can be determined since the galaxy is not detected. For the same reason,

the impact parameter is unknown. This case is clearly representative of another dwarf DLA

galaxy if stars are present in the H I gas at all. Although the data set contains only 14

systems, some important trends emerge.

The b vs. L/L∗ plot shows that low-luminosity dwarf galaxies with small impact pa-
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Table 6.1: Low-Redshift DLA Galaxy Properties

QSO zDLA NHI/1020 Luminosity b Morphology Ref.

cm−2 kpc

This work

0738+313 0.091 15 0.08L∗K < 3.6 LSB 1

0.221 7.9 0.1L∗B 20 Dwarf spiral 1

0827+243 0.525 2.0 0.8L∗B,1.6L∗R, 1.2L∗K 34 Disturbed spiral 1

0952+179 0.239 21 0.02L∗K < 4.5 Dwarf LSB 1

1127−145 0.313 51 0.12L∗B, 0.16L∗R, 0.04L∗K < 6.5 Patchy/irr/LSB 1

1629+120 0.532 5.0 0.6L∗B,1.1L∗R, 0.6L∗K 17 Spiral 1

Other work

0235+164 0.524 4.5 0.8L∗B 6.0 Late-type spiral 2,3

0302−223 1.010 2.3 0.2L∗B 9.2 Semi-compact 4

0454+039 0.859 4.7 0.4L∗B 6.4 Compact 4

0809+483 0.437 6.3 1.7L∗B 9.6 Giant Sbc 4

1209+107 0.633 2.0 1.6L∗B 11.2 Spiral 4

1229−021 0.395 5.6 0.1L∗B 7.6 LSB 4,5

1328+307 0.692 15 0.4L∗B 6.5 LSB 4,5

1622+239 0.656 2.3 < 0.05L∗K · · · LSB? compact? 6

(1) This dissertation. (2) Burbidge et al. (1996). (3) Yanny et al. (1989). (4) Le Brun et al. (1997).
(5) Steidel et al. (1994). (6) Steidel et al. (1997).
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Figure 6.4: Distribution of properties for the DLA galaxies listed in Table 6.1. An upper

limit for the luminosity of the DLA galaxy in the 3C 336 field is plotted but an impact

parameter is not since no DLA galaxy has been detected. B-band luminosities are plotted in

all cases except the two for which only K-band measurements exist. The impact parameter

b has units of kpc. Upper limits in b are indicated by the arrows. The b histogram has upper

limits included as measurements.
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rameters dominate this small sample. Since DLA galaxies are H I cross section selected,

this means that sub-L∗ dwarf galaxies dominate the H I cross section at z ≈ 0.5. This is

also indicated by the luminosity histogram, n vs. L/L∗, which implies that it is ≈ 3 times

more likely for a quasar sight line to intercept an ≈ 0.1L∗ galaxy than an ≈ L∗ galaxy. For

galaxies at the present epoch, Zwaan et al. (2002, see their figure 1) show that the proba-

bility of intercepting DLA gas, i.e., the cross sectional area of DLA gas per unit volume, as

a function of galaxy magnitude is flat for a steeply rising optical luminosity function with

α = −1.5, and decreases at faint magnitudes for α = −1.2 or α = −1.0. Expressed as a

function of luminosity, this probability would rise as ∼ L−1 towards the faint end for the case

where α = −1.5 and, based on the data points in their figure 1, would increase as ∼ L−0.5

towards the faint end for α = −1.0. For the latter case, the trends at z = 0 and z ≈ 0.5

are similar. Turnshek et al. (2002) arrived at much the same conclusion (see their figure

4). They compared the optical diameter-limited (>7′) complete sample of z = 0 galaxies

from Rao and Briggs (1993) to a z ≈ 0.5 sample similar to the one in Table 6.1. They

found that the relative absolute magnitude distributions of the two samples are comparable

within the large uncertainties associated with the low-redshift sample.2. Note that Table 6.1

has the final measurements for the four DLA galaxies discussed in this paper as opposed to

the preliminary measurements used in Turnshek et al. (2002). Also, the galaxy towards AO

0235+164 was not included in their analysis.

The trend that higher column densities tend to be observed at low impact parameters

(b vs. log NHI) is not unexpected. However, what is unexpected is that the highest column

densities are observed in galaxies with the lowest luminosities (log NHI vs. L/L∗). This

latter trend might be explained if a selection bias exists such that bright galaxies with high

column densities at small impact parameters are missing from the sample. This might be

caused by dimming of the background quasar due to reddening from the foreground DLA

gas, excluding such quasars from the magnitude-limited sample. While a study by Ellison

et al. (2001) on the occurrence of DLAs at z ≈ 2 in a radio-selected quasar sample did

not show a significant excess in the DLA number density as compared to DLAs found in

2This statement is based on a relative comparison at the two epochs, independent of any evolution in
dn/dz (which measures evolution in galaxy number density times galaxy cross section) for DLAs (RT00)
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optically-selected quasar samples, this might not hold true at lower redshift.

Two specific oddities of the sample are worth mentioning here: (1) The four DLA galaxies

with NHI > 1×1021 atoms cm−2 are all LSB galaxies. This may have significant implications

for the whereabouts of the bulk of the H I gas, since the cosmological determination of ΩHI

from DLA systems is dominated by the highest NHI systems. These four DLAs contain over

two-thirds of the total column density in Table 6.1. Zwaan et al. (2003) have shown that only

15% of the neutral gas at the present epoch is contained in low surface brightness galaxies.

Thus, if the low-redshift DLA galaxy trends hold up with larger samples, it would indicate

that a different population of objects is responsible for the bulk of the neutral hydrogen gas

in the universe at z ≈ 0.5. (2) The three galaxies that have the largest impact parameters

(17, 20, and 34 kpc) are spirals. G1 in the B2 0827+243 field is an ≈ L∗ spiral and has

the largest impact parameter and, as discussed earlier, it shows signs of an interaction that

might be responsible for distributing the gas to larger galactocentric distances. It was only

possible to see evidence for this in the high-resolution HST image that exists for the field.

Similar high-resolution HST images do not exist for the other two large-impact-parameter

fields, i.e., the dwarf spiral in the OI 363 field and the ≈ L∗ spiral in the PKS 1629+120

field. Study of these two fields at higher resolution would be highly desirable in order to

understand the reality and nature of this DLA gas at unusually large galactocentric distance.

It would clearly have been much more difficult to deduce these properties from similar

observations if these same objects were at moderate to high redshift. However, a collection

of such detailed results, used in conjunction with statistical results on the incidence, cos-

mological H I gas mass density and column density distribution of DLA absorption systems

(RT00), will eventually be needed to accurately reveal the evolution of the bulk of the neutral

gas in the Universe (as tracked by DLA quasar absorption systems) and the corresponding

evolutionary relationship to DLA galaxies (i.e. the associated stellar light). One qualitative

question presently of interest is to determine if the DLA population shows little evolution

from z ≈ 4.0 to z ≈ 0.5, as has been recently suggested by Pettini et al. (1999) and RT00

on the basis of their metallicities and statistics, respectively. It would seem that there has

to be some significant evolution in the DLA population from z > 0.5 to the present epoch

if the results of Rao and Briggs (1993) at z = 0 are correct (also see Zwaan et al., 2003).
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The Rao and Briggs (1993) study places almost all of the local H I gas in luminous spirals.

In particular, it should be emphasized that DLA surveys are a probe of the integrated H I

gas cross section, and the results suggest that this may be quite a separate issue from CCD

imaging surveys which probe the luminous components of galaxies. A better knowledge of

the properties of all galaxy populations at low redshifts (including luminous galaxies, dwarfs,

and those with low surface brightnesses) is required to secure a better understanding of the

integrated relative H I cross sections of the various galaxy types. Present evidence suggests

that luminous galaxies were approximately in place by z ≈ 1, with less luminous galaxies

showing more evolution at lower redshift (e.g., Im et al., 1996, 1999). Therefore, one could

envisage a scenario where luminous galaxies contribute little to the DLA detections, except

locally at z ≈ 0, while an evolving population of dwarfs and low surface brightness galaxies

cause the bulk of the detections at z > 0. Indeed, the present congeries of identified low-

redshift DLA galaxies suggest that a significant fraction of them are dwarf and low surface

brightness galaxies, and the possible connection to the evolving moderate redshift “faint

blue galaxy” population (§5.6) is intriguing. At the same time, with regard to current DLA

surveys based on magnitude limited samples, it is possible that dust extinction may cause a

substantial fraction of the H I gas cross section associated with luminous spirals to be missed.

Luminous spirals would be expected to have higher metallicities and thus dust content. This

is not expected to be a problem for dwarfs. Clearly the statistical survey results and the

low-redshift follow-up studies of DLA systems need to be extended and improved to address

these evolutionary issues properly. It is also of interest to consider selection effects more

carefully as well as design experiments which will reach to lower H I masses in searches for

large quantities of H I gas not associated with luminous spirals. The current 21 cm emission

surveys are sensitive to MHI ≈ 107 M¯ locally.

Regardless of the outcome of such new programs, the results reported here and in other

works have effectively settled the low-z morphology issue in favor of the mixed-morphology

scenario: DLAs are drawn from a wide variety of types of gas-rich galaxies.
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6.4 SUMMARY

6.4.1 Achievements

The SDSS EDR survey presented in Chapter 2 represents an order of magnitude increase

in the number of Mg II systems thus far studied. I developed an original continuum fitting

algorithm and doublet identification and analysis software. My analyses have allowed the

measurement of the statistics of Mg II absorbers and their evolution in redshift with unprece-

dented significance. Furthermore, my new redshift and W λ2796
0 parameterization proposed in

this dissertation accurately allows the first parameterized description of the evolving nature

of n(z, W λ2796
0 ) due to the steepening of n(W λ2796

0 ) with decreasing redshift. My MMT sur-

vey, presented in Chapter 3, provides the first accurate measurement of Mg II dn/dz at low

redshift. In addition, it is the first study with both sufficient sensitivity to detect weak Mg II

systems and sufficient size to detect significant numbers of strong systems in an individual

survey. This allowed the confirmation of the upturn in n(W λ2796
0 ) below W λ2796

0 = 0.3Å that

was speculated in Chapter 2.

I developed an original method for studying metal abundances in large H I column ab-

sorption systems, which was described in Chapter 4. I used this method to calculate the

cosmic neutral hydrogen gas-phase metallicity and dust content at redshifts 0.9 < z < 2. A

weak correlation for both [Zn/H] and dust content with redshift was detected, and, for the

first time, a strong correlation between [Zn/H] and projected line-of-sight velocity dispersion

as measured by W λ2796
0 was discovered.

The imaging results described in Chapter 5 represent much of the current evidence con-

firming that a variety of galaxy types contribute to the DLA galaxy population. Classic

techniques such as deep-imaging, optical spectroscopy of absorber candidates, and isophotal-

profile analysis were used to study the absorbing galaxies. Additionally, I designed new tech-

niques to take advantage of multi-band photometric data, developing algorithms to match

stellar populations and dust contents to the galaxy SEDs.
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6.4.2 Implications

Several lines of evidence suggest that the clouds giving rise to Mg II absorption comprise

multiple physically-distinct populations. The results from high resolution work and the

transition in n(W λ2796
0 ) are perhaps the strongest evidences, but the apparent contribution

of enriched Lyα forest lines, the inability of simple physical models to reproduce in full the

kinematic data and the menagerie of galaxy types, luminosities, and impact parameters that

contribute to the absorber galaxy population are also consistent with this picture.

The incidence of Mg II systems does not show significant evidence for evolution at z & 1,

though evolution is detected at 1 & z & 0.2. The population of lines with W λ2796
0 ≥ 0.3Å

exhibit a steepening of the distribution of W λ2796
0 with decreasing redshift, such that the

total co-moving absorption cross section decreases at a rate proportional to W λ2796
0 . This is

interpreted as an evolution in the kinematic properties of the absorbing galaxy population.

Metallicity of high-NH I gas (as selected by Mg II absorption) was also shown to be highly

correlated with kinematic properties as measured by W λ2796
0 , and both metallicity and dust

content for these systems increase with decreasing redshift, though measurements at z < 0.9

were not possible.

DLAs comprise a subset of intermediate/strong Mg II systems. They are shown to be

drawn from a variety of morphological types with a range of luminosities, environments, and

impact parameters. The results of RT00 show that approximately 18±6% of Mg II absorption

systems with W λ2796
0 ≥ 0.6Å are DLAs. Amongst the identified DLA galaxies summarized

above, all but one has b < 20kpc (0827 G1, with b = 38 h−1
70 kpc). This can be compared to

R∗
eff ≈ 60 kpc for Mg II systems with W λ2796

0 ≥ 0.6Å (§6.1.2). Direct comparison of DLA

impact parameters and estimated values of R∗
eff are suspect for several reasons, including

the different redshift ranges and the possibility of non-unity covering factors. Nonetheless,

comparisons of the magnitudes indicate consistency: b = 20−30kpc corresponds to 10−25%

of the projected area within 60 kpc, which is consistent with the fraction of W λ2796
0 ≥ 0.6Å

Mg II systems that are also DLAs.

A picture of galactic structures selected via gas cross section is beginning to emerge.

Gaseous halos of bright galaxies extend out to large galactocentric radii (& 100kpc). In-
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dividual halo sizes certainly vary, and there is likely to be dependence on luminosity and

morphology. Various cloud or cloud-ensemble types contribute to Mg II absorption, and

likely to DLA absorption as well. The structures responsible for DLA and Mg II absorption

were in place by z ≈ 2 − 4. For redshifts z & 1, unknown physical processes regulate the

incidence of Mg II and DLA systems, such that there is little evolution. For redshifts z . 1,

the strongest Mg II systems begin to evolve away. By z = 0, ΩDLA has decreased by a

factor of ≈ 4 − 5 from the high-redshift value. However, the degree of evolution of DLA

systems throughout the redshift interval 1.65 > z > 0 is poorly known. Continued work,

utilizing results from this dissertation, will improve our knowledge of the redshift dependence

of ΩDLA at low z. Although DLAs are a subset of intermediate/strong Mg II systems, the

details of the relationship are not yet clear. DLAs have sub-solar metal abundances, and

their metallicity correlates with the velocity dispersion of Mg II absorption features, which

suggests that mixing is an important variable in determining [M/H] in DLAs. Continuing

study of low-redshift absorption systems will begin to bridge the gap between our knowledge

of the local Universe and the evolving nature of gas-cross-section-selected galactic structures

at earlier epochs.

The nature of gas-cross-section-selected galactic structures has important relevance to

the study of galaxy evolution as a whole. Simulations are reaching a level of sophistication

whereby they are able to make predictions concerning quasar absorption line statistics. Large

(e.g., SDSS) and deep (e.g., HDFs) optical surveys are expanding the redshift range for which

we can compare the galactic stellar- and gaseous-component statistics. It is perhaps too early

to tell if these systems can be related directly to the faint blue galaxy population and/or the

missing small-scale halo structures, for example, but continued progress in quasar absorption-

line studies and follow up imaging, combined with ever-improving theory and simulations,

should ameliorate the consistency of the various fields of study concerning galaxy evolution.
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APPENDIX A

COSMOLOGY-DEPENDENT CALCULATIONS

This dissertation contains several physical attributes of galaxies and galactic structures such

as distances and look-back times that are not directly observable, but are determined for a

given cosmology from observables such as angular separation and redshift. Most were calcu-

lated by writing algorithms in C to numerically compute the necessary integrals. Although

the programs were original to this dissertation, the theoretical formalisms were taken from

published sources, mostly Peebles (1993) and Hogg (2000). For completeness, the derivation

of the relevant formulae is described in this appendix.

The proper physical distance between two objects in the expanding Universe can be

written in term of a time-dependent scale factor a(t):

l(t) = l0 a(t). (A.1)

Using the familiar inverse square law solution to Poisson’s equation for the Newtonian grav-

itational acceleration, ∇ · g = −4π G (ρ + 3 p
c
), one obtains

ä

a
= −4

3
πG(ρ + 3

p

c
) +

c2Λ

3
, (A.2)

where the density ρ and pressure p account only for “ordinary” material. The c2Λ = 8πGρΛ

term accounts for “dark” energy/pressure, if it exists. Energy conservation requires

ρ̇ = −3(ρ +
p

c
)
ȧ

a
. (A.3)
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Equation A.3 can be used to eliminate pressure from Equation A.2, which can then be

multiplied by ȧ to form a perfect differential with the solution

(
ȧ

a

)2

=
8

3
πGρ +

c2Λ

3
+

c2k

a2
, (A.4)

where k is a constant of integration. The Hubble constant H is defined by

H ≡ v

l
=

ȧ

a
, (A.5)

the redshift is

1 + z ≡ λ0

λ
=

a0

a
, (A.6)

and (
ȧ

a

)2

=

(
ż

1 + z

)2

. (A.7)

If the mean mass density is dominated by nonrelativistic matter, p ¿ ρ ∝ a−3, and one may

write
ä

a
= H2

0

[−ΩM(1 + z)3/2 + ΩΛ

]
, (A.8)

and
ȧ

a
= H0E(z) ≡ H0

[
ΩM(1 + z)3 + ΩΛ + Ωk(1 + z)2

]1/2
, (A.9)

where

ΩM =
8πGρ0

3H2
0

, ΩΛ =
c2Λ

3H2
0

and Ωk =
c2k

(H0a0)
2 . (A.10)

From Equations A.4, A.5 and A.10, one can see that

1 = ΩM + ΩΛ + Ωk. (A.11)

It is traditional to write Ω = ΩM + ΩΛ = 1− Ωk. Then Ω is the mass-energy density of the

Universe expressed as a fraction of the closure density. The constant k (and therefore Ωk)

is related to the curvature of space. For k = 0, Ω = 1 and the Universe is flat. For k > 0,

Ω < 1 and the Universe is open, and for k < 0, Ω > 1 and the Universe is closed. It is also

traditional to express the Hubble constant as H0 = h × 100 km s−1 Mpc−1. In Chapters 2

through 4, calculations were done assuming a flat Universe with ΩM = 0.3, ΩΛ = 0.7 and

a present day value of the Hubble constant H0 = 70 km s−1 Mpc−1 (i.e., h = 0.7), and in
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Chapter 5 with ΩM = 1, ΩΛ = 0 and h = 0.65, though expressions will be derived here with

full generality.

The relevant derived parameters in this dissertation are look-back time, line-of-sight

intersection probability, impact parameter for a given angular separation and the comoving

volume element, all as a function of redshift. To calculate the look-back time as a function

of redshift, one may write ȧ = da/dt, or dt = da/ȧ and therefore

t(z) =

∫ a

0

da

ȧ
=

∫ a

0

da

aH0E(z)
=

1

H0

∫ ∞

z

dz

(1 + z)E(z)
, (A.12)

which is integrated numerically to give t(z). The look-back time is then t(0)− t(z), or

tL(z) =
1

H0

∫ z

0

dz

(1 + z)E(z)
. (A.13)

The proper displacement of a light ray with a redshift z is determined by setting ds2 =

c2dt2 − dl2 = 0. Thus

dl = c dt = c ȧ−1 da =

(
ȧ

a

)−1
c dz

(1 + z)
. (A.14)

Using Equation A.9, the proper displacement can be written

dl

dz
=

c

H0 E(z) (1 + z)
. (A.15)

Note that the look-back time is just the 1/c times the integral of the proper displacement,

as it must be. The proper displacement also determines the interception probability, dP =

σ(z) n(z) dl, where σ(z) represents the cross section and n(z) the number density. For a

population that does not evolve, σ(z) = σ0 and n(z) = n0(1 + z)3. One may write:

dP

dz
= σ(z) n(z)

dl

dz
= σ0 n0

c (1 + z)2

H0 E(z)
. (A.16)

The spatial part of the time-dependent line element ds2 = c2dt2−(a(t) dl)2 can be written

dl2 = dx2 + dy2 + dz2 + dw2, where curvature has been allowed for by embedding the three-

sphere in a flat four-dimensional space with orthogonal position coordinates x, y, z and w.

Changing to spherical coordinates, one finds:

ds2 = c2dt2 − a(t)2

[
dr2

1 + k r2
+ r2 (dθ2 + sin2 θ dφ2)

]
, (A.17)
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where r2 = x2 +y2 +z2 and R2 = r2 +w2 has been identified with the constant of integration

k in equation A.4 such that k = R−2 and is a constant of the cosmology. In the r ¿ R limit,

ds2 becomes the familiar Minkowski metric. It is useful to make the coordinate change

r = R sin χ = k−1/2 sin χ. (A.18)

The line element then simplifies to

ds2 = c2dt2 − a(t)2

k

[
dχ2 + sin2 χdΩ

]
. (A.19)

Setting ds2 = 0 and dΩ = 0, the coordinate distance to an event at te is

χ = k1/2

∫ 0

te

c dt

a
= c k1/2

∫ a0

ae

da

aȧ
=

c k1/2

H0

∫ a0

ae

da

a2E(z)
=

c k1/2

H0a0

∫ z

0

dz

E(z)
, (A.20)

and thus

r = k−1/2 sin

[√
Ωk

∫ z

0

dz

E(z)

]
. (A.21)

The impact parameter b at coordinate distance r for a given observed angle θ to a line of

sight is

b = θ a r =
θ a0r

(1 + z)
=

θ H0a0r

H0(1 + z)
=

θ c rA

H0(1 + z)
, (A.22)

where the “angular-size” distance rA is given by

rA =
1√
Ωk

sin

[√
Ωk

∫ z

0

dz

E(z)

]
. (A.23)

Note that rA is well defined even for a negative Ωk value, since i sin(i z) = − sinh(z). Fur-

thermore, the area subtended by solid angle dΩ is dA = a2r2dΩ. Thus, the proper volume

element is

dV =
dl

dz
dz a2r2

∫
dΩ =

4π r2
A c3 dz

E(z) H3
0 (1 + z)3

. (A.24)

The comoving volume element is just the proper volume element times three factors of the

relative scale factor:
dVC

dz
=

4π r2
A c3

E(z) H3
0

. (A.25)

Figure A.1 shows the interception probability for a non-evolving population (i.e., NECs),

look-back times, impact parameters (b) and relative luminosity for a given magnitude for

three different (ΩM , ΩΛ, h) cosmologies: the “WMAP” cosmology used throughout most
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of this dissertation, (0.3, 0.7, 0.7), shown as the solid black curve; the no-Λ flat cosmology

used in Chapter 5, (1.0, 0.0, 0.65), shown as the red dashed curve; and a no-Λ low-density

cosmology (0.2, 0.0, 0.7), shown as the green dotted curve. The relative luminosity curves are

simply the ratio of the rA(z) distances, and are shown relative to the no-Λ flat cosmology

(i.e., the luminosity of an object at z = 0.9 is underestimated by 50% in the no-Λ flat

cosmology if the true cosmology corresponds to the WMAP values.)
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Figure A.1: Comparison of (ΩM , ΩΛ, h) cosmology-dependent calculations. Shown are the

(0.3, 0.7, 0.7) “WMAP” cosmology (solid black curve), the (1.0, 0.0, 0.65) no-Λ flat cosmology

(red dashed curve), and a (0.2, 0.0, 0.7) no-Λ low-density cosmology (green dotted curve).

The relative luminosity curves are shown relative to the no-Λ flat cosmology (see text.)
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APPENDIX B

THE Mg II ABSORBER CATALOGS

In this appendix, the 1331 Mg II absorber from the SDSS EDR survey and the 141 Mg II

absorbers from the MMT survey are shown. The SDSS EDR systems are presented first,

ordered by increasing redshift, followed by those from the MMT survey. The redshift and

W λ2796
0 is listed on top of each frame, and the vertical lines mark the central position of

λ2796 and λ2803.
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