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Four studies were conducted to examine the effects of individual skill differences among adult readers, as well as the effects of the quality of their lexical knowledge, on eye movements during reading. Study 1 defined dimensions of adult reader variability via a factor analysis of a database of adult reading assessments. Five dimensions emerged from the analysis reflecting: (1) speed/reading experience (expertise), (2) sublexical skills, (3) accuracy, (4) learning/memory, and (5) amount of “casual reading”. Study 2 examined the effects of each of the dimensions of variability on eye movements during paragraph reading. Expert readers read words more quickly, especially less frequent words. Readers with good sublexical skills exhibited faster reading on early fixations, especially for more frequent words. These results suggest that individual differences in reading may be largely based on differences in the quality of lexical representations, with experienced readers having more knowledge of low frequency words, and readers with good sublexical skills having more unitized representations of frequent words. Study 3 employed a training paradigm in order to control the quality of lexical knowledge readers had along orthographic, phonological, and meaning dimensions. Orthographic and phonological training affected first pass reading measures, and phonological and meaning training affected second pass measures. The direction and strength of the training effects were mediated by individual differences between readers in their ability to learn from experiences. Study 4 examined the effects of components of word knowledge on eye movements by testing readers’ orthographic, phonological, and meaning knowledge of words they read in context. Results confirmed the results of Study 3, with
orthographic and phonological knowledge affecting early fixations, and meaning knowledge affecting re-reading. Studies 3 and 4 also showed a pattern of faster first fixations with more rereading for the words with the list familiar forms. Results from the set of experiments show that each component of word knowledge affects eye movements uniquely, and that individual differences between adult readers, resulting in differences in the quality of lexical representations these readers have, account for variability in patterns of reading above and beyond attributes of the text being read.
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1.0 INTRODUCTION

1.1 OVERVIEW

This introduction provides background illustrating the following claims: (1) Two important components of skilled reading are the ability to identify and understand words (a) accurately and (b) rapidly and automatically. (2) These abilities develop from (a) a reader’s previous experience with the particular word being read and (b) the reader’s ability to learn from experience with words. (3) Both experience and ability to learn from experience are important sources of individual differences. This background motivates the research goal of the dissertation: to explore the effects of individual differences among normal adult readers (in terms of skills, experience, and lexical quality) on fluent silent reading at the word level.

The following research goals are undertaken in the thesis: (1) Identify major dimensions along which reading skill and experience vary among normal adult readers using a data-driven approach (Study 1), (2) understand whether and how those individual differences help predict patterns of on-line reading (Studies 2 & 3), and (3) more directly measure the consequences of the quality of lexical representations for reading behavior (Study 4).

1.2 BACKGROUND

1.2.1 Lexical Quality and Comprehension

The task of reading can be broken down into a myriad of interdependent and temporally coordinated cognitive processes. Perhaps the most basic of these processes is understanding
the words that constitute the text. Although higher level skills such as inference making and text integration are also required for skilled comprehension, there are few readers with good comprehension skill despite poor word-level skills. Thus, it has been hypothesized that a reader’s vocabulary knowledge and the quality of a reader’s lexical representations contributes to the reader’s comprehension ability. This idea is known as the Lexical Quality Hypothesis (Perfetti & Hart, 2002, 2001; Perfetti, 2007b).

Correlational data show that, indeed, readers with high comprehension ability also tend to have high levels of word knowledge and word reading skills. Based on overlapping databases of reader scores on a battery of reading tests, both Hart (2005) and Landi (2005) found a strong relationship between scores on tests of lexical knowledge and tests of comprehension. Hart (2005) found that 65% of her sample was either above or below the median for both decoding/spelling scores and comprehension/vocabulary scores. In other words, the majority of readers have test scores that are consistent between the word form level and the word and text comprehension level. Additionally, Landi (2005) found that only 9% of her sample scored in the top 50% for comprehension but the bottom 50% on a lexical form factor. This means that few people are good comprehenders with poor word-level knowledge and skills.

Both Perfetti and Hart (2002) and Landi (2005) performed principal component analyses (PCA’s) on the test scores to determine what functionally distinct skills or knowledge the various tests measured. Both studies determined that two factors, at least for skilled readers, accounted for a majority of the variance. One factor was a form factor related to spelling and decoding, and one factor was a meaning factor, including text comprehension as well as vocabulary knowledge. Perfetti and Hart also found that less-skilled readers had an additional (third) important factor; for those readers, two separate factors emerged for form knowledge: one for orthographic knowledge, and one for phonological knowledge. The authors concluded that for less-skilled readers, the link between representations of orthography and phonology is weak, and that overall, less-skilled readers can be thought to have more dissociated representations of components of word knowledge. More-skilled readers, on the other hand, have highly interconnected knowledge of the components of words, resulting in unified word representations.
Verhoeven and Van Leeuwe (2008) confirmed the relationship between word level skills and comprehension longitudinally with Dutch students, finding that vocabulary knowledge and efficient decoding of word forms predicts the development of reading comprehension. A more causal relationship between vocabulary instruction and comprehension and speed gains were found through controlled experiments by Beck, McKeown and colleagues (Beck, Perfetti, & McKeown, 1982; McKeown, Beck, Omanson, & Perfetti, 1983) (and see Stahl & Fairbanks, 1986, for a review). Furthermore, vocabulary knowledge predicted comprehension ability in young adult readers (aged 16-24) above and beyond decoding skill and general language comprehension (Braze, Tabor, Shankweiler, & Mencl, 2007).

Based on these analyses, two relevant concepts emerge. (1) Comprehension skill is highly related to vocabulary knowledge and the quality of lexical representations, but (2) even for skilled readers, and especially for less-skilled readers, there are dissociable word level skills. Form knowledge and vocabulary meaning knowledge account for different components of variability, with vocabulary meaning knowledge being more highly related to comprehension ability. However, as stated in Perfetti’s (2007a) overview of lexical quality, “It remains an important goal of the Lexical Quality Hypothesis to show more specific consequences of the various components of lexical knowledge.”

1.2.2 Lexical Quality and Fluent Reading

Speed is a component of both high quality lexical representations and skilled reading more generally. The ability to correctly identify words rapidly is considered an indicator of, if not part of the definition of, lexical quality. Although not all studies supporting the link between vocabulary knowledge and comprehension ability use timed tests or consider the speed component, some do. Perfetti and Hart (2002), for example, found that skilled comprehenders were faster to access word meanings, as evidenced by earlier signs of homophone confusion and subsequent meaning resolution. They use this finding as evidence that skilled comprehenders have higher quality lexical representations than less-skilled comprehenders. Likewise, in the factor analyses discussed in the previous section, both Hart (2005) and Landi (2005) used timed tests for the vocabulary and comprehension evaluations. Thus,
their findings are actually that fast, accurate vocabulary access is related to fast, accurate reading comprehension.

Thus, it is important to consider not only accuracy in comprehension, but fluency in the path to comprehension. Two readers may achieve the same level of comprehension, but one reader may need to pour over the text, re-reading it several times, whereas the other reader may effortlessly understand the text on the first pass. In fact, even if both readers score the same on a set of comprehension questions following the text, the faster reader may have understood the text more deeply, overlooked by shortcomings in the evaluation method. More fluent readers should achieve better comprehension, because more of their cognitive capacity is freed from low-level word processing and is available for higher level consideration of the text (LaBerge & Samuels, 1974; Nathan & Stanovich, 1991), and correlational data suggest that this is the case (Pinnell et al., 1995).

This “fluency” skill – the ability to quickly and automatically identify words during reading – is often examined orally in younger children as a measure of reading ability or literacy gains (for a review, see Fuchs, Fuchs, Hosp, & Jenkins, 2001). Less fluent readers need to switch their limited attention between word identification and comprehension processes because the dual task of attending to both simultaneously exceeds the readers’ attentional capabilities. This results in labored reading and weak comprehension. Fluent readers, on the other hand, are able to identify words almost effortlessly, and can keep a steady focus of attention on comprehension of the text. Although studies addressing fluency evaluation and instruction have generally had an emphasis on learning readers, fluency remains a differentiator of reading ability as late as high school (Rasinski et al., 2005).

1.2.3 Experience Improves Lexical Quality and Fluency

Educational studies have shown that the most effective way to achieve gains in fluency and vocabulary knowledge is through practice reading (Samuels, 2002). Cunningham and Stanovich (1991) found a positive relationship between print exposure and vocabulary in children even after general ability and decoding ability were accounted for, and it remained an important predictor of vocabulary in college students (Stanovich & Cunningham, 1992;
West & Stanovich, 1991). In fact, print exposure was a better predictor of vocabulary in older adults and college students than age was, even after controlling for working memory, general ability, and education level (Stanovich, West, & Harrison, 1995). Not surprisingly, instructional studies show similar results: more exposures to words results in better learning of the words (e.g. Jenkins, Stein, & Wysocki, 1984; McKeown, Beck, Omanson, & Pople, 1985).

One mechanism for improvement in speed through practice is the unitization of practiced words. As children gain experience reading, there is a shift from letter-by-letter reading to gradually more unitized word representations, as illustrated by the gradual decrease in the importance of word length in determining semantic categorization reaction times from 2nd to 6th grade (Samuels, LaBerge, & Bremer, 1978). Unitization is akin to the idea of “chunking”: text processing units become larger as words become more familiar. This shift is specific to the words that have been practiced, so that even adults revert to smaller visual processing units for unfamiliar words. For example, when adult readers were asked to read visually unfamiliar mirror-image words aloud, the effect of word length decreased with practice, indicating a similar shift to more unitized visual word representations of the practiced items (Samuels, Miller, & Eisenberg, 1979). Readers also find it more difficult to detect letters within more familiar words (frequently occurring, correctly spelled, grade-level appropriate, etc.) providing further evidence that these words are processed in larger units than less familiar (infrequent, misspelled, etc.) words (Greenberg, Healy, Koriat, & Kreiner, 2004; Healy, 1976, 1980, 1981; T. Cunningham, Healy, Kanengiser, Chizzick, & Willitts, 1988).

In the framework of the Lexical Quality Hypothesis (Perfetti & Hart, 2002, 2001), more exposures to words increases the robustness and specificity of the lexical representations, strengthens the connections between the learned words and the rest of the reader’s knowledge and lexicon, and strengthens the connections between form and meaning and between orthography and phonology. All of these factors contribute to making the process of word identification faster and more accurate.

1.2.3.1 Neural Basis of Learning from Experience Functional MRI studies have contributed to our understanding of word learning by identifying neural changes resulting
from repeated exposures to words. These changes correspond behaviorally to vocabulary learning and increased efficiency in word identification. Often, improved neural computation is manifested in fMRI as suppression effects of learning – an overall reduced amount of neural activity with expertise. Suppression of neuronal firing may be due to (a) a kind of "gain control" designed to help new information stand out, mostly in the cases of short-term repetition, (b) a sharpening of neuronal "tuning", whereby irrelevant or unnecessary neuronal firing is reduced, (c) a shortening of the time course of neuronal activity, in which communication simply occurs faster and firing stops sooner as the stimulus identity is settled upon more quickly, or (d) some combination of these factors (Grill-Spector, Henson, & Martin, 2006).

Katz et al. (2005) found this type of repetition reduction in an fMRI study in which new or repeated words were presented to participants in a lexical decision and naming task. As behavioral performance improved with familiarity, brain activity in regions associated with lexical processing (inferior frontal gyrus, supramarginal gyrus, and a posterior occipitotemporal region) decreased. Repeated words in the study were presented only three times for 1 second each time, so whether the effects are similar in nature to effects arising from a lifetime of experience with a word is questionable. However, Sandak et al. (Sandak, Mencl, Frost, & Pugh, 2004) found the same type of activity reduction in the same reading areas following a more extensive phonological non-word familiarization task and subsequent fMRI task, supporting the idea that such a reduction of activity as a reflection of processing efficiency is a defensible explanation for word familiarity, if not more robust learning.

Increased efficiency in the form of reduced neural activity is not the only way in which experience can shape neural circuitry. Changes in circuitry used for the task or increased connections between areas are other ways Posner et al. (1997) hypothesized skill could develop. In their 2004 study, Sandak et al. found changes of this sort following a semantic training paradigm in which participants learned meanings of non-words and then performed a simple naming task in the scanner. Unlike the phonological training which reduced neural activity in decoding areas, the semantic training increased neural activity in bilateral superior and middle temporal gyri. Such an increase in activity might be a result of increased connections to semantic areas with the semantic training. Although both the phonological
training and semantic training used in the study resulted in faster and more accurate performance on relevant tasks, the underlying changes in neural circuitry were different depending on the type of training and the sub-process of reading that was becoming more accurate and efficient. Semantic familiarity seemed to result from increasing connections and activity, whereas phonological familiarity resulted from decreased activity (and perhaps increased efficiency) in decoding regions.

In summary, the rapid and automatic identification of words depends on the individual reader’s prior experiences with the particular word being read, and how these experiences shape neural processing, regardless of whether the reader is learning to read or an adult. Word frequency effects, in which more frequently encountered words are understood more efficiently, can be thought of as an extension of this idea, with word-by-word “fluency” improving over our lifetimes of word experience.

1.2.4 Experience as an Individual Difference

Reading experience, and the number words an individual encounters, is a very large source of variability among individual readers. In children, at least, this may be due largely to differences in reading skill and the corresponding differences in reading speed. Biemiller (Biemiller, 1977) reports rapidly increasing differences between his most and least able reading groups in terms of the number of words read in a session of classroom reading, primarily because the least skilled readers were slow readers. In addition, Allington (1984) observed that less-skilled readers in the classroom were instructed in decoding at the expense of silent reading, resulting in less classroom exposure to word reading. This feeds the negative side of the reciprocal relationship between reading experience and vocabulary knowledge whereby readers with poor vocabulary knowledge are slower readers and therefore do not gain as much experience, making it difficult to improve vocabulary knowledge (see Stanovich, 1986). In contrast, readers with early success in reading are more likely to sustain a habit of reading through at least high school (A. Cunningham & Stanovich, 1997). Much of the work of Stanovich and colleagues has centered on the variability between individuals of all ages in the amount of exposure they have to print, and the large consequences of these differences
on reading ability and vocabulary knowledge (see Stanovich & Cunningham, 1992).

1.2.5 Ability to Learn from Experiences as an Individual Difference

One important point to consider is that the quality of lexical representations does not depend solely on the frequency or even quality of experiences with that word. Studies have shown that different readers benefit to different degrees from the same experiences with words. More-skilled readers learned more after instruction followed by reading in context than less-skilled readers did from the same instruction and contexts (Jenkins et al., 1984), and among average and above average readers, a similar trend was seen that did not reach significance (Nagy, Herman, & Anderson, 1985).

Perfetti, Wlotko, and Hart (2005) taught more-skilled and less-skilled undergraduate comprehenders the meanings of very rare words for 50 minutes. Behaviorally, they found that although both groups started with equal (and low) knowledge of the very rare words, the more-skilled comprehenders were more accurate in a post-learning meaning judgement task. The implication is that the more-skilled comprehenders were better able to take advantage of their experience with the rare words during learning, resulting in a higher level of lexical quality from the same experience. This behavioral observation was confirmed in the ERP record. More-skilled comprehenders showed a more robust P600 episodic memory effect than did the less-skilled comprehenders. In addition, less-skilled comprehenders were not as facilitated in reading a semantic associate after viewing the semantically-related learned word. This was evidenced by a smaller reduction in the N400 component, related to meaning expectation or ease-of-integrating, for the associate. Together, the ERP results imply that the learning experience had less impact for the less-skilled comprehenders.

Nelson, Balass, and Perfetti (2005) found congruent results. Individuals were trained on the meanings of very rare words either visually or auditorily, but instead of having an equal time for learning, participants learned the words to criterion. This meant that the slower learners had more exposure to the words than the faster learners. Despite fewer exposures, the faster learners were still more accurate and more confident in later identifying the learned words. Specifically, these learners were less dependent on modality congruency between
learning and test. If they learned the words visually, the faster learners were still able to recognize the word if it was presented auditorily, and vice versa. The slower learners suffered more from a change in modality at test than did the faster learners. This study further supports the idea that readers are differentially able to take advantage of exposures to words. In addition, it supports a key prediction of the Lexical Quality Hypothesis: skilled readers have more integrated form representations for words. Based on this study, this observation appears to be due to the reader’s knowledge of grapheme-phoneme correspondences rather than based solely on exposure to the words in multiple modalities; in training, participants were only exposed to one modality, but they were still able to recognize the word when it was later presented in the alternative modality.

The conclusions were further supported in an ERP experiment (Balass, Nelson, & Perfetti, 2010) that showed a recognition memory effect (the P600) for reading trained words only in skilled readers. There was a particular skill difference in the phonologically trained condition (in this case the only condition tested in an incongruent modality).

Besides the comprehension skill differences often used to distinguish more-skilled from less-skilled adult readers, other reader skill differences may influence how easily the reader can learn from experiences with words. By the self-teaching hypothesis (Share, 1995), word learning from independent reading requires readers to be able to successfully re-code the written word into it’s phonological form, thus allowing mapping from the visual form to the lexicon. On an item-by-item basis, words eventually become “lexicalized,” at which point decoding is less important. Learners who are skilled decoders and have better phonological memory will be better equipped to establish strong orthographic word representations from fewer exposures to the word. A secondary component to the self-teaching hypothesis is that visual-orthographic memory will also distinguish readers in their ability to form new word representations.

These studies establish that important sources of individual variability in lexical representations include not only how often words have been experienced, but also the skills that allow a reader to benefit from those experiences. Evidence suggests that important skills include decoding, orthographic memory, and comprehension ability.

Overall, studies examining the relationship between reader skill and the quality of lexical
representations show that (1) comprehension skill and fluent reading depends on lexical quality, and (2) the quality of word representations comes from a combination of the amount of experience a reader has with a word and the relevant skills that enable that reader to take advantage of experiences with words.

1.2.6 Eye movements as a Measure of Reading Skill

Although much of the background presented so far has focused on efficient, accurate lexical access as measured through vocabulary and fluency assessments, many studies of adult reading have obtained fine-grain word-by-word information about the speed and ease of text processing through tracking readers’ eye movements while they read silently. There are two major benefits to using eye-tracking to understand the cognitive processes underlying reading: (1) eye-tracking provides precise temporal-spatial information, recording exactly where the eyes are fixated in a text and for how long, and (2) eye-tracking studies allow linear displays of text, simulating a normal reading situation in which participants can read backward and forward in the text with no additional task response required. However, the validity of eye movement studies depends on there being an “eye-mind link,” a relationship between cognitive processing and eye movements (see Schooler, Reichle, & Halpern, 2004, for a discussion of this idea). Most researchers investigating eye movements during reading agree that there are both occulo-motor factors and cognitive factors that contribute to decisions about when and where to move the eyes. Much current debate revolves around the exact nature of contributions from these factors, resulting in several models generated to test the quantitative predictions of various theories (Reichle, Pollatsek, & Rayner, 2006, and see the entire January 2006 special issue of Cognitive Systems Research). However, most eye movement research being carried out assumes that there is a tight relationship between the location of fixations and the content being processed, and between the duration and number of fixations, and how difficult processing is. In this way, we can learn which text factors, lexical factors, and individual reader differences influence reading behavior. We can learn more specifically when and in what way these factors influence reading by examining a variety of distinct measures gleaned from the eye movement record. These include the
durations of initial fixations on words, various cumulative measures of viewing time when multiple fixations are made on words, whether a word was skipped, whether it was re-fixated on the first pass, and whether a regression was made back to the word. The general pattern of data across many studies is that more difficult text as well as less-skilled reading results in patterns of longer, more frequent fixations, more regressions, and slower reading times.

1.2.7 Influence of Text Factors and Lexical Factors on Efficient Reading

Reading difficult text, whether at the level of the single word, sentence, or entire text, results in elements of the typical “difficult reading pattern”: longer fixations, more fixations, shorter saccades, more regressions, and slower reading times. Rayner (1986) also found that the perceptual span, the size of the window of text from which useful information is being gleaned during any fixation, shrinks when text is more difficult. This implies that attention is more focused on the foveated region when there are high processing demands, and provides evidence of the hypothesized relationship between the size of a processing unit and the difficulty of the text, with more difficult text resulting in smaller processing units.

Various properties of the individual words making up the text have been found to affect processing demands as measured by eye movements, replicating effects found in behavioral paradigms. These include word length, predictability, frequency, lexical ambiguity, age of acquisition, subjective familiarity, concreteness, phonological neighborhood size, orthographic neighborhood size and orthographic neighborhood frequency, among other properties (for example, Andrews, 1997; Juhasz & Rayner, 2003; Pollatsek, Perea, & Binder, 1999; Rayner, Sereno, & Raney, 1996; C. C. Williams, Perea, Pollatsek, & Rayner, 2006; Yates, Friend, & Ploetz, 2008). Ultimately, these kinds of lexical factors do not necessarily reflect properties that are intrinsic to the word. For example, Staub and Rayner (2007) differentiate between “intrinsic” lexical factors (e.g. frequency, morphology, and lexical ambiguity) and “relational” lexical factors, which have to do with how a word fits in its context (e.g. predictability, semantic priming, plausibility in context). But even Staub and Rayner’s category of “intrinsic” properties can be broken down further. Some are independent of the context, the reader, and the reader’s lexicon (such as word length), some are dependent on reader
experience (such as frequency or familiarity), and some are dependent on the reader’s lexicon (such as orthographic neighborhood size, defined as the number of words that are only one letter different from the target word). Although the concept of neighborhood size, for example, exists without reference to a particular reader, if a particular reader doesn’t actually know a word’s neighbors, those neighbors should not affect that reader’s lexical processing. In addition, the degree of orthographic specificity a reader has for words can affect the relationship between words and their neighbors, with better spellers or more advanced readers showing neutral or inhibitory priming effects from neighbors, rather than the facilitatory effects seen in weaker spellers or developing readers (Castles, Davis, Cavalot, & Forster, 2007; Andrews & Hersch, 2010). Likewise, although there are external word frequency measures, they are estimates of how frequently readers are actually likely to encounter words, and without that relationship to the reader’s experience, the variable is meaningless for understanding lexical processing. This leaves few factors that are actually “intrinsic”, with some factors being perhaps better categorized as “knowledge” factors (dependent on an individual’s knowledge, lexicon, or experience), and some being, as Staub and Rayner (2007) proposed, “relational” factors that depend on the context in which they appear.

Although relational factors are generally studied by controlling the kinds of context in which words appear, “knowledge” factors are generally studied by using a proxy for the average reader’s experience or knowledge based on corpus measures such as word frequency or number of neighbors. This has been an effective strategy for understanding the average reader, often made even more effective when subjective measures, such as familiarity ratings, are employed (as will be explored in the next section). However, as discussed in previous sections, individual readers’ actual experiences, their ability to learn from their experiences, and their resulting word knowledge are quite variable, and these differences are a good starting point in understanding individual differences in reading skill among adult readers.

1.2.7.1 Frequency and Familiarity As An Example The case of word frequency effects provides a good example of when it is useful to think of lexical properties as “knowledge” factors, even when trying to understand the average reader. It is fairly non-controversial that the frequency of our encounters with words influences the ease with which we process those
words. Frequency effects have been widely reported in the word recognition literature in a variety of tasks including word reading and visual lexical decision (Balota & Chumbley, 1984; Forster & Chambers, 1973; Frederiksen & Kroll, 1976; Monsell, Doyle, & Haggard, 1989; Schilling, Rayner, & Chumbley, 1998), picture naming (Oldfield & Wingfield, 1965), tachistoscopic recognition thresholds (Broadbent, 1967; Broadbent & Broadbent, 1975; Solomon & Postman, 1952; Winnick & Kressel, 1965), eye movements (Schilling et al., 1998), and spoken word recognition (Connine, Mullennix, Shernoff, & Yelen, 1990; Dahan, Magnuson, & Tanenhaus, 2001; Marslen-Wilson, 1987).

However, Gernsbacher (1984) demonstrated that subjective familiarity ratings are a better single predictor of reading performance than objective frequency counts. Previous literature had shown mixed results for interactions between frequency and bigram frequency, concreteness, and polysemy, especially in the low-frequency range. For example, in the low frequency range, Rice and Robinson (1975) found that participants were faster to respond to low bigram frequency words than high frequency bigram words, whereas Biederman (1966) found exactly the opposite. Gernsbacher’s hypothesis was that familiarity was really the main factor, and that although frequency approximated familiarity in the high frequency range, words in the low frequency range randomly varied in familiarity between conditions and between studies. She demonstrated that for the bigram frequency studies, stimuli used in the previous experiments varied in familiarity in such a way as to explain the pattern of inconsistent results. For example, in the low-frequency range, more of Rice and Robinson’s low bigram frequency words were highly familiar than their high bigram frequency words, whereas the opposite was true in Biederman’s study. When Gernsbacher repeated the lexical decision studies but varied familiarity instead of frequency, she found no effects of bigram frequency, concreteness, or polysemy. In addition, the familiarity ratings correlated strongly with a measure of performance combining latency and accuracy, (rs = -.86, -.89, -.87, and -.78 for the four studies) and accounted for 71% of the variance in performance across all words and participants in the studies. Previous studies could not account for that much variance when objective frequency measures were used. Howes and Solomon (1951) found that frequency could account for an average of 50% of the variance in tachistoscopic thresholds, and Whaley (1978) could similarly account for only 46% of the variance in a lexical deci-
sion task. Gernsbacher’s explanation of familiarity’s strong ability to predict performance was that subjective familiarity ratings were a more reliable measure of true experiential frequency, and that they might also take into account the number of times a word is spoken, written, or heard in addition to how often it is read. She proposed that familiarity ratings may be performed by tapping into a stored representation of frequency information for each word, a memorial frequency record that is independent of a word’s other attributes.

More recently, Kacinik, Shears, and Chiarello, (2000) found that familiarity was more highly correlated with performance in a lexical decision task \((r = -.70)\) than was objective frequency \((r = .22)\). Familiarity was correlated with imageability, noun-verb distributional distance \((\text{NVDD}, \text{a measure of the typicality of the context in which a noun or verb appears compared to other nouns and verbs})\), Francis-Kucera frequency \((1982)\) and Usenet frequency \((\text{extracted from newsgroup conversations on Usenet})\), \(r = .22, .23, .39,\) and \(.40\) respectively. However, familiarity was still able to account for unique variance in reaction time for the lexical decision tasks. The authors urge experimenters to consider the importance of processing differences based on the familiarity of stimuli to the subject population instead of controlling primarily for frequency and imageability.

If we acknowledge that word frequency is an estimate of how often readers have encountered a given word relative to other words, and that the reason more-frequent words are read more efficiently is that experience with words breeds high quality lexical representations, then using a subjective measure may have more predictive power because it is more likely to directly reflect the quality of readers’ lexical representations. Whether this is because familiarity ratings are a more accurate measure of true multi-modal experiential frequency than are objective frequency counts, as Gernsbacher (1984) suggests, or because readers are actually basing their familiarity ratings on how easily they feel they can identify the word, is an unanswered question.

It is possible that the familiarity ratings are not tapping into a stored bit of lexical frequency information, but instead are based on the pattern of neural activity associated with processing the word. If the neural activity shows the signature pattern of non-novel processing (e.g. processing is fast, highly tuned, or well-connected), a participant might use this information to make familiarity ratings. Instead of the ratings reflecting an independent
lexical property (frequency) that influences neural processes of word recognition, the ratings may be measuring something about the neural processing itself. In that case, familiarity ratings would depend on the same factors (such as frequency) that cause learning, and would at least partially measure lexical quality rather than simply estimate frequency of exposure. This would be true especially when readers are asked to rate “familiarity” rather than frequency.

1.2.8 Summary of Background

Previous research has identified that vocabulary knowledge, including the speed and ease with which lexical representations can be accessed, is an important component of skilled reading and comprehension. A reader’s ability to fluently and accurately read a word depends on the quality of the lexical representation, which in turn depends on both how much experience the reader has had with a word, and how well the reader is able to establish and refine their lexical representations with each exposure. Thus, any observed reading behavior is a result of the combination of properties of words in the text being read and the reader’s current knowledge of the words in the text.

1.3 OVERVIEW OF STUDIES AND RESULTS

The purpose of this work is to understand how individual differences between adult readers, as well as differences in an individual’s knowledge of specific words, manifest in moment-to-moment reading processes through the examination of eye movements during reading. This was achieved through a factor analysis and three experiments.

1.3.1 Study 1: Individual Differences Between Adult Readers: Factor Analysis of Adult Database

In Study 1, a factor analysis was performed to identify orthogonal dimensions of variability among adult readers. Rather than choosing a single dimension or individual (perhaps corre-
lated) tests to define reading skill, we took a data-driven approach to defining functionally
distinct dimensions of variability. Participants took a battery of tests relating to various as-
psects of intelligence, reading skill, and reading history, and a factor analysis was performed
to create new axes of variability. Five main dimensions emerged from the analysis reflecting:
(1) speed and reading experience (expertise), (2) sublexical skills, (3) accuracy, (4) learn-
ing/memory, and (5) amount of “casual reading” (magazines, newspapers, and internet).

1.3.2 Study 2: Relationship Between Individual Differences and Eye Move-
ments

The goal of Study 2 was to characterize how the dimensions of individual variability defined
in the factor analysis contributed to differences in word reading behavior. This was achieved
by tracking readers’ eye movements while they read paragraphs of text for meaning. Anal-
ysis was done on an individual word and an individual reader basis, which allowed us to
understand not only the overall effects of reading ability, but also the interaction between
reading ability and lexical characteristics (both “intrinsic” and “knowledge” characteristics
as discussed previously).

Results showed large benefits for readers scoring highly on the expertise dimension,
especially for less-frequent words, supporting the notion that readers with more exposure to
text have had more opportunities to experience less-frequent words and subsequently build
high quality lexical representations for these words. Sublexical skills of the variety that
might be important for self-teaching expedited the early fixations on words (those probably
more reflective of word form processing), especially for more frequent words. This finding
supports the hypothesis that in adults, on-line decoding of less frequent words is less of a
differentiator, but that good sublexical skills enable readers to achieve greater success in
lexicalizing or unitizing frequent words, resulting in faster identification of frequent word
forms.
1.3.3 Study 3: Effects of Partial Word Knowledge on Eye Movements (Training Paradigm)

The goal of Study 3 was to characterize the relationship between word knowledge (orthographic, phonological, and meaning components) and reading behavior more directly, avoiding proxies for measures of word knowledge such as frequency or familiarity ratings. This was achieved by employing a rare word training paradigm to control which components of knowledge a reader learned about a word (orthographic, phonological, and/or meaning), and the quality of that knowledge (by varying number of exposures). However, given that different readers vary in how well they can learn from exposures to words, we could not assume that readers acquired similar degrees of lexical quality after the training session. Because of this, we also accounted for the individual skill differences identified in the Study 1 factor analysis.

Results showed that for these previously unknown words, there was no main effect of reader expertise, but more expert readers benefitted more from the training. Good sublexical skills, on the other hand, supported reading for the newly trained words regardless of the training condition, in addition to providing better learning from the addition of auditory information specifically. This suggests that sublexical skills are generalizable to new words and are utilized when reading new words, whereas reading experience helps with the specific information that has been previously experienced. Better learning and memory skills resulted in better reading performance, an expected result given that this was a training paradigm.

Additionally, results showed that the individual components of word knowledge affected the pattern of reading behavior in different ways. Early measures were primarily affected by visual and auditory (form) training, corresponding to orthographic and phonological knowledge, whereas later measures were more affected by auditory and meaning training, corresponding to phonological and semantic knowledge. These findings suggest that lexical knowledge is multidimensional, with different components of knowledge established somewhat independently via different types of exposures and via the skills readers have to capitalize on each encounter. More nuanced results are discussed in Chapter 4.
1.3.4 Study 4: Effects of Partial Word Knowledge on Eye Movements (Testing Paradigm)

Study 4 takes a different approach to achieving the same goal of characterizing the direct relationship between components of word knowledge and reading behavior. Rather than trying to \emph{control} the type and quality of word knowledge readers have, as in Experiment 2, we instead attempted to \emph{measure} the type and quality of word knowledge readers have. Participants who read paragraphs in Study 2 were brought back to test their spelling, pronunciation, and meaning knowledge of certain target words within the paragraphs. It was assumed that their knowledge of the words remained about the same between the two sessions, and we could therefore relate their scores on the vocabulary test to their previous reading behavior. This approach removed the complication of participants having just learned the words and perhaps trying to recall their training during reading.

Results replicated many of the findings of Study 3. Phonology effects inflated first-pass refixation durations, and meaning effects were seen in later measures including re-reading durations and total viewing times. Orthographic uncertainty showed an interesting pattern in which less orthographically well-known words had inflated probabilities of re-reading and longer total viewing times, and the least certain words also had \emph{faster} first pass reading times. It may be beneficial for readers to skim unknown words on the first pass through the text to maintain memory for the meaning being constructed from the sentence or passage. However, it is beneficial to eventually look back at the word to determine if the meaning is known, and if not, to lay the groundwork for the new lexical representation with whatever information is available.
2.0 STUDY 1: INDIVIDUAL DIFFERENCES BETWEEN ADULT READERS: FACTOR ANALYSIS OF ADULT DATABASE

2.1 INTRODUCTION

The goal of Study 1 was to identify and characterize dimensions of variability reflecting individual differences between adult readers. We wanted to depart from an a priori definition of adult reader skill, often defined by scores on a comprehension test, and instead use a data-driven approach to identify multiple continuums of skills, knowledge, or experience along which adult readers vary. To understand the structure of variability in reading ability, we used a large database of 2,123 readers who took a battery of tests designed to measure skills in a variety of reading-related areas including decoding, spelling, phonological awareness, comprehension, vocabulary, print exposure, and for a subset of the readers, reading history. We computed the factor structure of this database to understand which tests shared variance and may be drawing on the same underlying skills (or may even be more causally linked). The resulting factors were then used as the dimensions of reading skill defining individual differences in Studies 2 and 3.

We expected to replicate results of similar PCA’s performed by Hart (2005) and Landi (2005) by finding a dissociation between form-related spelling/decoding skills and meaning-related/comprehension skills or knowledge. However, this study also extends prior analyses through changes in the scoring methods of timed tests and the addition of several assessments. Instead of a single composite score, timed test scores were broken into a speed component (% of questions attempted) and an accuracy component (% of attempted questions that were answered correctly). This allows a separation between readers who score poorly in a composite test score because they are both slow and inaccurate, those who score poorly
2.2 METHODS

2.2.1 Participants

Two thousand one hundred twenty-three participants from the University of Pittsburgh community took a battery of tests designed to assess reading skills (described in more detail below). Most participants were undergraduates from the University of Pittsburgh, although the sample included some participants from the greater community. The mean age of participants was 18.87 years. 37.8% were males and 59% were females (the remaining 3.1% were missing this information). Participants either received introductory psychology course credit or payment for their participation. All participants completed the tests between the fall semester of the 2005-2006 academic year and the summer (2009) semester of the 2008-2009 academic year. A subset of 1450 participants who took the tests between spring of 2007 and summer of 2009 also took the Adult Reading History Questionnaire, and a further subset of 90 participants between the summer of 2008 and the spring of 2009 also received a battery of working memory tests, described below.

2.2.2 Procedure

All participants gave informed consent prior to taking the following pencil-and-paper tests:

**Phonological Awareness Test (PhAT)** The PhAT tests phonological awareness by requiring participants to manipulate phonemes within words. Participants start by removing phonemes from words; for example, they are asked to remove the /d/ sound from “middle,” resulting in the word “mill.” This requires participants to pay attention to the
way the word sounds, not the way it is spelled (in this example “mile” is an incorrect answer). Then, the participants are asked to add a sound where the previous phoneme was removed. In this example, they now insert an /s/ sound where the /d/ had been removed to make the word “missile.” Participants are scored based on whether the answer sounds correct (“mil” and “mill” would be correct in the first example), and whether the answer was a correctly spelled real word, as participants are told it should be (“mill” or “mile” would get this point, but not “mil”). If both points are obtained, it means the answer was correct, otherwise partial credit is given. See Appendix C for the full test.

Ravens Progressive Matrices The Ravens Progressive Matrices is a measure of non-verbal intelligence. Each test item is a three-by-three array of patterns with the final patten of the nine omitted. Participants must choose from among six choices the pattern which completes the series. This test was administered as a 15 minute timed test, and participants were instructed not to skip any items. Each item is progressively more difficult than the last (Raven, 1960). This test is scored separately for speed (% of items answered) and accuracy (% of answered items that were correct).

Author Recognition Test (ART) The ART (Stanovich & West, 1989) functions as an estimate of print exposure. It consists of a checklist of 80 names of real people, some of whom are authors. Participants are instructed to place a check mark next to any names they recognize as being popular writers of books, magazines, or newspaper columns. The test is scored using d’. The validity of the ART as an indicator of print exposure has been documented in several studies illustrating significant positive correlations with orthographic processing (Stanovich & West, 1989), and comprehension ability (West, Stanovich, & Mitchell, 1993). The version that we presented is modified such that some of the foils (e.g. published psychologists) were replaced with foils who were more clearly non-authors. See Appendix B for the full test.

Nelson-Denny Comprehension Test The Nelson-Denny Comprehension Test (N. J. Nelson & Denny, 1973), Form E (Brown, Bennett, & Hanna, 1981) consists of eight passages, each followed by 5-answer multiple choice comprehension questions about the passage for a total of 36 items. Participants have 15 minutes to complete as much of the test as they can (instead of the usual 20 minutes). The test is scored for both speed (% of items
completed) and accuracy (% of answered items that are correct).

**Nelson-Denny Vocabulary Test**  The vocabulary portion of the Nelson-Denny reading test (Brown et al., 1981) is given as a 7.5 minute timed test (half of the normal time allotted), and participants are instructed not to skip any of the items, which get progressively more difficult. The test is a multiple-choice test in which participants choose each word’s definition from 5 choices. Questions are presented in a complete-the-sentence style (e.g. A *brochure* is a...) There is both a speed (% of items completed) and accuracy (% of completed items correct) measure.

**Real Word Test**  Participants read a list of non-words and select the ones that sound like real words (those that are psuedohomophones). Items on the test were adapted from items used by Olson and his colleagues on a test of orthographic knowledge (Olson, Wise, Conners, Rack, & Fulker, 1989). More difficult items were added by Perfetti and Hart. The test is scored using d’. For the full test, see Appendix D.

**Spelling Test**  Participants are shown a series of letter strings and are asked to identify items that are correctly spelled real words. A subset of items come from a test by Olson and colleagues (Olson et al., 1989). More difficult items were added by Perfetti and Hart, some of which were obtained from the Baroff Spelling Test (Perfetti & Hart, 2002). The test is scored using d’. See Appendix E.

**Adult Reading History Questionnaire (ARHQ)**  The ARHQ is a series of questions surveying the participants’ reading habits as well as any history of difficulties with reading, learning, spelling, and memory. The test is based on Lefly and Pennington’s (2000) modification of Finucci’s (1982; 1984) questionnaire. A question about internet reading was added to our version. Each question is answered using a scale from 0-4 (with .5 answers allowed). See Appendix A for the complete questionnaire.
2.3 RESULTS

2.3.1 Full Set of Participants

Means and standard deviations were computed for each of the assessment scores that were completed by the full set of participants (all tests except the ARHQ). See Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>ART d’</td>
<td>1.54</td>
<td>.57</td>
</tr>
<tr>
<td>Real Word d’</td>
<td>2.16</td>
<td>.71</td>
</tr>
<tr>
<td>Spelling d’</td>
<td>1.95</td>
<td>.56</td>
</tr>
<tr>
<td>Vocabulary % Attempted</td>
<td>0.59</td>
<td>.14</td>
</tr>
<tr>
<td>Vocabulary % Accuracy</td>
<td>0.84</td>
<td>.11</td>
</tr>
<tr>
<td>Comprehension % Attempted</td>
<td>0.71</td>
<td>.16</td>
</tr>
<tr>
<td>Comprehension % Accuracy</td>
<td>0.82</td>
<td>.11</td>
</tr>
<tr>
<td>Raven’s % Attempted</td>
<td>0.92</td>
<td>.12</td>
</tr>
<tr>
<td>Raven’s % Accuracy</td>
<td>0.51</td>
<td>.22</td>
</tr>
<tr>
<td>Phonological Awareness</td>
<td>0.82</td>
<td>.13</td>
</tr>
</tbody>
</table>

Table 1: Descriptive Statistics for Reading Tests

Pearson’s correlation was also computed for the subset of tests that were completed by the full set of participants. See Table 2. Most of the measures were significantly but only moderately correlated with each other. Interestingly, although most measures were positively correlated, the speed (% attempted) on the Raven’s Matrices test was negatively correlated with all of the other test scores, except for the two other speed measures (for Nelson-Denny Comprehension and Vocabulary). It was most negatively correlated with the accuracy on the Raven’s, indicating that there was a speed-accuracy tradeoff for this test that was not present in the Nelson-Denny tests, in which speed and accuracy were positively correlated. Answering fewer questions on the Raven’s was, in fact, associated with higher accuracy scores on all tests.
Table 2: Correlations Between Reading Tests

<table>
<thead>
<tr>
<th></th>
<th>ART</th>
<th>Real Word</th>
<th>Spelling</th>
<th>Vocab % Attempted</th>
<th>Vocab % Accuracy</th>
<th>Comp % Attempted</th>
<th>Comp % Accuracy</th>
<th>Ravens % Attempted</th>
<th>Ravens % Accuracy</th>
<th>PhAT</th>
</tr>
</thead>
<tbody>
<tr>
<td>ART</td>
<td>--</td>
<td>.270**</td>
<td>.315**</td>
<td>.420**</td>
<td>.457**</td>
<td>.340**</td>
<td>.291**</td>
<td>-.018</td>
<td>.111**</td>
<td>.313**</td>
</tr>
<tr>
<td>Real Word</td>
<td>.270**</td>
<td>--</td>
<td>.285**</td>
<td>.125**</td>
<td>.307**</td>
<td>.036</td>
<td>.255**</td>
<td>-.117**</td>
<td>.206**</td>
<td>.468**</td>
</tr>
<tr>
<td>Spelling</td>
<td>.315**</td>
<td>.285**</td>
<td>--</td>
<td>.286**</td>
<td>.224**</td>
<td>.216**</td>
<td>.180**</td>
<td>-.007</td>
<td>.038</td>
<td>.307**</td>
</tr>
<tr>
<td>Vocabulary % Attempted</td>
<td>.420**</td>
<td>.125**</td>
<td>.286**</td>
<td>--</td>
<td>.209**</td>
<td>.637**</td>
<td>.176**</td>
<td>.205**</td>
<td>-.001</td>
<td>.209**</td>
</tr>
<tr>
<td>Vocabulary % Accuracy</td>
<td>.457**</td>
<td>.307**</td>
<td>.224**</td>
<td>.209**</td>
<td>--</td>
<td>.148**</td>
<td>.428**</td>
<td>-.147**</td>
<td>.238**</td>
<td>.348**</td>
</tr>
<tr>
<td>Comprehension % Attempted</td>
<td>.340**</td>
<td>.036</td>
<td>.216**</td>
<td>.637**</td>
<td>.148**</td>
<td>--</td>
<td>.080**</td>
<td>.259**</td>
<td>-.048**</td>
<td>.097**</td>
</tr>
<tr>
<td>Comprehension % Accuracy</td>
<td>.291**</td>
<td>.255**</td>
<td>.180**</td>
<td>.176**</td>
<td>.428**</td>
<td>.080**</td>
<td>--</td>
<td>-.110**</td>
<td>.243**</td>
<td>.278**</td>
</tr>
<tr>
<td>Ravens % Attempted</td>
<td>-.018</td>
<td>-.117**</td>
<td>-.007</td>
<td>.205**</td>
<td>-.147**</td>
<td>.259**</td>
<td>-.110**</td>
<td>--</td>
<td>-.316**</td>
<td>-.104**</td>
</tr>
<tr>
<td>Ravens % Accuracy</td>
<td>.111**</td>
<td>.206**</td>
<td>.038</td>
<td>-.001</td>
<td>.238**</td>
<td>-.048**</td>
<td>.243**</td>
<td>-.316**</td>
<td>--</td>
<td>.277**</td>
</tr>
<tr>
<td>PhAT</td>
<td>.313**</td>
<td>.468**</td>
<td>.307**</td>
<td>.209**</td>
<td>.348**</td>
<td>.097**</td>
<td>.278**</td>
<td>-.104**</td>
<td>-.277**</td>
<td>--</td>
</tr>
</tbody>
</table>

* correlation is significant at the $p < 0.05$ level (two-tailed)

** correlation is significant at the $p < 0.01$ level (two-tailed)
Because we were interested in reducing the data to a few key dimensions along which adult readers vary, the correlation matrix was used in a principal components analysis (PCA). For all analyses, the resulting factors from the PCA were rotated to maximize the degree to which each original test score was correlated strongly with only one factor. This improves interpretability of the factors and enables the original test scores to be differentiated from each other or clustered with each other in terms of the set of factors. Because it is expected that various reading skills are correlated, the Promax rotation, which allows an oblique solution (Kaiser, 1958), was applied to the first two PCA’s performed (the current PCA of the larger dataset and a PCA of the ARHQ test questions). A Varimax rotation, which provides an orthogonal solution, was applied to the final PCA to produce uncorrelated dimensions of individual differences for use as independent variables in studies 2 and 3. This eliminated problems of collinearity in the analyses for those studies.

First, the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy was computed for each variable to determine whether any measures should be excluded from the analysis. This statistic is an index between 0 and 1 where larger values indicate more shared variance with the rest of the variables, thus lending themselves well to factor analysis. All variables had an adequate KMO measure, with the lowest being .661 for the Nelson-Denny comprehension speed (% attempted). The overall KMO with all variables was .767, in the “middling” range in terms of factorial simplicity, according to Kaiser (1974). Kaiser suggests that anything below .5 is unacceptable for factor analysis. Bartlett’s Test of Sphericity was $p < .001$, indicating that a factor analysis was appropriate for this set of data.

We extracted the three factors that had Eigenvalues greater than one (See Figure 1). Collectively, these three factors accounted for 58.5% of the variance in the data. Factor 1 accounted for 30.3%, Factor 2 for 18.5%, and Factor 3 for 9.7%. The factor loadings (correlations with each factor) for these three factors were computed for each of the test scores. Scores were assigned to a factor if the loading was greater than .5 (see Landi, 2005). Factor loadings are shown in Table 3.
Loading heavily on the first factor were the Author Recognition Test as well as the speed measures for the Nelson-Denny vocabulary and comprehension tests. From this we can infer that Factor 1 measures a reading efficiency skill that is related to how much reading one does. One might think of this as reading expertise. Factor 2 comprises the accuracy measures for the Nelson-Denny vocabulary and comprehension tests, as well as the accuracy of the Raven’s test of non-verbal intelligence. The speed of the Raven’s loaded negatively on this factor, as might be expected from the correlation matrix and the fact that the test gets progressively more difficult. This factor, then, generally reflects accuracy on the higher-level tests. Participants with high scores along this factor proceeded through the timed tests at a pace that enabled them to maintain a high percentage of accurate answers. Thus, this component reflects a reader’s emphasis on accuracy. The third factor seems to measure sublexical skill in reading, with the spelling test, phonological awareness test, and real word test (a decoding test) all loading heavily on it.

To recap, the factor analysis indicates that there are three main axes of variance in the data: one related to reading expertise, one related to accuracy emphasis, and one that
Table 3: Three factor PCA solution with Promax Rotation

<table>
<thead>
<tr>
<th></th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Factor 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expertise</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ART</td>
<td>0.630</td>
<td>0.449</td>
<td>0.476</td>
</tr>
<tr>
<td>Vocabulary % Attempted</td>
<td>0.847</td>
<td>0.099</td>
<td>0.289</td>
</tr>
<tr>
<td>Comprehension % Attempted</td>
<td>0.831</td>
<td>-0.017</td>
<td>0.141</td>
</tr>
<tr>
<td>Vocabulary % Accuracy</td>
<td>0.373</td>
<td>0.692</td>
<td>0.450</td>
</tr>
<tr>
<td>Comprehension % Accuracy</td>
<td>0.283</td>
<td>0.669</td>
<td>0.336</td>
</tr>
<tr>
<td>Raven’s % Attempted</td>
<td>0.380</td>
<td>-0.551</td>
<td>-0.087</td>
</tr>
<tr>
<td>Raven’s % Accuracy</td>
<td>-0.081</td>
<td>0.690</td>
<td>0.204</td>
</tr>
<tr>
<td>Spelling</td>
<td>0.377</td>
<td>0.114</td>
<td>0.687</td>
</tr>
<tr>
<td>Phonological Awareness</td>
<td>0.212</td>
<td>0.451</td>
<td>0.769</td>
</tr>
<tr>
<td>Real Word</td>
<td>0.105</td>
<td>0.371</td>
<td>0.791</td>
</tr>
</tbody>
</table>

Shaded cells indicate a factor loading > .5
reflects sublexical, form level reading skill.

2.3.2 Participants who took the ARHQ

A subset of 1450 participants also took the Adult Reading History Questionnaire (ARHQ). We wanted to examine the factor structure of data for this group of participants to discover any additional sources of individual differences exposed by the questions on the ARHQ. The questions in the ARHQ address a broad spectrum of possible reading and learning difficulties as well as attitudes and habits toward reading and classwork more generally. Because there is such a wide range of topics covered by the test, an overall composite score would be difficult to understand as reflecting a single skill or attitude. Instead, we did a factor analysis of the ARHQ to group questions into sub-areas that would provide separate scores along the dimensions of reading and learning that the ARHQ covers. These sub-scores were computed so that they could then be entered into the larger factor analysis with the rest of the reading tests in place of a single overall ARHQ score.

For this dataset (the questions on the ARHQ), the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy was .829, in the “meritorious” range for factor analysis (Kaiser, 1974), and Bartlett’s Test of Sphericity was $p < .001$, indicating that a factor analysis was appropriate. A PCA with Promax rotation was performed, allowing correlations between the resulting factors.

Based on the elbow of the scree plot, as well as interpretability of the five vs. six factor result (See Figure 2), five factors were extracted. These cumulatively accounted for 53.8% of the variance in the ARHQ scores (22.6%, 10.7%, 8.3%, 7.0%, and 5.3%, respectively). Table 4 shows the factor loadings for each question on the test. For the full questions in non-abbreviated form, see Appendix A.
Figure 2: Scree Plot for Factor Analysis of ARHQ
The first factor included questions about attitude towards reading, books read for pleasure, and current reading speed. It is of note that similarly to the factor analysis of the battery of reading tests, reading speed seems to co-vary with amount of reading, even by self report. Factor 2 is related to spelling and learning skill. Questions loading on this factor included whether the participant had difficulty learning to spell and read, current spelling ability, reading skill as a child, whether extra help in reading was needed, and whether the participant struggled to complete their work in school. Factor 3 included questions that might indicate a reading disability. The questions probing whether there was difficulty learning to read also loaded highly on Factor 3, along with questions about whether the student had difficulty learning letter or color names, whether repeating a grade was considered, and whether the reader reverses letter or number order. Although the question asking about the reader's attitude towards school as a child did not load heavily on any factor, it was most closely correlated with this reading disability factor. Factor 4 contained only questions pertaining to what can be called “casual reading” – how often participants read daily papers, the Sunday paper, the internet, or magazines. It is interesting that these “casual reading” questions are a separate source of variability from book reading and general attitude about reading (Factor 1). It suggests that participants may have viewed the questions about attitude toward reading and reading for pleasure as meaning specifically book reading, and that there is more variability in how often people read books than how often they read casually (because Factor 1 accounts for the most variance). Alternatively, maybe only those with a positive attitude toward reading take the time to read books, whereas even those who consider themselves non-readers tend to read magazines and internet articles. Factor 5 is related to memory. Questions that loaded on the memory factor concerned difficulty remembering addresses, phone numbers, dates, names, places, and complex verbal instructions.

The factor analysis helped to break down the questions on the ARHQ into related groups such that the ARHQ can yield five sub-scores instead of one overall score. To recap, these sub-scores reflect the following five dimensions: reading attitude/book reading, spelling/learning, reading disability, casual reading, and memory. The five sub-scores were computed for each participant using the regression method available in SPSS. This method estimates normalized factor score coefficients for each participant.
Table 4: ARHQ five factor PCA solution with Promax Rotation

<table>
<thead>
<tr>
<th></th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Factor 3</th>
<th>Factor 4</th>
<th>Factor 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Books/Attitude</td>
<td>Spell/Learning</td>
<td>Rdnng Disab.</td>
<td>Casual Rdnng</td>
<td>Memory</td>
</tr>
<tr>
<td>attitude towards reading</td>
<td>0.862</td>
<td>0.272</td>
<td>0.158</td>
<td>0.120</td>
<td>0.123</td>
</tr>
<tr>
<td>reading for pleasure</td>
<td>0.850</td>
<td>0.145</td>
<td>0.095</td>
<td>0.194</td>
<td>0.038</td>
</tr>
<tr>
<td>books for pleasure</td>
<td>0.830</td>
<td>-0.147</td>
<td>0.154</td>
<td>0.212</td>
<td>0.025</td>
</tr>
<tr>
<td>reading speed current</td>
<td>0.643</td>
<td>0.472</td>
<td>0.153</td>
<td>0.201</td>
<td>0.237</td>
</tr>
<tr>
<td>difficulty English classes</td>
<td>0.581</td>
<td>0.364</td>
<td>0.149</td>
<td>0.135</td>
<td>0.325</td>
</tr>
<tr>
<td>reading for work/class</td>
<td>0.381</td>
<td>0.198</td>
<td>0.243</td>
<td>0.145</td>
<td>0.151</td>
</tr>
<tr>
<td>difficulty learning to spell</td>
<td>0.096</td>
<td>0.795</td>
<td>0.329</td>
<td>0.105</td>
<td>0.260</td>
</tr>
<tr>
<td>current spelling</td>
<td>0.243</td>
<td>0.751</td>
<td>0.134</td>
<td>0.159</td>
<td>0.262</td>
</tr>
<tr>
<td>child reading skill</td>
<td>0.390</td>
<td>0.731</td>
<td>0.420</td>
<td>0.073</td>
<td>0.180</td>
</tr>
<tr>
<td>difficulty learning to read</td>
<td>0.252</td>
<td>0.703</td>
<td>0.587</td>
<td>-0.019</td>
<td>0.129</td>
</tr>
<tr>
<td>extra help learning to read</td>
<td>0.195</td>
<td>0.648</td>
<td>0.551</td>
<td>-0.045</td>
<td>0.074</td>
</tr>
<tr>
<td>struggle to complete work</td>
<td>0.279</td>
<td>0.482</td>
<td>0.450</td>
<td>-0.070</td>
<td>0.289</td>
</tr>
<tr>
<td>diff. learn letter/color names</td>
<td>0.185</td>
<td>0.325</td>
<td>0.743</td>
<td>0.017</td>
<td>0.146</td>
</tr>
<tr>
<td>consider repeating grades?</td>
<td>0.167</td>
<td>0.196</td>
<td>0.681</td>
<td>0.121</td>
<td>0.104</td>
</tr>
<tr>
<td>reverse letter/num order?</td>
<td>0.016</td>
<td>0.399</td>
<td>0.660</td>
<td>0.119</td>
<td>0.241</td>
</tr>
<tr>
<td>current rev. lett/num order?</td>
<td>0.056</td>
<td>0.330</td>
<td>0.532</td>
<td>0.186</td>
<td>0.312</td>
</tr>
<tr>
<td>school attitude as child</td>
<td>0.291</td>
<td>0.165</td>
<td>0.351</td>
<td>-0.023</td>
<td>0.205</td>
</tr>
<tr>
<td>daily newspapers</td>
<td>0.176</td>
<td>0.137</td>
<td>0.085</td>
<td>0.822</td>
<td>0.142</td>
</tr>
<tr>
<td>Sunday paper</td>
<td>0.223</td>
<td>0.130</td>
<td>0.055</td>
<td>0.814</td>
<td>0.145</td>
</tr>
<tr>
<td>internet reading</td>
<td>0.165</td>
<td>0.124</td>
<td>0.104</td>
<td>0.645</td>
<td>0.045</td>
</tr>
<tr>
<td>magazines for pleasure</td>
<td>0.152</td>
<td>0.023</td>
<td>0.106</td>
<td>0.606</td>
<td>0.100</td>
</tr>
<tr>
<td>remember names/places</td>
<td>0.070</td>
<td>0.245</td>
<td>0.209</td>
<td>0.098</td>
<td>0.850</td>
</tr>
<tr>
<td>remember address/phone/date</td>
<td>0.064</td>
<td>0.203</td>
<td>0.186</td>
<td>0.086</td>
<td>0.847</td>
</tr>
<tr>
<td>remember verbal instructions</td>
<td>0.289</td>
<td>0.278</td>
<td>0.227</td>
<td>0.135</td>
<td>0.711</td>
</tr>
</tbody>
</table>

Darkly shaded cells indicate a factor loading > .5

Light shading denotes highest loadings for questions that do not load heavily on any factor.
Before conducting the factor analysis with the ARHQ dimensions included, we first replicated the original factor analysis on this sub-group of participants to ensure that the variability in this dataset followed a similar pattern to the variability in the larger group. Indeed, three factors came out of the analysis, and tests clustered together on factors in the same way as reported above in the larger group. The only difference was that the sub-lexical/form factor for this dataset accounted for more variance (18.2%) than the factor relating to accuracy/non-verbal intelligence (9.4%). In other words, factors 2 and 3 reversed order.

Because none of the clustering of test scores changed, this was considered sufficiently similar and a PCA with varimax rotation was performed on all of the original test scores plus the scores for the 5 dimensions of the ARHQ ($KMO = .790$; Bartlett’s Test of Sphericity was $p < .001$). The varimax rotation was chosen in this case because these are the final factor scores that will be used as independent variables in Experiments 1 and 2. Having orthogonal factors eliminates the problem of collinearity between the independent variables. For clarity in interpreting the factor analysis, the ARHQ scores were multiplied by -1 because unlike the rest of the tests, lower scores indicate less trouble reading.

Based on the elbow of the scree plot, interpretability, and amount of variance accounted for (See Figure 3), 5 factors collectively accounting for 59.5% of the variance were extracted (23.4%, 13.4%, 9.3%, 7.3%, and 6.1% respectively).

The first three factors were very similar to the factors found without the ARHQ included. The first factor is related to reading expertise, and the ARHQ dimension reflecting reading attitude and speed loads on this factor. The second factor reflects sublexical decoding and spelling skills. The third factor includes the Nelson-Denny accuracies and the Raven’s scores, again with the Raven’s speed being negatively correlated with the factor. No additional scores from the ARHQ loaded on this factor. The ARHQ introduced two additional factors. The fourth factor includes the learning and memory dimensions of the ARHQ, along with the reading disability factor, and the fifth factor includes only the “Casual Reading” dimension. This factor accounts for the least variability.

In summary, when the 5 dimensions extracted from the Adult Reading History Questionnaire were included in the factor analysis, the same 3 factors emerged as without
(speed/reading experience, sublexical skill, and general accuracy/ability), along with an additional two dimensions of variability: learning and memory, and how much brief or casual reading one does.

2.4 DISCUSSION

The factor analyses of a database of adult reading assessments revealed the underlying patterns of variability in data measuring various skills relating to adult reading ability. One pattern that emerged as being quite consistent across analyses was that people who tend to like reading books and have a positive attitude about reading have more exposure to text and also tend to read faster, consistent with a view in which practice reading improves fluency and vice versa. This was true by both self-report on the ARHQ and in more objective test measures. In addition, when the ARHQ factors were included in a factor analysis with the
Table 5: Five factor PCA solution including ARHQ with varimax rotation

<table>
<thead>
<tr>
<th></th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Factor 3</th>
<th>Factor 4</th>
<th>Factor 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Expertise</td>
<td>Sublexical</td>
<td>Accuracy</td>
<td>Learning/Mem</td>
<td>Casual Rdng</td>
</tr>
<tr>
<td>Vocabulary % Attempted</td>
<td>0.776</td>
<td>0.256</td>
<td>-0.151</td>
<td>0.075</td>
<td>0.002</td>
</tr>
<tr>
<td>Comprehension % Attempted</td>
<td>0.763</td>
<td>0.138</td>
<td>-0.223</td>
<td>0.101</td>
<td>0.044</td>
</tr>
<tr>
<td>ARHQ: Books/Attitude/Speed</td>
<td>0.655</td>
<td>-0.256</td>
<td>0.238</td>
<td>0.182</td>
<td>0.049</td>
</tr>
<tr>
<td>Author Recognition Test</td>
<td>0.56</td>
<td>0.408</td>
<td>0.259</td>
<td>-0.048</td>
<td>0.190</td>
</tr>
<tr>
<td>Real Word Test</td>
<td>-0.022</td>
<td>0.740</td>
<td>0.198</td>
<td>0.143</td>
<td>-0.081</td>
</tr>
<tr>
<td>Phonological Awareness</td>
<td>0.060</td>
<td>0.721</td>
<td>0.242</td>
<td>0.087</td>
<td>-0.103</td>
</tr>
<tr>
<td>Spelling</td>
<td>0.233</td>
<td>0.614</td>
<td>-0.081</td>
<td>0.129</td>
<td>0.108</td>
</tr>
<tr>
<td>Raven’s % Attempted</td>
<td>0.236</td>
<td>0.078</td>
<td>-0.725</td>
<td>-0.088</td>
<td>-0.016</td>
</tr>
<tr>
<td>Raven’s % Accuracy</td>
<td>-0.057</td>
<td>0.194</td>
<td>0.626</td>
<td>0.023</td>
<td>-0.101</td>
</tr>
<tr>
<td>Vocabulary % Accuracy</td>
<td>0.366</td>
<td>0.412</td>
<td>0.543</td>
<td>-0.041</td>
<td>0.102</td>
</tr>
<tr>
<td>Comprehension % Accuracy</td>
<td>0.246</td>
<td>0.337</td>
<td>0.483</td>
<td>0.000</td>
<td>-0.022</td>
</tr>
<tr>
<td>ARHQ: Reading Disability</td>
<td>0.067</td>
<td>0.081</td>
<td>0.130</td>
<td>0.741</td>
<td>-0.083</td>
</tr>
<tr>
<td>ARHQ: Spelling/Learning</td>
<td>0.253</td>
<td>0.192</td>
<td>0.075</td>
<td>0.713</td>
<td>-0.045</td>
</tr>
<tr>
<td>ARHQ: Memory</td>
<td>-0.068</td>
<td>0.038</td>
<td>-0.163</td>
<td>0.648</td>
<td>0.347</td>
</tr>
<tr>
<td>ARHQ: Casual Reading</td>
<td>0.120</td>
<td>-0.046</td>
<td>-0.032</td>
<td>0.041</td>
<td>0.918</td>
</tr>
</tbody>
</table>

Darkly shaded cells indicate a factor loading > .5

Light shading denotes highest loadings for questions that do not load heavily on any factor
other assessments, the ARHQ expertise factor clustered with the objective measures of speed and experience. The speed component of the expertise factor was specific to reading speed; the number of questions answered in the time limit on the Raven’s non-verbal intelligence test only loaded strongly (and negatively) on the accuracy factor.

This brings us to the next point: expert readers did not necessarily read more accurately, as accuracy on the comprehension, vocabulary, and Raven’s Matrices tests (all of the timed tests) remained a separate factor across analyses. Accuracy scores were computed as the percent of attempted questions that were answered correctly. This means that a reader who answered only one question, but answered it correctly, would have the same accuracy score as a reader who answered all of the questions correctly. This method of scoring allowed us to separate speed from accuracy. Readers scoring highly on the accuracy factor, then, can be thought of as readers who progress at a pace that allows them to remain accurate. These readers have an accuracy focus. This is consistent with the negative loading of the Raven’s speed measure. Because this test gets progressively more difficult, it is likely that readers who are able to answer more questions in the time limit are doing so at the expense of remaining accurate.

Sublexical skills, or those focused on orthography and phonology, were consistently clustered. There was no separation between the test that focused on orthographic knowledge (the spelling test) and those that focused on decoding and phonological awareness (the PhAT and the Real Word Test). Although this is the case for the full set of data, it is possible that orthographic, decoding, and phonological awareness skills would not be as tightly coupled in a subset of only less-skilled readers, as was tentatively reported by Perfetti and Hart (2002).

When the five factors extracted from the Adult Reading History Questionnaire were included in the analysis, results reproduced the expertise, sublexical, and accuracy focus factors, but could additionally account for variability in learning/memory, and “casual reading” (two additional factors). It is interesting that reading the internet, newspapers, and magazines is not highly correlated with reading attitude and reading speed. Reading books, on the other hand, is highly correlated with the speed/experience factor.
3.0 STUDY 2: RELATIONSHIP BETWEEN INDIVIDUAL DIFFERENCES AND EYE MOVEMENTS

3.1 INTRODUCTION

The factor analysis identified five main dimensions along which normal college readers vary, as measured by a wide battery of reading tests: (1) expertise (speed and experience) (2) sublexical skills, (3) accuracy focus, (4) learning/memory, and (5) amount of casual reading done. These sources of variability were defined using a data-driven approach, and thus represent true dimensions of variation in a large sample. The purpose of Study 2 is to understand whether scores along these dimensions are reliable predictors of eye movement patterns reflecting online reading processes.

We hypothesize that the first factor (expertise) will affect eye movements in the same way as word frequency because the variability is based on the same principles: frequent words have been encountered often, and those who do more reading have encountered words more often. Also, because this factor also included high weightings from both self-reported and measured reading speed, we expect to confirm that readers scoring highly along this dimension read words faster. Therefore, we predict shorter and fewer fixations, as well as more skipping, by those with more expertise.

It is generally thought that first-pass eye movement measures are influenced by all stages of word identification, whereas second-pass reading reflects meaning integration and other higher level reading processes (e.g. Kliegl, Grabner, Rolfs, & Engbert, 2004). Because sublexical skills should be important early in word identification, we expect to see an effect of the sublexical skill factor primarily in first pass measures (first fixation duration, probability of re-fixating the word, first pass refixation durations). It is not clear how scores along the
accuracy focus factor are related to the fluency of reading processes. However, because this factor comprises accuracy on vocabulary, comprehension, and non-verbal reasoning tests, we might expect to see any effects on eye movements occurring in later measures (e.g. re-fixations, second pass reading).

Neither the sublexical skill factor nor the accuracy focus factor have high weightings from the speed components of the given assessments. Instead, they reflect accuracies of the various assessments comprising the scores. Because of this, we may find that the primary effects of these differentiators appear in the form of interactions with the reading expertise factor. For example, a good comprehender who is fast should show a different pattern of eye movements than a good comprehender who is slow. And likewise, a fast reader who is also comprehending the text well may show a different pattern than a fast reader who is not a good comprehender. For this reason, we also examine the interactions between reading expertise and both the sublexical and accuracy focus scores to find out whether efficient reading behaviors depend on a combination of both practice and more specific sub-skills.

The last two factors, learning/memory and amount of casual reading explain less individual variability in the factor analysis and will thus likely be weaker predictors of reading behavior. However, we may see that those who learn more easily gain more from each reading experience. Thus, the main prediction for the learning/memory factor is an interaction with the reading experience factor. Perhaps the amount of reading experience is less important for those who have an easier time learning and remembering information. The last factor, amount of casual reading done, should in theory look no different than the first factor, expertise. However, because this factor has the smallest range of variability, we do not necessarily expect to be able to detect the effect of casual reading on eye movements.

Without attention to individual differences, many studies have focused on how the average reader interacts with words in particular text structures or with particular lexical properties. It would be easy to think of lexical factors as being intrinsic to each word, but few of the many commonly examined lexical properties actually are. Word length or number of syllables are good examples of such fixed, context-independent lexical properties. However, neighborhood size, for example, is a lexical property contingent on the rest of the reader’s lexicon. Any effects of neighborhood size would be premised on a reader having
knowledge of each of the enumerated neighbors, a problem in neighborhood measurements that has been proposed to affect experimental results (Andrews, 1997). Word frequency or the mean frequency of a word’s neighbors are lexical properties that depend on how often words appear in text, and are not inherent to the word. Again, effects of these properties are premised on a reader having encountered the words proportionally to their occurrences in a particular corpus. Not only do these properties depend on a reader’s experience or knowledge, but also on the skills that determine how effectively a reader can learn from experience or use their knowledge.

Therefore, in addition to predicting main effects of and interactions between individual difference scores, we expect to see interactions between particular individual differences and related lexical factors. Specifically, we expect to see interactions between frequency-related lexical factors and reading expertise. Experienced readers could either be less sensitive to frequency effects because of their many encounters with less-frequent words, or they could be more sensitive to frequency effects because their actual experience with words is closer to estimated frequencies than it is for those who do less reading. Alternatively, reading expertise and word frequency may have simple additive effects. We also expect to find an interaction between word frequency and sublexical skill. If readers rely more heavily on sublexical skills for reading less-frequent words than they do for more-frequent words, we would expect to see a larger relationship between fixations and sublexical skill for less-frequent words than for more-frequent words (similar to behavioral effects in children discussed in Juel, 1980). We may also find a relationship between sublexical skill and bigram frequency. If words with low bigram frequencies are more difficult to decode, we may see a larger effect of sublexical skill for such words. Alternatively, if high bigram frequency words are more confusable, we may see a larger effect of sublexical skill for the high bigram frequency words.

The results of Study 2 supplement our understanding of word-based and text-based influences on reading behavior with an understanding of individual skill-based and experience-based influences. Results highlight that individual skills and experience help explain variability in patterns of reading above and beyond lexical-level factors, and results also show that, in fact, the effects of lexical properties are mediated by individual differences. In addition, because there are a number of measurable properties of eye movements, we can achieve
a more fine-tuned understanding of which particular online reading behaviors are predicted by each skill, or when during reading each skill is important.

3.2 METHODS

3.2.1 Procedure

Sixty-eight paragraphs were obtained from the internet with some slight modifications made for clarity out of context. They ranged from 80 to 119 words per paragraph, with a mean of 95 words per paragraph. A norming study was conducted to ensure that the paragraphs were of average difficulty and were fairly homogenous in their difficulty level. Each paragraph was rated for difficulty by 33 native English speakers who received course credit. Participants read the paragraphs on paper, and used a 7-point scale (ranging from 1 to 7) to rate the difficulty, on which 1 was “very easy”, 4 was “average,” and 7 was “very difficult.” These were defined as follows:

**Very easy:** A very easy passage is well below your level of reading ability. It can be completely understood with minimal effort.

**Average:** An average passage matches your normal level of reading difficulty. You can read the passage at a normal pace and understand the text.

**Very difficult:** A very difficult passage is beyond your normal level of reading difficulty. You might need to spend a long time on the passage, re-read the passage, or read effortfully to understand the text. You may feel you need more surrounding context to understand the passage.

The mean paragraph rating was 3.24 ($SD = .59$), or a little below average difficulty, with a minimum average paragraph rating of 2.21 and a maximum of 4.54.

A group of 35 native English speakers read each of these 68 paragraphs while their eye movements were monitored. Paragraphs were presented in a randomized order. A True/False comprehension question with feedback was given following each of the paragraphs to ensure that participants stayed focused on reading the passages for meaning.
Eye movements were monitored from the right eye using an Eyelink 1000 eyetracker with a sampling rate of 1000 Hz. We used a standard 9 point full-screen calibration before each participant began reading. A center point only calibration was used between each trial, and a full 9 point calibration was re-conducted as necessary throughout the experiment. Participants were instructed to read each paragraph once for meaning, and to press a mouse button when they were finished reading. If a True/False question appeared after reading the paragraph, participants would use the left mouse button to indicate “true,” and the right mouse button to indicate “false,” corresponding to the side of the screen on which the answer choices “true” and “false” were printed. The total duration of the experiment depended on participant’s speed, but was approximately one hour.

3.2.2 Dependent Variables

Vertical drift was corrected using the Eyelink Data Viewer software, and trials in which the calibration was appreciably off-target were removed. In addition, any fixations less than 50 ms within .5 character spaces of another fixation were merged. For words that were not initially skipped, the following fixation durations were computed:

First fixation duration is the duration of the first fixation on a word. Refixation duration is the cumulative duration of any additional fixations made on the first pass reading of the word (before the reader has moved their eyes off of the word). Gaze Duration is the cumulative duration of all first pass fixations (the sum of the first fixation duration and refixation durations). Re-reading duration is the cumulative duration of any fixations made on the word after the eyes have moved off of the word (forward or backwards). Total Viewing Time is the sum of all fixations on the word. Only cases for which refixations or re-reading occurred were included in the refixation and re-reading durations. Log transforms were applied to each of the duration measures to normalize the distributions.

In addition to measuring the durations of fixations, we also predicted probabilities that a word would be initially skipped, the probability that a word would be refixated on the first pass (given that it was not skipped), and the probability that a word would be re-read after the first pass reading. Additionally, for words that were initially skipped, the probability of
looking back at the word vs. never viewing the word was measured.

3.2.3 Independent Variables

The individual difference variables of interest were the five factors derived from the factor analysis and the operation span working memory score. Although the factor scores are centered and follow a normal distribution over the whole population of subjects included in the factor analysis, these scores were re-centered for the subset of participants who also participated in Study 2 so that the zero point represented the experimental sample mean. Trial number was also centered and included as an independent variable.

Lexical factors were also included in the model. The following ten lexical properties were obtained from the English Lexicon Project database for 1,167 of the words appearing in the paragraphs: number of syllables, number of phonemes, length, orthographic neighborhood size, phonological neighborhood size, log frequency of the orthographic neighbors, log frequency of the phonological neighbors, number of morphemes, bigram frequency by position (we computed the mean bigram frequency by position by dividing by the number of bigrams in the word), and log HAL frequency (Balota et al., 2007).

Many of these variables are highly correlated (such as number of syllables and number of phonemes) and are thus not suitable for use together as predictors. As a compromise between eliminating a subset of the variables and including them all despite the interpretation and replicability problems associated with collinearity, we conducted a PCA with varimax rotation to compute meaningful, orthogonal dimensions along which words vary. Blending the word properties in this way was acceptable because it was not the goal of the experiment to parcel out the individual influences of covarying lexical properties.

3.2.3.1 Factor Analysis of Lexical Attributes A PCA with Varimax rotation was performed on the ten lexical properties listed above. 89.75% of the variance could be accounted for by reducing the ten lexical properties to six factors, and these 6 factors were highly interpretable. The first factor is a word length factor that included the number of syllables, number of phonemes, and number of letters. The second factor reflected the number
of neighbors, with high loadings from both the number of orthographic neighbors (differing by one letter) and the number of phonological neighbors (differing by one phoneme). The third factor was a neighborhood frequency factor and had high loadings from both the orthographic and phonological neighborhood frequency measures (reflecting how frequent a word’s neighbors are on average). The final three factors had high loadings from only one measure each: number of morphemes, mean bigram frequency by position, and log HAL frequency, respectively. These 6 orthogonal factors (corresponding to length, number of neighbors, neighborhood frequency, number of morphemes, bigram frequency, and frequency) were used as independent variables predicting eye movements.

3.2.3.2 Interactions Across the various models, we tested for the following predicted interactions, as discussed in the chapter introduction:

- expertise x sublexical skill
- expertise x accuracy focus
- expertise x word frequency
- expertise x neighborhood frequency
- expertise x bigram frequency
- sublexical skill x word frequency
- sublexical skill x bigram frequency

3.2.4 Data Analysis

Data for reading times were analyzed using Linear Mixed Effects Regression (LMER) analyses (Baayen, 2008; Baayen, Davidson, & Bates, 2008). Similar to a linear regression analysis, the LMER produces a linear model in which the dependent variable is predicted by the sum of each independent variable multiplied by a coefficient. Independent variables are considered to be reliable predictors of the dependent variable if they have coefficients that are determined to be significantly different than zero. Because our independent variables are scores along dimensions produced by a factor analysis, and because our dependent variables are often transformed so that they can be predicted by a linear model, it can be difficult
to interpret the meaning of the values of the coefficients. For example, a coefficient of .05 for the effect of word length on log total viewing time means that for every increase of .05 standard deviations along the word length factor, there is a corresponding increase of 1 in the log total viewing time.

The benefit of the LMER above a linear regression is that the LMER allowed us to include subjects, words, and paragraphs as random factors in a single analysis. For all models, only the intercept was allowed to vary by the random factors, with the exception that the slope of trial number was allowed to vary by subject to account for any practice or fatigue effects (with no random correlation term between the intercept and trial number slope). Slopes were allowed to vary only via fixed effect interactions of interest (as specified above) – further allowing the slopes to vary by random effects would probably overfit the model, as evidenced by the failure of these models to converge in a reasonable number of iterations.

The models were fit using restricted maximum likelihood. $P$-values were obtained based on highest posterior density confidence intervals computed using Markov chain Monte Carlo (MCMC) sampling with 10,000 iterations (see Baayen, 2008, p.270). This avoids anti-conservative $p$-values that can arise from use of the $t$-statistic with the upper bound of degrees of freedom.

Probabilities of skipping, refixating, and re-reading (binary coded variables) were analyzed with mixed-effects logistic regression which uses a logit transformation of the binary dependent variable. Again, intercepts for these models were allowed to vary by the subjects, words, and paragraphs as random factors. The slope for trial number was allowed to vary by subject to account for fatigue or practice effects. $P$-values for this set of models were computed using the Wald Z statistic.

### 3.3 RESULTS

All estimated model coefficients are summarized in Table 3.3.
<table>
<thead>
<tr>
<th></th>
<th>Initially Viewed Words</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TVT</td>
<td>P(Reret)</td>
<td>P(Reread)</td>
<td>FFD</td>
<td>Refix</td>
<td>GD</td>
<td>Reread</td>
<td>P(Skip)</td>
<td>P(Reread)</td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>5.454***</td>
<td>-2.571***</td>
<td>-1.811***</td>
<td>5.267***</td>
<td>5.101***</td>
<td>5.322***</td>
<td>5.372***</td>
<td>-0.076</td>
<td>-1.029***</td>
<td></td>
</tr>
<tr>
<td>Trial Number</td>
<td>-0.001*</td>
<td>-0.003**</td>
<td>-0.005***</td>
<td>0.000</td>
<td>-0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
<td>-0.005***</td>
<td></td>
</tr>
<tr>
<td>Lexical Factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length</td>
<td>0.054***</td>
<td>0.252***</td>
<td>0.113***</td>
<td>0.016***</td>
<td>0.020***</td>
<td>0.040***</td>
<td>0.040***</td>
<td>0.040***</td>
<td>-3.460***</td>
<td>0.268***</td>
</tr>
<tr>
<td>Neighbors</td>
<td>-0.031***</td>
<td>-0.188***</td>
<td>-0.079***</td>
<td>-0.006**</td>
<td>0.017**</td>
<td>0.022***</td>
<td>0.014**</td>
<td>0.216***</td>
<td>-0.182***</td>
<td></td>
</tr>
<tr>
<td>Neighbor Freq</td>
<td>-0.022***</td>
<td>-0.118***</td>
<td>-0.072***</td>
<td>-0.007**</td>
<td>0.007**</td>
<td>0.014***</td>
<td>0.004**</td>
<td>0.189***</td>
<td>-0.099***</td>
<td></td>
</tr>
<tr>
<td>Morphemes</td>
<td>0.035***</td>
<td>0.209***</td>
<td>0.097***</td>
<td>0.004</td>
<td>0.009</td>
<td>0.023***</td>
<td>0.014**</td>
<td>0.182***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bigram Freq</td>
<td>0.017***</td>
<td>0.122***</td>
<td>0.047*</td>
<td>0.002</td>
<td>0.013*</td>
<td>0.011***</td>
<td>0.006</td>
<td>-0.094***</td>
<td>0.096***</td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>-0.041***</td>
<td>-0.177***</td>
<td>-0.059*</td>
<td>-0.018***</td>
<td>0.037**</td>
<td>0.032***</td>
<td>0.016**</td>
<td>0.225***</td>
<td>-0.216***</td>
<td></td>
</tr>
<tr>
<td>Individual Differences</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expertise</td>
<td>-0.062**</td>
<td>-0.246**</td>
<td>-0.241**</td>
<td>-0.025</td>
<td>-0.049*</td>
<td>-0.037*</td>
<td>-0.027</td>
<td>0.212***</td>
<td>-0.337***</td>
<td></td>
</tr>
<tr>
<td>Sublexical</td>
<td>-0.046</td>
<td>-0.214**</td>
<td>-0.131</td>
<td>-0.029</td>
<td>-0.026</td>
<td>-0.038</td>
<td>-0.041</td>
<td>0.157*</td>
<td>-0.154</td>
<td></td>
</tr>
<tr>
<td>Accuracy Focus</td>
<td>0.060*</td>
<td>0.097</td>
<td>0.376***</td>
<td>0.020</td>
<td>0.036</td>
<td>0.024</td>
<td>0.034</td>
<td>0.122</td>
<td>0.269*</td>
<td></td>
</tr>
<tr>
<td>Learning/Memory</td>
<td>-0.022</td>
<td>0.010</td>
<td>-0.095</td>
<td>-0.010</td>
<td>-0.018</td>
<td>-0.011</td>
<td>-0.030</td>
<td>0.052</td>
<td>-0.119</td>
<td></td>
</tr>
<tr>
<td>Casual Reading</td>
<td>0.001</td>
<td>-0.064</td>
<td>-0.014</td>
<td>0.004</td>
<td>0.005</td>
<td>0.001</td>
<td>-0.008</td>
<td>0.080</td>
<td>-0.004</td>
<td></td>
</tr>
<tr>
<td>Interactions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expertise*Sublexical</td>
<td>-0.040</td>
<td>-0.144</td>
<td>-0.050</td>
<td>-0.015</td>
<td>-0.007</td>
<td>-0.021</td>
<td>-0.037</td>
<td>-0.071</td>
<td>-0.200</td>
<td></td>
</tr>
<tr>
<td>Expertise*Accuracy Focus</td>
<td>0.017</td>
<td>0.181*</td>
<td>0.217*</td>
<td>-0.009</td>
<td>0.017</td>
<td>0.002</td>
<td>-0.019</td>
<td>-0.030</td>
<td>0.226</td>
<td></td>
</tr>
<tr>
<td>Neighbor Freq*Expertise</td>
<td>0.000</td>
<td>-0.015</td>
<td>-0.027*</td>
<td>-0.002</td>
<td>0.010</td>
<td>0.000</td>
<td>0.003</td>
<td>-0.009</td>
<td>0.018</td>
<td></td>
</tr>
<tr>
<td>Frequency*Expertise</td>
<td>0.004**</td>
<td>-0.014</td>
<td>-0.005</td>
<td>-0.001</td>
<td>0.000</td>
<td>0.002</td>
<td>0.003</td>
<td>-0.003</td>
<td>-0.002</td>
<td></td>
</tr>
<tr>
<td>Bigram Freq*Expertise</td>
<td>-0.002</td>
<td>0.005</td>
<td>0.013</td>
<td>-0.002</td>
<td>-0.004</td>
<td>-0.003*</td>
<td>-0.001</td>
<td>0.007</td>
<td>0.006</td>
<td></td>
</tr>
<tr>
<td>Frequency*Sublexical</td>
<td>0.000</td>
<td>-0.002</td>
<td>0.001</td>
<td>-0.003*</td>
<td>-0.004</td>
<td>-0.001</td>
<td>0.003</td>
<td>0.003</td>
<td>-0.028***</td>
<td></td>
</tr>
<tr>
<td>Bigram Freq*Sublexical</td>
<td>0.000</td>
<td>0.012</td>
<td>-0.009</td>
<td>0.001</td>
<td>0.004</td>
<td>0.001</td>
<td>-0.006</td>
<td>0.009</td>
<td>-0.007</td>
<td></td>
</tr>
</tbody>
</table>

*p < .05; **p < .01; ***p < .001
3.3.1 Lexical Factors

3.3.1.1 Initially Viewed Words  The total viewing time was affected by each of the lexical factors. As expected, shorter, more frequent words with many frequent neighbors and fewer morphemes were read more quickly. Of note is the relationship between the bigram frequency factor and total viewing time. More time was spent reading words with higher bigram frequencies. The bigram frequency factor here may be more indicative of how informative the letter sequences are, with lower bigram frequencies being more informative about the word identity, as has been reported to be the case especially in low frequency words (Broadbent & Gregory, 1968).

Total viewing times depend on the combination of fixation durations and the probabilities of refixating. Each of the lexical factors contributed reliably to the both the probability of refixating the word on the first pass and the probability of re-reading the word once it had been left. Thus, a clear way that these lexical factors have an effect on viewing times is by increasing or reducing the number of fixations on a word.

Another way that lexical factors can contribute to longer total viewing times is by modulating the durations of fixations, including the first fixation duration, refixation durations, and re-reading durations. Results show that there are some differences in which fixation durations are affected by each factor. Word length, neighborhood size, and word frequency affect fixation durations across the board. The frequency of the neighbors affects the first fixation duration, but does not reliably affect re-fixation durations or re-reading durations. Bigram frequency affects refixation durations, but not first fixation durations or re-reading durations. The number of morphemes in a word affects re-reading durations, but not first pass fixation durations.

Each of the lexical factors affect gaze duration, so the combination of effects on the first fixation durations, the probability of refixating, and the refixation durations (all the first pass measures) indicate that all of these lexical factors are important in modeling first pass reading behavior.
3.3.1.2 Skipping  All of the lexical factors also helped predict whether a word would be skipped. Again, the directions of these effects were as expected, and again, it was the lower bigram frequency words that were more likely to be skipped. For words that were initially skipped, all of the lexical factors contributed to predicting whether the word would then be later reviewed (vs. skipped completely). More difficult words (those with longer lengths, lower frequencies, more morphemes, higher bigram frequencies, etc.) were more likely to be re-read after being initially skipped.

3.3.2 Individual Differences

3.3.2.1 Initially Viewed Words  Total viewing times for non-skipped words were affected by two of the five individual difference factors: the expertise factor and the accuracy factor. There was also a trend towards sublexical skills reducing total viewing times ($p < .08$). High scores on the expertise factor were not surprisingly associated with shorter total viewing times. Higher scores on the accuracy focus factor, which reflected accuracies on the Nelson-Denny tests as well as scores on the non-verbal intelligence test, were associated with longer total viewing times. In addition, the word frequency effect was modulated by reading expertise; more-experienced readers showed less of a frequency effect (see Figure 4). This interaction was driven by the expertise advantage being greater for less-frequent words. There was a trend towards higher sublexical skills decreasing total viewing times ($p < .08$).

These effects on total viewing times come from individual differences in fixation durations and probabilities of refixating. Those with more expertise and better sublexical skills have a lower probability of refixating words after the first fixation. There is also an expertise x accuracy focus interaction in which the expertise effect is stronger for the low accuracy focus readers. Lower accuracy focus/low expertise readers are the most likely to refixate, but low accuracy/high expertise readers are least likely to refixate. The latter group may represent careless readers who prefer to read the text quickly at the expense of accuracy.

The probability of re-reading words after moving off of them shows a similar pattern. Those with higher expertise are less likely to re-read. Those more focused on accuracy are more likely to re-read. There is an interaction between the two groups that likely drives most
Figure 4: Interaction Between Reader Expertise and Word Frequency on Total Viewing Time

Graph of model predictions for the bounding data values illustrating the interaction between reader expertise and word frequency.

Predictions are back-transformed from log fixation durations for display in msec.

of the main effect, which shows that it is primarily the low accuracy/high expertise (fast inaccurate) readers who show a low probability of re-reading (see Figure 5). There is also an interaction between neighborhood frequency and expertise whereby the experienced readers show a greater advantage (less probability of re-reading) for high neighborhood frequency words, and thus a greater overall neighborhood frequency effect.

In addition to the individual differences in probabilities of refixating and re-reading, there were also individual differences in the durations of fixations. For the first fixation durations, those with good sublexical skills showed a greater advantage for high-frequency words, and thus a larger frequency effect (see Figure 6). More-experienced readers had shorter refixation durations, and shorter total gaze durations, especially for high bigram frequency words. Whereas there was not a large bigram frequency effect for experienced readers, the less-experienced readers had longer gaze durations for high bigram frequency words. There were no significant individual differences in re-reading durations.
Figure 5: Interaction Between Reader Expertise and Reader Accuracy Focus on Probability of Rereading

Graph of model predictions for the bounding data values illustrating the interaction between reader expertise and accuracy focus.
Figure 6: Interaction Between Reader Sublexical Skill and Word Frequency on First Fixation Durations

Graph of model predictions for the bounding data values illustrating the interaction between sublexical skill and word frequency. Predictions are back-transformed from log fixation durations for display in msec.

3.3.2.2 Skipping  Readers with more expertise and better sublexical skills were more likely to skip words. Once a word had been skipped, those with more expertise were also less likely to go back and read the word. Those with lower accuracy scores were less likely to go back and re-read the skipped words. There was also an interaction between sublexical skill and word frequency in predicting the likelihood of re-reading skipped words: Having higher sublexical skill only benefitted readers for higher frequency words – the high sublexical group were less likely to re-read the more-frequent words.

3.4 DISCUSSION

The results of this experiment showed that in addition to the contributions of lexical factors to reading durations, individual differences play a significant role. The major findings were
widespread main effects of reading expertise (a combination of experience, attitude, and speed), (2) interactions between reading expertise and frequency-related measures, (3) early effects of sublexical skills, (4) later effects of the accuracy focus factor, and (5) interactions between expertise and accuracy.

The factor analysis reported in Chapter 2 showed that variability among normal college readers on a variety of reading tasks tended to fall along a few dimensions. The largest source of variability was in the readers’ attitudes about reading, how much reading they tended to do, and the speed of reading, which all covaried. This was an important factor in predicting reading behavior. People with more experience reading and a positive attitude about reading exhibited faster reading behavior as a result of skipping more words, refixating less often and doing less re-reading, and having shorter refixation durations when they did refixate.

The amount of experience that readers had also modulated frequency-related effects. The nature of the interactions varied depending on the nature of the frequency effect. For word frequency, the expertise advantage for total viewing times was particularly evident for lower frequency words. This result suggests that increasing numbers of encounters with any particular word improve reading efficiency with diminishing returns. In other words, extra encounters with less-frequent words improve reading more than extra encounters with already frequently encountered words.

Reading expertise interacted similarly with bigram frequency in predicting gaze duration. The bigram frequency effect resembled the word frequency effect in that there was less of a bigram frequency effect for more-experienced readers. The words that less-experienced readers fixated longer (high bigram frequency words) were not fixated longer by experienced readers. This is a bit counter-intuitive. If similarity to other letter sequences provides interference, it might be predicted that those who do more reading would experience greater levels of interference from high bigram frequency words. One possibility is that they experience the inhibitory effect more quickly, during parafoveal preview, which we did not examine in this experiment (White, 2008). Alternatively, more experiences with words may cause higher levels of specificity in word representations, making experienced readers less prone to confusion from similar letter strings (Andrews & Hersch, 2010; Castles et al., 2007).
Unlike the word frequency effect and bigram frequency effect, which were diminished for experienced readers, the effect of neighborhood frequency on the probability of re-reading was enhanced for experienced readers. The facilitation resulting from a word having high frequency neighbors was enhanced for those with more reading experience. It has been suggested that large neighborhood sizes and high frequency neighbors especially facilitate the recognition of low frequency words by boosting activation via form-related words (Andrews, 1989, 1992; Sears, Hino, & Lupker, 1995). Thus, more-experienced readers may benefit because they have had more exposure to similar neighbors, increasing activation of the target word via activation from neighbors, and decreasing the probability of re-reading the target word.

Results also showed that readers with good sublexical skills had shorter first fixation durations for more-frequent words, and had a lower probability of refixating words on the first pass. They were also more likely to skip words, and less likely to then go back and read more-frequent words. These findings demonstrate a continued effect of sublexical skills even in normal college readers. Contrary to predictions, however, sublexical skill had more of an effect on the processing speed of frequent words than infrequent words. This may be evidence of the idea that additional exposure to words causes them to become “unitized,” a qualitative shift that results in more integrated word representations and less reliance on the processing of component features, and that unitization continues throughout adulthood (Spieler & Balota, 2000). More unitized words result in larger frequency effects, and Spieler and Balota found that older readers (with more exposure to words) showed these larger frequency effects. Interestingly, the finding that those with better sublexical skills show a larger word frequency effect could result from a mechanism whereby good sublexical skills help increase the rate of unitization with more exposures to words. A more integrated word form representation would speed early recognition or familiarity.

The accuracy focus factor was also related to total reading times. This factor included accuracies on the Nelson-Denny vocabulary and comprehension test, as well as accuracy on the Raven’s matrices non-verbal test, and was negatively correlated with the number of questions answered on the Raven’s. Participants scoring highly on this factor, then, will make sure to progress through tests at a rate that preserves accuracy. Thought of this way,
the reading results make sense. Readers who focus less on accuracy generally have shorter total viewing times for words. This is partially due to less re-reading, both for skipped and not skipped words. The probability of re-reading, as well as the probability of re-fixating on the first pass, interact with the expertise measure such that it is specifically readers who are both fast and inaccurate who are less likely to re-read or re-fixate. These fast and inaccurate readers may be thought of as careless readers. This is possibly a reflection of the readers’ behavior in the experimental context rather than their underlying skill.

No effects of the last two individual difference factors – a learning/memory factor and a casual reading factor – were found. There are probably several reasons for this. First, these two factors explained the least variability among normal college readers, making the factors less useful as possible predictors. Second, the experimental task was a casual reading task in which learning and memory may not have been as important as they are in other reading contexts. Lastly, it is interesting to note that despite the experimental task demands, having more experience in similar reading conditions (casual reading conditions) did not improve reading efficiency. Instead, the major effects were found for readers who have more experience with book reading.

In summary, Study 2 showed that individual differences play a significant role in reading behavior. Readers with good sublexical skills are facilitated in early measures, especially for more-frequent words, and there was a trend towards this effect reducing total viewing times. Those with more reading experience and who are generally faster readers had shorter total viewing times, a result of smaller probabilities of re-fixating, shorter re-fixation times, and less probability of re-reading. Those with lower accuracies also had shorter total viewing times. This was due to lower probabilities of refixating and re-reading, especially for the inaccurate readers who were also fast and experienced and might be considered careless.

Only sublexical skill modulates the reader’s first fixation duration. This result stresses the importance of good sublexical skills in the earliest stages of word recognition. Interestingly, the facilitation may not result from fast decoding, but instead from a qualitative shift, supported by good sublexical skills, to more unified word representations, especially for frequent words. Thus, the size of the frequency effect on first fixation duration may be a useful measure for how integrated a reader’s word representations are. Reading attitude,
experience, and speed became important for faster reading subsequent to the first fixation. However, faster was not always better, as those readers who did not refixate or re-read as often may have had reduced comprehension in this reading task, as they did in the battery of tests given prior to the eye-tracking portion of the experiment.

The pattern of findings in this experiment suggest that there may be at least three important elements of individual differences in reading behavior: skills, knowledge, and strategy. Skills include overall reading speed and sublexical skills. Knowledge includes the quality and nature of lexical representations that result from the combination of the readers’ skills and experience. Strategy includes whether a skilled reader may be reading carelessly, and reflects the readers’ goals.

Main effects of the expertise factor may reflect the quality of lexical representations, but may also simply reflect practice and skill with the low-level motor attributes of reading. The pattern of interactions of this factor and the sublexical skill factor with frequency-related word attributes is more strongly suggestive that the quality of word representations and knowledge of specific words plays a significant role in reading behavior. However, reading behavior can also resemble more efficient reading for participants who are actually not taking the time to accurately comprehend the text. Thus, strategy or reader goals must be taken into account when interpreting individual differences in reading behavior.
4.0 STUDY 3: EFFECTS OF PARTIAL WORD KNOWLEDGE ON EYE MOVEMENTS (TRAINING PARADIGM)

4.1 INTRODUCTION

The collective results from a factor analysis of individual differences in reading skills and an analysis of how those skills predict reading behavior indirectly support the idea that word knowledge plays an important role in reading behavior and in accounting for individual differences in reading behavior, in addition to skill and strategy. The purpose of Study 3 is to more directly examine the link between word knowledge and reading behavior at the single word level by controlling word knowledge experimentally.

There are multiple components to knowledge of a word, including orthographic, phonological, and meaning components, and there is consensus that each of these components is accessed during reading, as often evidenced through studies that manipulate form and meaning features in priming and lexical decision tasks (Lee, Rayner, & Pollatsek, 1999; Perfetti, Bell, & Delaney, 1988; Perfetti & Bell, 1991; Rayner, Sereno, Lesch, & Pollatsek, 1995). With high levels of word knowledge in skilled readers, representations of these components should be stable and tightly linked. It is possible that word frequency or familiarity effects are due at least in part to reduced or strengthened word representations across all components. Generally, words that are often seen are also often heard and have well-known meanings. Barry, Morrison, and Ellis (1199), for example, report correlations ranging from .75 to .89 between log spoken frequencies and the log frequencies of three written frequency measures. Familiarity ratings were also highly correlated with all of the frequency measures, with correlation coefficients ranging from .47 to .61. Because form information (especially orthography in the case of reading) is more quickly accessible, early decisions about when
to move the eyes forward and whether to refixate the same word may be based on form familiarity alone, with the probable outcome that the form familiarity is a good indicator of how easy the meaning will be to access. However, even with “known” words, there may be weaknesses in one or more of the components of representation. Perhaps a word has been heard many times but rarely encountered in text or that a reader isn’t quite sure how to pronounce a word they see in text. Alternatively, a reader may recognize a word but be somewhat unsure of its meaning, with context triggering a vague recollection.

The purpose of Study 3 is to determine how the strength of each component of word knowledge is manifested in the eye movement record. This is achieved by controlling the amount of exposure each participant has to the visual, auditory, and definition information for rare, previously unknown words in a vocabulary training paradigm. Of course we cannot completely control the quality of representations for each of the components for several reasons. One is that there will be individual differences in how much each person learns from each exposure. Also, even without explicit visual or auditory presentations during training, readers (especially those with good sublexical skills) should be able to assemble the missing information from the form information they are given via letter-to-sound correspondences. Nevertheless, we make the assumption that explicit training of a particular component results in stronger knowledge of that component, as do more exposures during training.

We reasoned that by observing eye movements when participants read sentences containing the trained words, we could determine how different types of low quality representations might differentially affect reading behavior. This will result in a more direct understanding of the role each component of word knowledge has in reading behavior. We also examine how individual differences interact with the training to produce distinct patterns of reading.

Specific hypotheses are (1) orthographic training will have the earliest effects because the reader will predict how long word identification will take based on visual familiarity and plan subsequent eye movements accordingly. (2) Meaning knowledge will become important in later measures when initial form-based assumptions about how well-known the word is prove to be correct or incorrect. (3) Explicit phonological training will be most helpful for readers with low sublexical skills, because good decoders will not get much extra benefit from hearing the word pronounced (based on J. R. Nelson et al., 2005; Share, 1995). (4) Readers with
more expertise will benefit more from training because of more extensive baseline knowledge with which they can integrate the new information (Perfetti et al., 2005; Balass et al., 2010).

4.2 METHODS

4.2.1 Participants

35 native English speakers who had taken the battery of reading tests or were willing to take the battery of reading tests were recruited to participate for payment.

4.2.2 Materials

180 rare words were chosen from a set of normed words. The words were rated for familiarity and knowledge of the word’s meaning by 30 participants receiving course credit for their participation. Each of these ratings was completed using a 7-point scale ranging from “unfamiliar” to “familiar” for the familiarity rating, and from “not at all” to “completely” for how well the definition was known. Words were chosen to have low familiarity and meaning ratings. The mean familiarity was 2.18 (ranging from 1.33 - 3.00), and the mean meaningfulness was 1.78 (ranging from 1.17 - 2.96). Words with extremely low familiarity and meaning scores were not chosen because they tended to appear very unusual and non-wordlike.

All words were either 7 or 8 letters long. Longer words were chosen to reduce the chance of skipping during reading. Words were divided into 18 lists of 10 words each, balanced for mean word length and part of speech. These words lists were assigned to a 6 (training condition) x 3 (number of exposures) training design. The six training conditions were the following combinations of orthography (O), phonology (P), and meaning (M): O, P, OP, OM, PM, and OPM (every combination except for meaning only). Completely untrained words were not included, because a pilot study showed that participants exhibited highly inflated looking times when reading the untrained rare words in context, re-fixating the words as many as 20 times. Participants may have been trying to recall whether they had learned
the word, rather than reading the word normally. Thus, trained conditions were always significantly faster than untrained conditions, but not necessarily in a meaningful way. We hoped to increase the degree to which participants would read text normally rather than stare at target words by leaving out the untrained condition. Words in each training condition appeared one, three, or five times during the training. A partial latin square design was used to rotate the word lists through the experimental conditions, resulting in six versions of the experiment.

4.2.3 Training Portion

Presentation of experimental words was randomized (conditions were not blocked). Conditions including the orthography showed the word written in lowercase letters. Conditions including phonology showed a speaker icon which then disappeared when a recording of the word’s pronunciation was played over the computer speakers. Conditions including meaning showed a brief definition for the word. To minimize variability in the amount of exposure each participant had to the words, training was not self-paced. Instead, words in each condition were presented for enough time for participants to be able to briefly study the information. The conditions with more information to attend to were presented for longer durations. The amount of time the display remained on screen for each condition was as follows: O: 3000 ms, P: 4000 ms (1000 ms before the sound played + 3000 ms of a blank screen after), OP: 5000 ms (2000 ms before the sound played + 3000 ms after), OM: 7000 ms, PM: 7000 ms (2000 ms before the sound played + 5000 ms after), OPM: 9000 ms (2000 ms before the sound played + 5000 ms after).

To ensure that participants were paying attention to the training, probe questions followed a random 10% of trials. The questions were appropriately tailored to the training condition. Words that were trained with multiple components of knowledge were followed by a question about any one of the components given. Questions included:

- Orthography: What letter did the previous word begin with?
- Orthography: What letter did the previous word end with?
- Phonology: How many syllables were there in the word?
• Phonology: Did the word start with a vowel or consonant sound?

• Meaning: Is the meaning a thing, action, or description? (participants were instructed that these choices correspond to nouns, verbs, and adjectives)

Prior to training, participants were given seven practice words with the experimenter to become familiar with the pacing and question probes. One of the seven practice words was presented twice, and one of them was presented three times, so that participants would learn that words would sometimes be presented multiple times (and this was also explicitly described by the experimenter). Three of the example words were also followed by example probe questions.

Participants were encouraged to take breaks as needed before proceeding forward from probe questions. The total time spent in training was approximately 1.5 hours.

4.2.4 Eyetracking Portion

Following training, participants read one sentence per trained word while their eye movements were monitored. Sentences did not span more than one line of text. The trained words were never the first or last word in a sentence, nor did they appear before a comma or other punctuation. Each sentence was followed by a True/False comprehension question to ensure that participants were motivated to read for meaning. The experimenter was in the room with the participant for the whole session. Calibration procedures and eye-tracking details were the same as for Study 2.

4.2.5 Dependent Variables

Dependent variables were computed in the same manner as in Study 2 with the exception that skipping measures were not computed for this data set. This is because by choosing longer target words, we ensured that few target words were skipped.
4.2.6 Independent Variables

Individual difference variables of interest were the five factors derived from the factor analysis, minus the casual reading factor. Because this factor explained the least variability, showed no effects in Study 2, and was not hypothesized to predict effects in Study 3, it was removed from the analysis. The Learning/Memory factor was included in the analysis despite its lack of predictive power in Study 2 because Study 3 is a learning task, and may rely more heavily on this skill. Scores were re-centered for the subset of participants who participated in Study 3 by subtracting the sample mean so that the zero point represented the experimental sample mean. Lexical factors were not included in these models. This is because all of the words were of equal length (7-8 letters) and were very low frequency, unknown words.

Trial number was included to account for fatigue or practice effects. The number of exposures was also included as a numeric variable.

Training conditions were clustered for comparison in order to isolate effects due to orthographic, phonological, and meaning training. The comparisons highlight how the addition of a single element of training affects the reading outcome. (The lack of a meaning-only condition meant that the design is not completely balanced.) These are the compared conditions for each element of training:

- Orthography: P & PM vs. OP & OPM (addition of visual training)
- Phonology: O & OM vs. OP & OPM (addition of pronunciation training)
- Meaning: O & P & OP vs. OM & PM & OPM (addition of definition training)

This characterization means that the comparison case for both the addition of orthographic and phonological information is the same (the OP and OPM conditions). For analysis purposes, this meant that a single independent variable with three levels (OP, no P, no O) was used to examine orthography and phonology training, with the combined OP and OPM training cases used as the baseline level for comparison (because it is the comparison level for both O and P training). A separate independent variable was used to examine meaning training.

4.2.6.1 Interactions  Across the various models, we tested for the following interactions:
• expertise x orthography/phonology training
• expertise x meaning training
• expertise x number of exposures
• sublexical skill x orthography/phonology training
• sublexical skill x meaning training
• sublexical skill x number of exposures
• learning/memory x number of exposures
• orthography/phonology training x number of exposures
• meaning training x number of exposures

These interactions tested the hypotheses discussed in the chapter introduction that there will be interactions between individual skills and the training conditions, with more skilled or knowledgeable readers learning more from the training. Interactions between the training conditions and the number of exposures should reveal training effects that might become more pronounced with more exposures.

4.2.7 Data Analysis

Data for reading times were analyzed using Linear Mixed Effects Regression (LMER) analyses (Baayen, 2008; Baayen et al., 2008). This allowed us to include subjects and words as random factors in a single analysis. For all models, only the intercept was allowed to vary by the random factors, with the exception that the slope of trial number was allowed to vary by subject to account for any practice or fatigue effects (with no random correlation term between the intercept and trial number slope).

The models were fit using restricted maximum likelihood. \( P \)-values were obtained based on highest posterior density confidence intervals computed using Markov chain Monte Carlo (MCMC) sampling with 10,000 iterations (see Baayen, 2008, p.270). This avoids anti-conservative \( p \)-values which can arise from use of the \( t \)-statistic with the upper bound of degrees of freedom.

Probabilities of refixating and re-reading (binary coded variables) were analyzed with mixed-effects logistic regression which uses a logit transformation of the binary dependent
variable. Again, intercepts for these models were allowed to vary by the subjects and words as random factors. The slope for trial number was allowed to vary by subject to account for fatigue or practice effects. $P$-values for this set of models were computed using the Wald $Z$ statistic.

Skipping statistics were not analyzed due to the dearth of skipped target words (by design).

4.3 RESULTS

All estimated model coefficients and $p$-values are summarized in Table 7. Results are discussed in terms of patterns present in the fitted model.

4.3.1 Main Effects of Training

There were no main effects of orthographic or meaning training in any of the measures, though there was a trend toward increased first fixation durations with orthographic training ($p < .06$). The addition of a phonology training component resulted in a higher probability ofrefixating the word on the first pass and (in part because of that effect) longer gaze durations. There was also a main effect of the number of training exposures on the probability ofrefixating, the probability of re-reading, gaze duration, and total viewing time, with more training exposures resulting in lower likelihoods of refixations and re-reading as well as shorter gaze durations and total viewing times. Although there were few main effects of the training conditions, there were several significant interactions between the training conditions and individual difference measures which reveal that the training can have opposite effects depending on the skill and expertise of the learner. There were also interactions between the training conditions and the number of exposures, with some effects of training only occurring with several exposures. The effects of the each training condition, including these interactions, are described below.
<table>
<thead>
<tr>
<th></th>
<th>TVT</th>
<th>P(Refix)</th>
<th>P(Reread)</th>
<th>FFD</th>
<th>Refix</th>
<th>GD</th>
<th>Reread</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intercept</strong></td>
<td>6.160***</td>
<td>-0.029</td>
<td>-0.883***</td>
<td>5.505***</td>
<td>5.523***</td>
<td>5.916***</td>
<td>5.721***</td>
</tr>
<tr>
<td><strong>Trial Number</strong></td>
<td>-0.002***</td>
<td>-0.003***</td>
<td>-0.008***</td>
<td>0.000</td>
<td>-0.002***</td>
<td>-0.001***</td>
<td>-0.002***</td>
</tr>
<tr>
<td><strong>Training Factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Orthography</td>
<td>0.027</td>
<td>-0.089</td>
<td>0.214</td>
<td>-0.030</td>
<td>0.014</td>
<td>-0.034</td>
<td>0.113</td>
</tr>
<tr>
<td>No Phonology</td>
<td>-0.026</td>
<td>-0.384*</td>
<td>-0.048</td>
<td>-0.018</td>
<td>0.024</td>
<td>-0.070*</td>
<td>0.061</td>
</tr>
<tr>
<td>No Meaning</td>
<td>0.011</td>
<td>-0.151</td>
<td>-0.079</td>
<td>0.014</td>
<td>0.063</td>
<td>0.003</td>
<td>0.098</td>
</tr>
<tr>
<td># Exposures</td>
<td>-0.032***</td>
<td>-0.080*</td>
<td>-0.104*</td>
<td>-0.005</td>
<td>-0.022</td>
<td>-0.023**</td>
<td>-0.013</td>
</tr>
<tr>
<td><strong>Individual Differences</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expertise</td>
<td>-0.038</td>
<td>-0.034</td>
<td>-0.108</td>
<td>-0.044</td>
<td>-0.002</td>
<td>-0.031</td>
<td>-0.016</td>
</tr>
<tr>
<td>Sublexical</td>
<td>-0.260***</td>
<td>-0.626**</td>
<td>-0.560*</td>
<td>-0.078**</td>
<td>-0.191**</td>
<td>-0.211***</td>
<td>-0.103</td>
</tr>
<tr>
<td>Learning/Memory</td>
<td>-0.145*</td>
<td>-0.392*</td>
<td>-0.419</td>
<td>-0.032</td>
<td>-0.091</td>
<td>-0.112*</td>
<td>-0.010</td>
</tr>
<tr>
<td>Accuracy Focus</td>
<td>0.085</td>
<td>0.036</td>
<td>0.404*</td>
<td>0.039</td>
<td>0.045</td>
<td>0.043</td>
<td>-0.040</td>
</tr>
<tr>
<td><strong>Interactions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expertise x Orthography</td>
<td>-0.009</td>
<td>0.020</td>
<td>0.047</td>
<td>0.019</td>
<td>-0.031</td>
<td>0.008</td>
<td>-0.071</td>
</tr>
<tr>
<td>Expertise x Phonology</td>
<td>0.003</td>
<td>-0.002</td>
<td>0.063</td>
<td>0.024*</td>
<td>-0.019</td>
<td>0.014</td>
<td>-0.048</td>
</tr>
<tr>
<td>Expertise x Meaning</td>
<td>0.029*</td>
<td>-0.035</td>
<td>0.179**</td>
<td>0.009</td>
<td>0.024</td>
<td>0.008</td>
<td>0.002</td>
</tr>
<tr>
<td>Orthography x Sublexical</td>
<td>-0.011</td>
<td>0.052</td>
<td>-0.098</td>
<td>0.017</td>
<td>0.011</td>
<td>0.025</td>
<td>-0.026</td>
</tr>
<tr>
<td>Phonology x Sublexical</td>
<td>-0.023</td>
<td>0.084</td>
<td>-0.190*</td>
<td>0.026*</td>
<td>-0.037</td>
<td>0.032*</td>
<td>-0.016</td>
</tr>
<tr>
<td>Meaning x Sublexical</td>
<td>0.020</td>
<td>0.082</td>
<td>0.027</td>
<td>0.003</td>
<td>0.006</td>
<td>0.017</td>
<td>0.017</td>
</tr>
<tr>
<td>Expertise x # Exposures</td>
<td>-0.003</td>
<td>-0.012</td>
<td>-0.018</td>
<td>-0.004</td>
<td>0.005</td>
<td>-0.004</td>
<td>0.021*</td>
</tr>
<tr>
<td>Sublexical x # Exposures</td>
<td>0.007</td>
<td>0.030</td>
<td>-0.008</td>
<td>-0.004</td>
<td>0.015*</td>
<td>0.007</td>
<td>-0.003</td>
</tr>
<tr>
<td># Exposures x Learning/Memory</td>
<td>0.002</td>
<td>-0.010</td>
<td>0.012</td>
<td>0.005</td>
<td>-0.002</td>
<td>0.000</td>
<td>-0.013</td>
</tr>
<tr>
<td>Orthography x # Exposures</td>
<td>0.022*</td>
<td>0.077</td>
<td>0.002</td>
<td>0.008</td>
<td>0.037*</td>
<td>0.029**</td>
<td>-0.018</td>
</tr>
<tr>
<td>Phonology x # Exposures</td>
<td>0.011</td>
<td>0.104*</td>
<td>0.020</td>
<td>0.000</td>
<td>0.007</td>
<td>0.020*</td>
<td>-0.016</td>
</tr>
<tr>
<td>Meaning x # Exposures</td>
<td>0.007</td>
<td>0.047</td>
<td>0.044</td>
<td>-0.005</td>
<td>-0.002</td>
<td>0.003</td>
<td>-0.007</td>
</tr>
</tbody>
</table>

*p < .05; **p < .01; ***p < .001
4.3.2 Orthography

Exposure to the visual form of the word during training surprisingly showed a trend toward increasing first fixation durations ($p < .06$), especially for readers with less expertise ($p < .06$ for the interaction). Readers with more expertise had shorter first fixation durations when orthographic training was added. Orthographic training also trended towards producing decreased durations of rereading times, but only for low expertise readers ($p < .07$ for the interaction). Thus, a pattern emerged whereby orthographic training for low expertise readers increased first fixation durations but decreased rereading durations. (See Figure 7).

![Figure 7: Interaction Between Orthography Training and Reader Expertise](image)

Model predictions for the bounding expertise values illustrating the interaction effect: Less expert readers show longer first fixation durations but shorter rereading durations with orthographic training.

Predictions are back-transformed from log fixation durations for display in msec.

Conditions in which orthography was learned showed a stronger training effect – shorter fixation durations with increasing training exposures – compared to conditions in which orthography was not learned, which did not produce shorter fixations (or showed the opposite pattern) with more exposures. This pattern was evident in the duration of first-pass refixations, the gaze duration, and the total viewing times. The pattern is shown in Figure 8 for total viewing times.

Overall, the pattern was that orthographic training decreased the durations of fixations, but did not strongly affect probabilities of refixating or re-reading. Effects were stronger with more training exposures, and were influenced by individual difference scores on the expertise measure. Less-experienced readers showed the trend of having somewhat longer first fixation
Figure 8: Effect of Orthography Training on Total Viewing Time

![Graph showing the effect of orthography training on total viewing time.](image)

Predictions are back-transformed from log total viewing times for display in msec.

Model predictions illustrating the interaction between orthographic training and number of training exposures.

durations with the addition of orthographic training, but shorter re-reading durations.

### 4.3.3 Phonology

The addition of word pronunciation training resulted in an interesting general pattern in which reading was often less efficient (longer fixation durations and more fixations), but generally only when there were fewer training exposures or when the reader skill was low along some dimension. The decrease in efficiency tended to disappear or reverse with more training or for readers of higher skill. This pattern was true across a number of measures.

Pronunciation exposure interacted with reader expertise and sublexical skills in its effect on first fixation durations: more-experienced readers and those with good sublexical skills showed no effect or had shorter durations after pronunciation exposure whereas low expertise readers and those with poor sublexical skills were slowed down by the additional phonology training.

Pronunciation training increased the probability of refixating words on the first pass and
increased gaze durations. Although this reached significance as a main effect, an interaction between phonology training and number of exposures showed that the probability of refixating was higher only when phonology was trained with fewer exposures, and was lower when phonology was trained with more exposures. The same interaction was true for gaze duration as well: phonology training increased gaze durations only when phonology was trained with fewer exposures, but was decreased when phonology was trained with more exposures (this may be due to the pattern of refixation probability). In addition, gaze durations were only longer with phonology training for those with lower sublexical skills.

Finally, the addition of phonological training reduced the probability of re-reading (second pass reading), but only for readers with low sublexical skills (those with good sublexical skills already showed a much lower probability of re-reading in all conditions).

Overall, the addition of phonology training seemed to initially slow down reading via longer first fixation durations, increased probabilities of refixating on the first pass, and increased gaze durations, especially when there were fewer training trials and especially for those readers with lower sublexical skills or who were slower, less experienced readers. This extra time spent on the first pass seemed to decrease the probability of re-reading the word later compared to when phonology was not explicitly trained, and did not, therefore, affect total viewing times.

Based on these findings, a three-way interaction between sublexical skill, phonology training, and number of exposures was added to the models. This three-way interaction was significant for probability of refixating, gaze duration, probability of rereading, and total viewing times. The nature of the interaction was consistent with the results reported: readers with high sublexical skills were faster overall and showed little effect of the phonology training. Readers with low sublexical skills showed a slow-down with phonology training after one exposure, but by five exposures they showed a benefit. This three-way interaction is shown for total viewing time in Figure 9, which also demonstrates the general trend of the findings for phonology training.
4.3.4 Meaning

Meaning training significantly affected the probability of re-reading, but did not affect any of the first pass measures of reading. The direction of the effect, similarly to the pattern seen with phonology training, depended on the reader’s expertise score. Less-experienced readers were more likely to re-read when meaning was trained. More-experienced readers were less likely to re-read when meaning was trained. This pattern carried over to the total viewing times, but in the case of total viewing times, the pattern was more suggestive of experienced readers having reduced total viewing times with the meaning training, with little effect for less-experienced readers (See Figure 10).
4.3.5 Individual Differences

4.3.5.1 Expertise Unlike in Study 2, a reader’s score along the Experience/Speed dimension had limited effects on reading behavior for trained words. As reported in the training modality results, the more expert readers were facilitated with orthographic training on first fixation durations, and from meaning training in the probability of re-reading and in total viewing times, moreso than less-experienced readers did (who showed the opposite effect, if anything). One additional effect of a reader’s expertise was an interaction with the number of training exposures on the time spent re-reading (in the cases when re-reading occurred). Only the less expert readers showed reductions in re-reading durations with more training.

4.3.5.2 Sublexical Skills Sublexical skills seemed to be the most important individual difference in predicting reading behavior in Study 3. Besides the multiple interactions between sublexical skills and phonology training, those with better sublexical skills had shorter first fixation durations, less probability of refixating, shorter refixation durations,
shorter gaze durations, less probability of re-reading, and shorter total viewing times.

4.3.5.3 Learning/Memory  Learning/memory interactions with specific training conditions were not included in the model, but those with better learning and memory skills showed lower overall likelihoods of refixating, shorter gaze durations, and shorter total viewing times. This effect likely reflects better learning of or memory for the target words. The effect did not interact with the number of training exposures.

4.3.5.4 Accuracy Focus  Participants with lower levels of accuracy in the battery of tests showed a decreased probability of re-reading. These may have been more careless readers who did not re-read when they might have needed to. This pattern may be more reflective of a reading strategy than a skill or knowledge.

4.4 CONCLUSIONS

Results from this experiment highlighted that each component of word knowledge has a distinct effect on reading behavior, and that one way that the components differ is in the temporal locus of their effects. Visual familiarity or orthographic knowledge affected the durations of first pass fixations, as early as the first fixation duration, and sometimes the duration of re-reading fixations. It did not affect the probabilities of re-fixating or re-reading. The auditory training also had an effect on first fixation durations, as well as the probability of refixating and the probability of re-reading, but not the durations of those subsequent fixations. The combination of first fixation effects and first pass refixation probabilities resulted in an effect on gaze duration. The addition of meaning training affected only the re-reading probabilities, but not first pass measures.

This pattern of results suggest that form information is the most important determiner of first pass fixations, with meaning training becoming important in determining re-reading behavior. This supports the idea that readers rely heavily on form information for determining when and where to fixate on the first pass, and that generally these decisions give
enough time for meaning processing, because words with more familiar forms tend to also have well-known meanings. When there is difficulty with meaning access, readers must look back and re-read the word.

Additional information given during training, however, did not always increase reading speed. Those with poor sublexical skills were slowed down by the addition of phonology training in their first fixation durations, probability of re-reading, and gaze durations. Less expert readers were also slowed down by the additional pronunciation training in their first fixation durations. In addition, fewer exposures to the pronunciation increased the probability of refixating and the gaze durations compared to more exposures. It may be that the new information, especially with fewer exposures or for those with low sublexical skills, was not yet incorporated into a more context-independent word representation. For example, in a condition in which the phonology was not trained, a reader might quickly produce a rough approximation of the word’s pronunciation with no “check” about whether the pronunciation is correct or not. After a single auditory exposure, the reader may recall the prior training episode when they encounter the word in text, or, especially for less skilled decoders, may decode the word in a way that is a mismatch with the trained pronunciation. Accessing specific episodic traces and/or mismatches between generated and learned pronunciations could slow the reader down. After more exposures, especially for better decoders, the word pronunciation may become better incorporated into the lexical representation for that word, and would be more quickly and accurately accessed when the word is encountered. Several exposures to the pronunciation of a word could help establish the phonological representation so that it is accessible from the written word form. Those with poor sublexical skills may need more exposures to a word’s pronunciation than those with better sublexical skills before they are able to form a stable phonological representation.

These results are consistent with the framework of the Word Experience Model (Reichle & Perfetti, 2003). In this model, word knowledge is built from the accumulation of individual experiences with each word. With more exposures, parts of the experiences with a word that are repeated (such as the word form and meaning) are reinforced, and parts of the experiences that are specific to a particular exposure (such as the context) do not become part of the abstract word representation. As context-free, abstracted word representations
become stronger, information about the word can be accessed more quickly and accurately. The current study suggests that within the word experience framework, more skilled readers may be able to establish context-independent representations with fewer exposures to words than less skilled readers require. This could be achieved through the ability of more skilled readers to establish stronger and more complete episodic traces of each word experience than less-skilled readers, as has been observed via ERP markers of episodic memory following a similar training paradigm (Perfetti et al., 2005; Balass et al., 2010). Strong episodic traces should allow episodic recall of a particular experience to occur quickly and accurately, and it should also allow a more qualitative shift away from this kind of recall of the word learning episode towards context-independent knowledge of the word.

Study 3 results can be summarized as (1) The kind and amount of information about words that readers have been exposed to regulates their eye movements when they read those words, with form information primarily affecting first pass eye movements and meaning information affecting re-reading. (2) Readers’ skills determine how their word experience will shape their reading behavior: a “rich get richer” pattern is evident in which skilled, experienced readers show more facilitation than less expert readers from the same number of exposures to words. (3) When first learning words, additional components of form training may slow first fixation durations and increase first pass refixations, but ultimately decrease the amount of re-reading that needs to be done. This pattern may indicate that the information is slowly but successfully extracted on the first pass, perhaps through episodic recognition rather than the faster lexical access route. A lack of knowledge may cause readers to initially skim the word, but later re-read the word. This could be a way to avoid disrupting the flow of reading on the first pass.
5.0 STUDY 4: EFFECTS OF PARTIAL WORD KNOWLEDGE ON EYE MOVEMENTS (TESTING PARADIGM)

5.1 INTRODUCTION

Study 3 showed that each component of training (orthographic, phonological, and meaning) had unique effects on eye movements when participants read trained words in text, and that many of the effects varied by the number of training exposures. Although we expected to attribute those effects to differing levels of knowledge and kinds of knowledge about the words, it is possible that some of the training effects, especially decreased reading speed, were a result of participants’ episodic memory of the training preceding the reading session. Readers may not have successfully incorporated the new knowledge into their lexical representations. Instead when they see the freshly trained and very rare words in text, they may be recalling, either consciously or subconsciously, the training episodes for that word. More generally, Study 3 may have addressed what happens in the earliest stages of vocabulary acquisition rather than addressing more ubiquitous cases of partial word knowledge or partially deficient word representations.

Like Study 3, Study 4 was designed to examine the direct effects of the knowledge a reader has about a specific word on their eye movements when reading that word. Rather than controlling the amount and kind of knowledge a reader has about a word through an experimental training paradigm, words that were likely to have degraded representations along at least one dimension (of spelling, pronunciation, or meaning) were chosen via a norming study. Participants read these words incidentally in paragraphs with no knowledge that they were target words as part of Study 2. Participants were brought back later to be tested on their knowledge of the words. It was not assumed that they gained significant
knowledge of the words during the paragraph reading session or during the time between that session and the testing session. Participants were not alerted to the fact that they had previously read the target words in the eye-tracking session, and instead thought they were just returning for a separate vocabulary test.

Performance on this subsequent spelling, pronunciation, and definition test was used in a model to predict the reader’s eye movements when reading those particular words in context. In this way, we hoped to characterize the direct effect of word knowledge on reading behavior with words that were naturally partially known, rather than trained in the laboratory.

5.2 METHODS

5.2.0.5 Target Words  Target words were selected such that participants would be likely to have variable knowledge about the spellings, pronunciations, and meanings. To select such words, a norming study was conducted using a non-overlapping group of participants from a similar population (the University of Pittsburgh community). The purpose of the norming was to test participants’ knowledge of a set of 7-8 letter, 3 syllable words.

From these results, words were chosen according to how well-known they were across the dimensions of spelling, pronunciation, and meaning. Words were chosen that were well-known on all dimensions, not-well-known on any dimension, or were well-known on one but not another dimension. For example, words for which the spelling but not the meaning was typically known were chosen. More detail about target word selection is described below.

Possible target words were generated using the MRC database with the following constraints: 7-8 letters, 3 syllables, Kucera-Francis written frequency minimum of 2, exclude capitalization (eliminating proper nouns), include only nouns (comprehensive syntactic category), include only standard words (not rare, archaic, etc.), exclude different stress patterns and different phonology (to reduce pronunciation variability). Foil definitions for a multiple-choice test of the word meanings, were definitions of words that would appear in similar contexts. The possible target words were fed into LSA to produce the 20 nearest neighbors using the “General Reading up to 1st year of College” database with the maximum (300)
factors. We required a minimum corpus frequency of 5, and the input text was “term” so that no weighting was used. The original term, along with the 20 nearest neighbors were then fed into WordNet. The noun definitions of the original term and its 20 nearest neighbors were extracted as possible foil definitions. Three of these were selected by hand as foils and modified as necessary for clarity and brevity. If the term itself was included in any definition, the definition was modified so as not to include the term. This resulted in a multiple choice test containing foil definitions that would appropriately define words that could occur in similar contexts. It also ensured that all definitions were dictionary definitions from the same dictionary (WordNet). Words were removed when they did not actually fit the intended criteria (e.g. they were not 3-syllable words, they were not nouns), when no reasonable foils were generated, or if there was not a clear primary meaning (i.e. “cabinet”). The original 655 words were reduced to 498 words through this process.

A test was created containing three sequential questions per word for all 498 words. The first was a four-choice spelling question. Three spelling foils were created by hand. The second was a four-choice meaning question (which did not reveal the correct spelling). Three foils were created as described above. The final question asked participants to rate how confident they were that they could correctly pronounce the word. They were given 4 choices (very confident, somewhat confident, somewhat not confident, or not confident). The overall test was divided into four tests of 100 words each and one test of 98 words.

One-hundred and four native English speakers participated in the norming and were compensated with course credit for the Introduction to Psychology course. Participants spent one hour completing one of the five tests, resulting in approximately 21 participants being tested on each word. Participants were instructed that for the multiple-choice spelling and meaning questions, they were allowed to, and should answer with multiple answers if they were uncertain. This way we could distinguish between correct guesses and known answers. We could also determine the degree of uncertainty by accounting for the number of answers marked. If all four answers were marked, the participant was completely uncertain. If a single answer was marked, the participant was completely certain.

From this norming, 101 words were chosen which had the highest and lowest ratios of spelling/meaning, spelling/pronunciation, or pronunciation/meaning confidence, resulting in
a set of words for which people had better knowledge along one dimension than another. In addition, words with the highest and lowest scores across all 3 dimensions were chosen. Paragraphs which incidentally contained the target words one time (not as the paragraph topic) were found online. Some paragraphs contained multiple target words, resulting in 68 paragraphs containing the 101 target words.

5.2.1 Procedure

Paragraphs containing the target words were the same paragraphs used in Study 2. A subset of 37 native English speakers from Study 2 was recruited for Study 4, with 18 of them having complete and useable data for both portions. These participants returned a minimum of 11 days after participating in Study 2 to be tested on their knowledge of the target words contained in the paragraphs read in Study 2. They were not told that the Study 2 paragraphs had contained these target words, and no indication was given that the vocabulary test was related to the paragraphs. It was assumed that no significant knowledge of the words was obtained between the Study 2 paragraph reading session and the Study 4 testing session, and that enough time had passed between the two sessions that there would be no explicit memory of having read the words in the paragraphs. This would eliminate any of the episodic effects we may have seen in Study 3 results.

The vocabulary testing was done on computer using E-Prime 2.0. Participants were first tested on spelling knowledge for the full set of words. The same 4-choice spelling test was used as that used in the norming study. Participants were instructed to answer with multiple answers if they had any uncertainty as to the correct spelling. They were told to never guess and to instead be sure that the correct answer was always among their choices. Thus, if they were completely uncertain of how to correctly spell the word, they should choose all four possibilities. If they could narrow it down to two of the possible spellings, they should answer with both choices. They were told to only answer with one choice when they were completely certain that the choice was correct. Five practice trials were given in which the experimenter demonstrated answering with multiple answers.

After the spelling block, participants had a 4-choice definition test, again using the same
choices generated for the norming study. Participants were given the same instructions as they were for the spelling block, and were encouraged to answer with multiple answers if they had any uncertainty. The same five practice words were used to demonstrate the definition test portion. The final block was a pronunciation/naming block, with the same five practice words. Participants were instructed to pronounce the words as quickly as possible when they appeared on the screen. Reaction time was measured. Then, they were asked to rate their confidence that they correctly pronounced the words on a scale from 1 to 7, with 7 being “very confident” and 1 being “not confident”.

5.2.2 Dependent Variables

Dependent variables were computed in the same manner as in Study 2, and included first fixation duration, refixation duration, gaze duration, re-reading duration, total viewing time, probability of skipping, probability of refixating on the first pass, and probability of re-reading.

5.2.3 Independent Variables

The independent variables included the number of answers chosen in the spelling test, the number of answers chosen in the definition test, whether the correct answer was among those chosen in the spelling and definition tests, the confidence rating for pronunciation, and the log reaction time for naming. Each of these variables was centered by subtracting the mean. In addition, interactions between the number of choices and accuracy were included. Subject and item were included as random factors.

5.2.4 Data Analysis

Data for reading times were analyzed using Linear Mixed Effects Regression (LMER) analyses (Baayen, 2008; Baayen et al., 2008). Subjects and words were included as random factors. For all models, only the intercept was allowed to vary by the random factors. The models were fit using restricted maximum likelihood. $P$-values were obtained based on highest
posterior density confidence intervals computed using Markov chain Monte Carlo (MCMC) sampling with 10,000 iterations (see Baayen, 2008, p. 270). This avoids anti-conservative \( p \) -values that can arise from use of the \( t \)-statistic with the upper bound of degrees of freedom.

Probabilities of skipping, refixating, and re-reading (binary coded variables) were analyzed with mixed-effects logistic regression which uses a logit transformation of the binary dependent variable. Again, intercepts for these models were allowed to vary by the subjects and words as random factors. \( P \)-values for this set of models were computed using the Wald Z statistic.

5.3 RESULTS

5.3.1 Behavioral Results

If the correct answer was included in any of the choices, the item was scored as “correct.” The average number of spelling options selected was 1.22 (\( SD = .62 \)), and the average proportion correct was .94 (\( SD = .23 \)). 85.6\% of the items were answered with one answer, indicating maximum confidence. The average number of meaning options selected was 1.33 (\( SD = .82 \)) with a mean accuracy of .93 (\( SD = .25 \)). 82.9\% of the words were answered with one answer. The average naming speed was 819.41 ms (\( SD = 286.75 \)), although it should be noted that there were times when the microphone did not register the participant’s voice right away. The average pronunciation confidence score was 6.66 (\( SD = .93 \)), with 82.3\% of the words answered with the top confidence rating of seven.

The correlation between the number of spelling options selected and the number of meaning options selected was significant at the \( p < .001 \) level, \( r = .407 \).

Although words were chosen that were difficult for participants in the norming study along at least one dimension, performances on the spelling, meaning, and pronunciation tests in Study 4 were very high, and a relatively small portion of the words were answered with a lack of confidence. In addition, the confidence in a word’s spelling and meaning were significantly correlated, making it difficult to parse effects due to spelling vs. meaning.
5.3.2 Eye-tracking Results

All estimated model coefficients and p-values are summarized in Table 5.3.2. Results are discussed in terms of patterns present in the fitted models.

Less confidence on the spelling test (more options chosen) was associated with longer total viewing times, at least partly a result of a significantly higher probability of re-reading the word. Spelling accuracy, however, showed a surprising pattern in which the accurate words (words with the correct answer included among the selected options) had longer total viewing times, with a higher probability of being re-read. See Figure 11. One possibility is that re-reading the words in the eye-tracking portion may have helped established stronger orthographic representations. It can not be assumed that the paragraph reading session was not a learning session, despite our attempt to delay testing and de-emphasize the target words.

Figure 11: Effects of Orthography Knowledge on Total Viewing Times

![Figure 11: Effects of Orthography Knowledge on Total Viewing Times](image)

Model predictions for the effects of orthography knowledge on total viewing times. A greater number of answers chosen is associated with less confidence.

Predictions are back-transformed from log fixation durations for display in msec.

Another possibility is that the incorrect words are the least visually familiar, especially as the number of answers chosen increases. When a reader, for example, chooses three answers, but is incorrect, it means that the only eliminated choice was the correct choice. This means that the correctly spelled word must look “wrong” to the reader, despite the reader’s lack of confidence in knowing the correct spelling. These most unfamiliar words might behave
**Table 8: Study 4 Model Coefficient Estimates**

<table>
<thead>
<tr>
<th></th>
<th>TVT</th>
<th>P(Refix)</th>
<th>P(Reread)</th>
<th>FFD</th>
<th>Refix</th>
<th>GD</th>
<th>Reread</th>
<th>P(Skip)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>5.728***</td>
<td>-1.422***</td>
<td>-1.855***</td>
<td>5.350***</td>
<td>5.495***</td>
<td>5.552***</td>
<td>5.670***</td>
<td>-1.805***</td>
</tr>
<tr>
<td>Spelling # Answers</td>
<td>0.080**</td>
<td>0.009</td>
<td>0.342*</td>
<td>0.012</td>
<td>-0.021</td>
<td>0.009</td>
<td>0.054</td>
<td>0.077</td>
</tr>
<tr>
<td>Spelling Accuracy</td>
<td>0.118*</td>
<td>0.242</td>
<td>0.730*</td>
<td>-0.009</td>
<td>0.181</td>
<td>0.028</td>
<td>0.155</td>
<td>0.304</td>
</tr>
<tr>
<td>Meaning # Answers</td>
<td>0.043*</td>
<td>0.007</td>
<td>0.131</td>
<td>0.013</td>
<td>-0.004</td>
<td>0.014</td>
<td>0.095</td>
<td>-0.030</td>
</tr>
<tr>
<td>Meaning Accuracy</td>
<td>0.047</td>
<td>-0.226</td>
<td>0.068</td>
<td>0.052</td>
<td>0.123</td>
<td>0.027</td>
<td>0.127</td>
<td>0.476</td>
</tr>
<tr>
<td>Pronunciation Confidence</td>
<td>-0.009</td>
<td>-0.015</td>
<td>0.159</td>
<td>0.008</td>
<td>-0.113**</td>
<td>-0.011</td>
<td>-0.069</td>
<td>-0.019</td>
</tr>
<tr>
<td>Naming logRT</td>
<td>0.061</td>
<td>0.326</td>
<td>0.269</td>
<td>0.052</td>
<td>-0.038</td>
<td>0.057</td>
<td>0.047</td>
<td>-0.205</td>
</tr>
<tr>
<td>Spelling # Ans x Acc</td>
<td>0.040</td>
<td>0.496</td>
<td>-0.806</td>
<td>0.188</td>
<td>0.574</td>
<td>0.240</td>
<td>-0.233</td>
<td>0.441</td>
</tr>
<tr>
<td>Meaning # Ans x Acc</td>
<td>-0.041</td>
<td>0.736</td>
<td>-0.798</td>
<td>0.008</td>
<td>-0.049</td>
<td>0.089</td>
<td>-0.068</td>
<td>-0.297</td>
</tr>
</tbody>
</table>

*p < .05; **p < .01; ***p < .001
similarly to the untrained orthography words in study 3: shorter first fixation durations with increased rereading durations. In fact, we find that there was a trend toward an interaction between accuracy and confidence for spelling in first fixation durations ($p < .08$) and gaze durations ($p < .06$). The pattern was that for correct words, a decrease in confidence was associated with longer viewing times. See Figure 12. For incorrect words, in contrast, a decrease in confidence was associated with shorter viewing times, perhaps as the words become decreasingly visually familiar.

Less confidence on the definition test (more options selected) was also associated with longer total viewing times (See Figure 13); specifically, there was a trend toward more time spent re-reading words for which the meaning was uncertain ($p < .07$). There were no reliable effects of meaning accuracy and no interactions with meaning accuracy.
Predicted effect of meaning knowledge confidence on total viewing times. More answers corresponds to decreased confidence.

Predictions are back-transformed from log total viewing time for display in msec.

Higher levels of pronunciation confidence resulted in shorter first pass refixation durations, though this did not translate to reliably shorter total viewing times. (See Figure 14). No effects of naming time were found.
5.4 CONCLUSIONS

Reading measures for the same set of words appearing in the same contexts reflected the individual reader’s level of knowledge about the word, even after distributions for the items and readers were taken into account. Both spelling and meaning knowledge affected total viewing times, with less well-known items along each dimension having longer total viewing times.

Orthographic confidence and accuracy affected first fixation durations, gaze durations, the probability of re-reading, and total viewing times. The effects on first pass measures (first fixation durations and gaze durations) showed up as an interaction between confidence and accuracy. Correct words showed increasing first fixation durations (slower reading) with decreasing confidence. Incorrect words showed decreasing first fixation durations (faster reading) with decreasing confidence. This is perhaps because words that are both incorrect
and uncertain are arguably the least visually familiar. All of the less familiar words (those for which more answers were chosen) resulted in higher probabilities of re-reading, and longer total viewing times. This result is very similar to the pattern seen for the words in Study 3 that were not trained visually – less time was spent on the first pass, but more time was spent re-reading. In this experiment, though, only the very least visually known words were read more quickly on the first pass. Words with correct-but-uncertain spellings were read like the more well known words on the first pass, but they were later re-read. These words may have been visually familiar enough for the reader to spend an appropriate amount of time reading on the first pass, but unfamiliar enough that they ultimately required re-reading. The re-reading process may actually help the word become more visually familiar in the future – it may be the first step in acquiring a new word representation.

The combination of these findings with the Study 3 findings suggest that when there is insufficient knowledge and a word simply looks unfamiliar, a reader may actually skim a word more quickly than when they have a little bit more familiarity with the word. This strategy may not be the best way to learn the new words in context, but it may be the best way to maintain comprehension when encountering unknown words. Once a word reaches a certain level of familiarity, more time may be spent on the word during reading, and this may be when learning occurs and the word begins to form an accessible representation. Once that representation becomes more solid and stable, words can be read more quickly, but now with access to the stored representations.

Similarly to Study 3, words with meanings that were not well known produced longer total viewing times, at least partly as a result of an increase in re-reading duration. This confirms the later effects of meaning knowledge found in the training study.

Higher levels of pronunciation confidence were associated with shorter first-pass refixation durations. Thus, as in Study 3, first pass fixations were affected by phonological information. However, the durations of first-pass refixations were not specifically affected in Study 3 (rather, the probability of refixating was affected). Weaker phonological representations were associated with longer fixation durations, which is similar to the pattern seen for skilled readers and multiple exposures in the training study. This suggests that indeed, the Study 3 slowing effects seen for words trained with few exposures or for less-skilled readers may be
reflecting the fact that the words were just trained, and that the pronunciations may not have been fully incorporated, even weakly, into the word representations.

Overall, Study 4 confirms the findings of the training study. Individual elements of word knowledge have different effects on a reader’s behavior when reading those particular words. Generally, first pass fixations are affected by form knowledge and familiarity, and later measures are influenced by meaning knowledge (with lingering effects of orthographic knowledge). In addition, this experiment gives some confirmation to an interesting pattern seen in Study 3: words with the lowest levels of familiarity actually have faster reading times than words with low-to-moderate levels of familiarity. This pattern is seen in the interactions between spelling confidence and accuracy whereby the least well-known words – uncertain and incorrect words – are fixated for less time than other words. Words with higher levels of familiarity are generally faster to read than words with low-to-moderate levels of familiarity. This is seen in the overall speed-up in reading measures for words with known spellings, meanings, and pronunciations.
6.0 SUMMARY AND CONCLUSIONS

6.1 SUMMARY OF RESULTS

6.1.1 Study 1: Identifying Individual Differences

Study 1 identified dimensions of variability among adult readers based on a factor analysis of a database of scores on a variety of reading assessments. Five orthogonal dimensions of variability were extracted from the analysis representing (1) reading expertise, (2) sublexical skills, (3) accuracy focus, (4) learning/memory, and (5) “casual reading”. The first factor accounted for the most variability and included assessments relating to reading speed, text exposure (especially books), and attitude about reading. These measures are likely to co-vary because of reciprocally causal relationships: readers with good attitudes about reading do more reading and become faster readers, and this in turn makes the process of reading more enjoyable, resulting in good attitudes about reading. The sublexical skill factor included orthographic, decoding, and phonological skills, suggesting that in normal adult readers, orthographic and phonological representations are tightly linked via decoding principles. The accuracy focus factor indicated whether readers prioritized accuracy, even if it was at the expense of speed. The learning and memory factor and the casual reading factor were based on subsets of questions from the Adult Reading History Questionnaire. The learning/memory factor reflected whether the reader had difficulty in school or difficulty remembering instructions, names, dates, etc.. The casual reading factor reflected the amount of internet, newspaper, and magazine reading the reader reported.
6.1.2 Study 2: Relationship Between Individual Differences and Eye Movements

Study 2 examined the effects of individual differences on eye movement behavior during normal paragraph reading. Results showed that individual differences, especially reading expertise, sublexical skills, and accuracy, play a significant role in reading behavior above and beyond properties of the text.

6.1.2.1 Reading Expertise  Reading expertise was computed from the factor analysis results with high weightings from the percent of items attempted within the time limits on the Nelson-Denny vocabulary and comprehension tests, the Adult Reading History Questionnaire questions pertaining to reading speed, attitude about reading, and number of books read, and scores on the Author Recognition Test. Participants with high scores along this dimension were more likely to skip words without re-reading them and less likely to refixate or re-read words, and when they did refixate words, they had shorter refixation durations. Those who scored highly on this dimension but had low accuracy on the accuracy dimension tended to read even faster, with fewer refixations and lower probabilities of regressing back to words. It seems likely that this is a pattern of shallow reading where refixations or regressions may be needed for comprehension but are not made.

Readers who scored highly on the expertise dimension showed greater advantages for words that are traditionally more difficult: low-frequency words and words with high bigram frequencies. In addition, these readers showed more facilitation from a word’s high frequency neighbors. This pattern suggests that the mechanism by which reading experience leads to faster reading is by increasing the quality of lexical representations across a broader range of words and by increasing knowledge of and connections to other words in the lexicon.

6.1.2.2 Sublexical Skills  Sublexical skills were computed from the factor analysis results with high weightings from the spelling recognition test, the phonological awareness test, and a test requiring participants to determine whether nonword letter strings were pronounced like real words. Participants with high sublexical skill scores were more likely to
skip words and less likely to refixate words on the first pass. In addition, those with good sublexical skills had shorter first fixation durations for more frequent words, and when more frequent words were skipped, they were less likely to go back and re-read them, signaling that processing was likely complete for the skipped words. This pattern of increased skips and decreased first fixation durations indicates that sublexical skills expedite the early stages of word identification. The fact that this was especially true for frequent words rather than for the infrequent words which might be expected to require more decoding suggests that the pattern is not a result of on-the-fly decoding, but is instead based on an increased ability to quickly recognize the form of frequently experienced words. This is likely to have resulted from the ability of those with good orthographic and phonological skills to unitize words they experience frequently to a greater degree.

6.1.2.3 Accuracy  Accuracy scores were computed from the factor analysis results with high weightings from the percent accuracy on the Nelson-Denny vocabulary and comprehension tests and the Raven’s Matrices test, and negative weightings from the percent of items attempted on the Raven’s Matrices test (indicating a speed-accuracy tradeoff and reflecting the fact that the test questions increase in difficulty). Because accuracy scores are separate from speed scores and come from timed tests, readers with high scores on this factor can be thought of as readers who are capable of answering questions accurately and move through the test at a pace that allows them to do so, whether this is quickly or slowly. Less accurate readers who were also fast and experienced tended to do less refixating and re-reading, perhaps because they were more motivated to get through the task quickly than to read for meaning. Less accurate readers who were also slower and less experienced were more likely to refixate and re-read, perhaps because they were struggling to comprehend the text without the necessary practice to do so efficiently.

6.1.3 Study 3: Word Knowledge (Laboratory Training)

Study 3 was designed to look more closely at the effect of word knowledge on patterns of reading. This was achieved by controlling the type and amount of exposure to new, rare
words, and by accounting for individual differences that might affect how well the words were learned. This served as a way to dissociate more clearly the effects of knowledge of particular words vs. the effects of skills which are more generally applicable. In addition, word knowledge was explored by using the Lexical Quality Hypothesis as a more comprehensive framework. Orthographic knowledge, phonological knowledge, and meaning knowledge were explored separately by controlling the visual, auditory, and definition exposure during training, respectively. The quality of knowledge was varied by adjusting the number of exposures during training.

6.1.3.1 **Orthographic Knowledge** Visual training reduced fixation durations resulting in less time spent refixating, shorter gaze durations, and shorter total viewing times, but this effect emerged only as the number of training exposures increased. There were also trends toward interactions between orthographic training and reader expertise. More experienced readers tended to have shorter first fixation durations with orthography training, indicating that they were able to process the written form of the word more quickly because of the training. Less experienced readers tended to have longer first fixation durations but shorter re-reading times with the addition of visual training. This pattern indicates that visually unfamiliar words were initially read quickly, or perhaps skimmed, by these readers, but later re-read. When visual training had taken place, readers spent more time processing the word initially, and did not have to go back and re-read the word. If we assume that both more exposures and more reading experience result in better orthographic knowledge, these results suggest that there may be a progression in reading patterns based on this knowledge: Very unfamiliar words are fixated only briefly on the first pass, but then later re-read. Familiar but less well-known words are fixated for longer on the first pass, with a lower probability of re-reading. Better known words are fixated briefly on the first pass with lower probability of re-reading. The pattern of initially reading unfamiliar words quickly may enable readers to maintain the greater text meaning in memory without disruption from the unfamiliar word. Re-reading behavior may serve as both a means to double-check whether the word meaning can be extracted and a means of attending to unknown words so that they may be learned.
6.1.3.2 Phonological Knowledge  Similarly to the addition of orthography training, the addition of auditory training increased first fixation durations for less experienced readers. The same was true for those with poor sublexical skills: they showed increased first fixation durations and gaze durations with the auditory training, but also decreased probabilities of re-reading. Auditory training also increased the probability of refixating and the gaze duration when there were few exposures (but showed the opposite pattern with more exposures). Again, the pattern seems to indicate that the least phonologically familiar words were re-read, the ones that were somewhat more well-known were read more slowly on the first pass (but not re-read more often), and the most well-known were read more quickly. In this case, training was more effective for both more experienced readers and those with better sublexical skills.

6.1.3.3 Meaning Knowledge  Meaning knowledge did not affect first pass measures of reading, but did affect re-reading. Less-experienced readers were more likely to re-read with the addition of meaning training, with little effect on the total viewing time. More-experienced readers were less likely to re-read with the addition of meaning training, and had shorter total viewing times. These results indicated that a lack of meaning knowledge generally manifests in later measures (re-reading), and that more-experienced readers benefitted more from the meaning training than less-experienced readers. Less-experienced readers showed a weaker but similar pattern to that found with visual and auditory training in which they may have taken slightly longer to read the words with additional definition training.

6.1.3.4 Overall Summary  Results from this experiment showed that form knowledge affected first pass measures whereas meaning knowledge affected re-reading times. Faster readers with more experience reading were better able to learn from every component of training. In addition, those with good sublexical skills benefitted more from explicit auditory training than those with poor sublexical skills. A general pattern emerged whereby additional but lower quality form knowledge, either as a result of fewer training exposures or less ability to learn quickly from those exposures changed the pattern of reading without necessarily
changing total viewing times; the least known words were read more quickly on the first pass but then re-read later, whereas the form-trained but still not well-known words were read more slowly on the first pass, but with less likelihood of re-reading later. The words with best known forms were read more quickly on the first pass. Meaning effects were seen only in the re-reading times, and mainly for more experienced readers. The increases in first pass reading times may have been a result of explicit recall of the training for those words, an issue addressed in Study 4.

Results also showed that participants who had low accuracy scores from the factor analysis did less re-reading, replicating Study 2 results and indicating that these readers may have been not re-reading despite needing to. Unlike Study 2, those who scored highly on the learning and memory factor exhibited a more efficient reading pattern, with lower likelihood of refixating, shorter gaze durations, and shorter total viewing times. Effects of this factor likely emerged in Study 3 as a result of it being a training paradigm. Also unlike Study 2, experience reading had no main effects on eye movement measures outside of differences in learning from the training conditions. This strongly suggests that the benefit from reading experience comes from knowledge of the experienced words rather than only a general speeding up via motor practice or more generalizable text processing skills. However, the ability to learn from exposures to words does seem to be a generalizable skill that improves with more experience and/or a better attitude about reading. Sublexical skills were also important for both learning (in the phonology training portion) and overall reading speed for the new words. It is interesting to note that sublexical skills in Study 2 mainly speeded the early fixation durations for frequent words rather than infrequent words. This finding contrasts with the importance of sublexical skill in determining reading behavior in Study 3, if the trained words are thought of as infrequent words. Perhaps sublexical skills are most important in initial encounters with unfamiliar words, but less important once a word-specific representation has begun to be established.
6.1.4 Study 4: Word Knowledge (Lifelong Learning)

Study 4 examined the relationship between fixation patterns of words in text and the reader’s knowledge of those words. Word knowledge was assessed along the dimensions of spelling (meant to test the quality of orthographic representations), pronunciation (testing the quality of phonological representations), and definitions (testing the quality of semantic representations), using the same framework for word knowledge as the training study (Study 3).

Results showed that when a reader is uncertain about a word’s orthography, they are more likely to re-read the word, resulting in longer total viewing times. In addition, the least visually known words (words for which the reader was uncertain about the spelling and eliminated the correct spelling in a multiple choice test) were actually read more quickly on the first pass. This replicates the Study 3 finding that the least orthographically well-known words were read quickly on the first pass and refixated later. Words with less known pronunciations caused longer first pass refixation durations in comparison to confidently pronounced words. Lastly, words with less known meanings resulted in longer re-reading durations and total viewing times, replicating the general late effects of meaning knowledge seen in Study 3.

6.2 CONCLUSIONS

Experience with reading is important to developing good reading skills. How much reading (especially book reading) a person does is tightly coupled with their reading speed and attitude about reading. It is not a stretch to assume that there is a causal relationship between practice reading and reading speed (though the reciprocal is also true when readers don’t compensate for slow reading with increased time spent reading). Reading experience can cause increases in the efficient and accurate processing of words via a variety of mechanisms including increasing the quality of lexical representations readers have for the words they have encountered and improving more generalizable skills that can be applied to new words.

It is not only the amount of experience readers have that causes these improvements in
representations and skills, but also the quality of the experience, the ability of the reader to benefit from the experience given the reader’s current knowledge and skill set, and the reader’s motivation and attention. Although many experiments have examined the impact of various manipulations of the quality of experience to discover what the most supportive kinds of practice are for word learning, fewer studies have examined the interaction between the learning experience and individual traits and skills of the reader.

The studies executed in this thesis create a picture of how lexical processing proceeds based on the quality of knowledge a reader has about a word. If words with very unfamiliar forms are encountered, readers tend to skim them on the first pass quickly, but then re-read the word later. They may initially skim the word so as not to disrupt the meaning flow of the passage by spending too much time on one word. They will then later re-read the word to spend more time determining whether they can access the meaning, or for very unfamiliar words, they may later re-read the word in order to boost visual familiarity with the word for future encounters. If the meaning of the word is not known, re-reading the word after moving on in the text can help establish the word’s meaning based on inferences from the surrounding context. This may be the first stage in acquiring word representations. Williams and Morris (2004) found similar results when they observed adult readers learning words from context. Unfamiliar words that were later correct on a forced-choice meaning test were read more quickly on the first pass, but more slowly on the second pass than words that were later incorrect on the test. The authors attribute the increased re-reading duration to the process of connecting the unfamiliar word with the meaning inferred from the informative text following the word. They suggest that the words were read more quickly on the first pass due to a better metacognitive sense of how well the word was known – words that were correctly sensed to be unfamiliar were read more quickly on the first pass. Results from the experiments presented here corroborate their hypotheses.

Once a word is partially acquired, but is still unfamiliar, more time is spent processing the word on the first pass. This reflects the weaker representation quality – more fixations and longer fixations are needed to get to the meaning, but the reader is familiar enough with the word to know that the information will eventually be accessed. Which particular fixations are increased depends on which parts of the word representations are weak – orthographic
and phonological information affect first pass fixations (although the particular fixation times vs. fixation probabilities varied across experiments), and phonological and meaning information (most consistently meaning information) affect re-reading times, (again, the specific durations or probabilities were inconsistent). This finding corroborates priming experiments describing the time-course of activation of different components of knowledge during reading, and extends those findings by verifying that the degree of knowledge of each of these components (as determined through both training and evaluations) also affects reading on a similar time-course. Namely, both orthographic and phonological information are accessed quickly, with semantic information retrieved as lexical access occurs (Lee et al., 1999; Perfetti et al., 1988; Perfetti & Bell, 1991; Rayner et al., 1995).

Many studies have previously found effects of overall word knowledge on the efficiency of lexical access through the use of familiarity norms, which are arguably either good reflections of experiential frequency (which would indirectly predict lexical quality) or take into account aspects of the reader’s word knowledge besides frequency of experience, such as perceived meaningfulness of the word (Balota, Pilotti, & Cortese, 2001). In fact, Williams and Morris (2004) found that familiarity ratings predicted eye movements above and beyond frequency effects, and that when familiarity was held constant, there were no differences between words with different frequencies. Interestingly, they also compared two conditions which differed in meaning knowledge (determined via a forced-choice meaning test), but which did not differ in either frequency or familiarity. They found no differences in eye fixations between these two conditions, despite the differences in the meaning test performance, and suspected that semantic characteristics were more important for the forced-choice task than the silent reading task because the words were not in context. In Study 4, we found that it was the confidence a reader had of their meaning knowledge, rather than the accuracy of the knowledge, that had a measurable effect on eye movements. Like Williams and Morris, we did not find differences in eye movement patterns based on the accuracy of our multiple choice meaning task. Readers may use the metacognitive awareness that they are unsure of the word’s meaning to prompt them to re-read the word, a mechanism similar to the one proposed by Williams and Morris to explain why visually unfamiliar words were read more quickly on the first pass.
The speed of the process of learning words and incorporating them into the lexicon varies as a function of reader skill (in addition to the number and type of exposures). Previous studies that have examined the effects of individual skill on word learning have generally defined a single, a priori dimension of reader skill (such as comprehension ability or learning speed) and have found that more skilled readers are more effective learners (e.g. J. R. Nelson et al., 2005; Balass et al., 2010; Perfetti et al., 2005). We instead took a data-driven approach to discovering the underlying structure in reading performance, and we found that specific individual attributes within that structure affected specific elements of word learning (orthographic, phonological, and semantic).

Those with greater experience reading are faster to incorporate orthographic, phonological, and meaning knowledge into lexical representations. This could be because some of the trained words had actually been encountered enough before to lay the familiarity groundwork for later acquiring a more solid representation. Alternatively, familiarity could have come from just having exposure to more words in general, because other words have similar spellings, pronunciations, and meanings. Another possibility is that these readers simply have more well-connected networks of word meanings and their relationships to word forms, and fitting new words into that rich network results in the reinforcement, strengthening, and stabilizing of new word representations by the existing network.

Those with good sublexical skills were more quickly able to use additional auditory information, specifically, to improve the quality of lexical representations compared to those with lower sublexical skills. Nelson et al. (2005) found that faster learners depend less on the modality in which a word was learned for later recognition. Relevant to Study 3, fast learners were better than slower learners at recognizing a word that they had heard during training when they later saw the word. This could be the result of an increased ability to orthographically recode the phonological information during learning, or it could be that the readers decode well during subsequent reading and are able to make the connection to the learned phonology. In the latter case, both better decoding ability at the time of reading and the ability to create a phonological representation from an auditory exposure during training would aid in recognition. Although the sublexical skills of the individuals were not tested in their study, it may be the case that their faster learners had better sublexical
skills, which would support the observations about about how many exposures were required to learn the words to criterion in addition to supporting the possible explanations for why these fast learners were less modality-dependant. One difference between the Nelson et al. study (2005) and the current study is that the training conditions in the current study both with and without phonology always included the visual component (because there was no completely untrained condition with which to compare the P-only condition). Thus, our good decoders may be especially skilled at linking the pronounced word with the written word to form a more robust lexical representation, allowing the word form to be more quickly identified in reading. Regardless of training condition, those readers with good sublexical skills were more fluent readers of all of the newly learned target words. Sublexical skill seems to result not only in more highly unitized representations of frequent words, as shown in Study 2, but also to allow readers to more efficiently turn a few exposures to word forms into accessible representations.

Reading experience and sublexical skills continue to be important differentiators in adult readers, with consequences on their ability to continue learning vocabulary with fewer exposures. And vocabulary knowledge, in turn, has consequences for fluent reading, with less stable word representations along any dimension resulting in less efficient reading on a word-by-word basis. Effects of the learning process and acquisition of word knowledge continue to be important and measurable in even fairly easy paragraph reading. Those who have done more reading and thus have acquired lexical knowledge more effectively are faster, more efficient readers, especially for less-frequent words. Those with good sublexical skills are also more efficient because they seem to have more integrated form representations for frequent words, which allows them to spend less time on the first fixation. Their skill at the early identification of words helps speed them up on first pass measures generally, and increases the probability that they will skip words. Differences in reader skills seem to be more important during the word learning process, and differences in lexical knowledge, resulting from the combination of skills and exposures, seems to be more important for normal reading.
6.2.1 Implications for Understanding Lexical Access and Eye Movement Control During Reading

Models of eye movement control refine our understanding of lexical access in the context of reading by making quantitative predictions about eye fixations and movements on the basis of characteristics of words, text, or even individual readers. All of the major models of eye movement control include word frequency as a predictor of fixation behavior, including the E-Z Reader model (Reichle et al., 2006), the SWIFT model (Richter, Engbert, & Kliegl, 2006), the Glenmore model (Reilly & Radach, 2006), the SERIF model (McDonald, Carpenter, & Shillcock, 2005), and the SHARE model (Feng, 2006). However, as we have demonstrated especially in Study 2, frequency effects are modulated by individual reader skills and experience. A more complete model of eye movement control will need to incorporate individual variability, especially given that reader variability is more nuanced than simply “faster” or “slower”, and in fact modulates the relationship between lexical factors and reading behavior.

There may be at least two mechanisms behind the universally modeled frequency effect: (1) Increased knowledge of and exposure to word forms and meanings, and (2) unitization of the word form, enabling larger form units to be processed. A reader with above-average reading expertise may demonstrate faster reading especially for low frequency words compared to less expert readers via the knowledge mechanism. A reader with above average sublexical skills may demonstrate faster reading especially for high frequency words via the unitization mechanism. Because readers can demonstrate expedited word reading for either high or low frequency words depending on their particular reader characteristics, modeling the eye movement behavior of individual readers based on skill would require there to be more than one component of skill (corresponding at least to expertise and sublexical skill), with each component modulating the frequency effect as described.

This is not to suggest that these must be two totally distinct processes or pathways for learning from experience. For example, connectionist models of lexical access may be able to account for these individual differences much as they are able to account for patterns of dyslexia: those with good sublexical skills may have better (self-generated) form feedback
during learning, as suggested by the self-teaching hypothesis (Share, 1995) possibly resulting in hidden units that better reflect word form patterns. Those with more reading expertise may be modeled with more word training (higher experiential frequency). This increased word exposure is likely to be more helpful for low-frequency words as high frequency words approach ceiling for the quality of representations.

Another important concept emerges from Studies 3 and 4. Successful modeling of eye movements for the least orthographically and phonologically familiar words may require either a skewed inverse-U shaped curve for processing time based on form familiarity, or a time limit by which a certain threshold of familiarity must be reached for processing to continue. This type of modification would account for the pattern of decreased first fixation durations for the least form-familiar words.

Considering form familiarity brings us to another point. Form knowledge and meaning knowledge affected different components of the eye movement record, with form knowledge generally affecting first pass measures and meaning knowledge generally affecting later measures. This suggests that models of eye movement control during reading could better describe frequency-based effects by using separate estimates of form and meaning familiarity. To the extent that form and meaning familiarity are correlated, a single measure will be successful. However, accounting for partial word knowledge may require these two separate estimates of familiarity. The E-Z Reader model, for example, has two processing stages which are a function of frequency (and predictability), weighted to different extents. Partial word knowledge could be accounted for in this model by using form familiarity estimates for the early stage (called the “familiarity check”), and meaning familiarity estimates for the later stage. The familiarity check stage could account for the lowest familiarity words via the proposed skewed inverse-U function or the threshold of familiarity that must be reached for processing to continue. In addition, the E-Z Reader model could modulate the effects of these frequency components by reader skill along multiple dimensions.

In summary, frequency effects modeled in current models of eye movement control may be better split into form knowledge and meaning knowledge effects, and estimated by measures of form and meaning familiarity norms. Words with especially unfamiliar forms may need special consideration in models, as behavior when reading these words does not seem to
follow a linear pattern of familiarity. Lastly, individual differences in the frequency effects need to be modeled in a more nuanced way than simply increasing or decreasing overall speed or the size of the frequency effect.
APPENDIX A

ADULT READING HISTORY QUESTIONNAIRE
Reading History Questionnaire

Please circle the number of the response that most nearly describes your attitude or experience for each of the following questions or statements. If you think your response would be between numbers, place an “X” on the line. However, only use an “X” to make your response if you are halfway between two numbers. An “X” should only be used to indicate a 0.5, 1.5, 2.5 or 3.5.

1. Which of the following most nearly describes your attitude toward school when you were a child:
   - 0 _________________ 1 _________________ 2 _________________ 3 _________________ 4 _________________
   | Loved school;           | Hated school;           |
   |    Favorite            |    Tried to get out     |
   |    activity            |    of going             |

2. How much difficulty did you have learning to read in elementary school?
   - None _________________ 1 _________________ 2 _________________ 3 _________________ A great deal _________________ 4 _________________

3. How much extra help did you need when learning to read in elementary school?
   - Help from:           |           |           |
   | No help               | Friends   | Teachers/parents |
   |    0 _________________ 1 _________________ 2 _________________ 3 _________________ |
   | Tutors or special class: 1 year |
   | Tutors or special class: 2 or more years |

4. Did you ever reverse the order of letters or numbers when you were a child?
   - No _________________ 1 _________________ 2 _________________ 3 _________________ A great deal _________________ 4 _________________

5. Did you have difficulty learning letter and/or color names when you were a child?
   - No _________________ 1 _________________ 2 _________________ 3 _________________ A great deal _________________ 4 _________________

6. How would you compare your reading skill to that of others in your elementary classes?
   - Above Average _________________ 1 _________________ 2 _________________ 3 _________________ Below Average _________________ 4 _________________

7. All students struggle from time to time in school. In comparison to others in your classes, how much did you struggle to complete your work?
   - Not at all _________________ 1 _________________ 2 _________________ 3 _________________ Much more than most _________________ 4 _________________
   - Less than most _________________ 1 _________________ 2 _________________ 3 _________________ More than most _________________ 4 _________________
   - About the same _________________ 1 _________________ 2 _________________ 3 _________________
8. Did you experience difficulty in high school or college English classes?

<table>
<thead>
<tr>
<th>Option</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>No; enjoyed and did well</td>
<td>0</td>
</tr>
<tr>
<td>Some</td>
<td>1</td>
</tr>
<tr>
<td>A great deal; Did poorly</td>
<td>2</td>
</tr>
</tbody>
</table>

9. What is your current attitude toward reading?

<table>
<thead>
<tr>
<th>Option</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Positive</td>
<td>0</td>
</tr>
<tr>
<td>Very Negative</td>
<td>1</td>
</tr>
<tr>
<td>Negative</td>
<td>2</td>
</tr>
<tr>
<td>Positive</td>
<td>3</td>
</tr>
</tbody>
</table>

10. How much reading do you do for pleasure?

<table>
<thead>
<tr>
<th>Option</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>A great deal</td>
<td>0</td>
</tr>
<tr>
<td>Some</td>
<td>1</td>
</tr>
<tr>
<td>None</td>
<td>2</td>
</tr>
</tbody>
</table>

11. How would you compare your current reading speed to that of others of the same age and education?

<table>
<thead>
<tr>
<th>Option</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Above average</td>
<td>0</td>
</tr>
<tr>
<td>Average</td>
<td>1</td>
</tr>
<tr>
<td>Below average</td>
<td>2</td>
</tr>
</tbody>
</table>

12. How much reading do you do in conjunction with your work? (If you are a full time student, you can consider that your job)

<table>
<thead>
<tr>
<th>Option</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>A great deal</td>
<td>0</td>
</tr>
<tr>
<td>Some</td>
<td>1</td>
</tr>
<tr>
<td>None</td>
<td>2</td>
</tr>
</tbody>
</table>

13. How much difficulty did you have learning to spell in elementary school?

<table>
<thead>
<tr>
<th>Option</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>0</td>
</tr>
<tr>
<td>Some</td>
<td>1</td>
</tr>
<tr>
<td>A great deal</td>
<td>2</td>
</tr>
</tbody>
</table>

14. How would you compare your current spelling to that of others of the same age and education?

<table>
<thead>
<tr>
<th>Option</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Above average</td>
<td>0</td>
</tr>
<tr>
<td>Average</td>
<td>1</td>
</tr>
<tr>
<td>Below average</td>
<td>2</td>
</tr>
</tbody>
</table>

15. Did your parents ever consider having you repeat any grades in school due to academic failure (not illness)?

<table>
<thead>
<tr>
<th>Option</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>0</td>
</tr>
<tr>
<td>Talked about it, But didn’t do it</td>
<td>1</td>
</tr>
<tr>
<td>Repeated 1 grade</td>
<td>2</td>
</tr>
<tr>
<td>Repeated 2 grades</td>
<td>3</td>
</tr>
<tr>
<td>Dropped out</td>
<td>4</td>
</tr>
</tbody>
</table>

16. Do you ever have difficulty remembering people’s names or names of places?

<table>
<thead>
<tr>
<th>Option</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>0</td>
</tr>
<tr>
<td>Some</td>
<td>1</td>
</tr>
<tr>
<td>A great deal</td>
<td>2</td>
</tr>
</tbody>
</table>

17. Do you have difficulty remembering addresses, phone numbers, or dates?

<table>
<thead>
<tr>
<th>Option</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>0</td>
</tr>
<tr>
<td>Some</td>
<td>1</td>
</tr>
<tr>
<td>A great deal</td>
<td>2</td>
</tr>
</tbody>
</table>
18. Do you have difficulty remembering complex verbal instructions?
   No
   0 _______________ 1 _______________ 2 _______________ 3 _______________ 4
   A great deal

19. Do you currently reverse the order of letters or numbers when you read or write?
   No
   0 _______________ 1 _______________ 2 _______________ 3 _______________ 4
   A great deal

20. How many books do you read for pleasure each year?
    More than 10
    6-10
    2-5
    1-2
    None
    0 _______________ 1 _______________ 2 _______________ 3 _______________ 4

21. How many magazines do you read for pleasure each month?
    5 or more
    3-4 regularly
    1-2 regularly
    1-2 irregularly
    None
    0 _______________ 1 _______________ 2 _______________ 3 _______________ 4

22. Do you read daily (Monday – Friday) newspapers?
    Every day
    Once a week
    Once in a while
    Rarely
    Never
    0 _______________ 1 _______________ 2 _______________ 3 _______________ 4

23. Do you read a newspaper on Sunday?
    Completely
    Scan
    Every Sunday
    Each week
    Once in a while
    Rarely
    Never
    0 _______________ 1 _______________ 2 _______________ 3 _______________ 4

24. Do you read newspaper and/or magazine articles on the internet?
    Every day
    Once a week
    Once in a while
    Rarely
    Never
    0 _______________ 1 _______________ 2 _______________ 3 _______________ 4

***Check the most appropriate answer for each of the following questions***

25. To the best of your knowledge, did your parents ever report that either one of them had a problem with reading or spelling?
   __________ Yes
   __________ No
   ________ Not Sure
   If yes, please give details:

   ________________________________
   ________________________________
   ________________________________________
26. To the best of your knowledge, did your brothers and/or sisters ever have a problem with reading or spelling?

_________ Yes
_________ No
_________ Not Sure
If yes, please give details:
_________________________________________________________________________________
_________________________________________________________________________________
_________________________________________________________________________________

27. What is the highest educational level that you have attained?

_________ High school, did not graduate
_________ High school graduate
_________ Trade or business school
_________ Some college, have not graduated
_________ Junior college graduate, associate’s degree (or equivalent)
_________ College graduate, bachelor’s degree (or equivalent)
_________ Some postgraduate education, no advanced degrees
_________ Attained 1 or more advanced degrees
APPENDIX B

AUTHOR RECOGNITION TEST
**Author Recognition Test**

Below you will see a list of 80 names. Some of the people in the list are popular writers (of books, magazine articles, and/or newspaper columns) and some are not. Please read the names and put a check mark next to the names of the individuals you know to be writers. Do not guess, but only check those who you know to be writers. Remember, some of the names are people who are not popular writers, so guessing can easily be detected.

<table>
<thead>
<tr>
<th>Male Writers</th>
<th>Female Writers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gustav Mahler</td>
<td>V.C. Andrews</td>
</tr>
<tr>
<td>T.S. Eliot</td>
<td>Laura Dern</td>
</tr>
<tr>
<td>Stephen King</td>
<td>Leonid Pasternak</td>
</tr>
<tr>
<td>Dan Brown</td>
<td>Henry David Thoreau</td>
</tr>
<tr>
<td>J.K. Rowling</td>
<td>Danielle Steele</td>
</tr>
<tr>
<td>Frederick Chopin</td>
<td>James King</td>
</tr>
<tr>
<td>Thomas Friedman</td>
<td>Annie Oakley</td>
</tr>
<tr>
<td>Emilio Pucci</td>
<td>Upton Sinclair</td>
</tr>
<tr>
<td>Lewis Carroll</td>
<td>Martina Hingis</td>
</tr>
<tr>
<td>Eriq LaSalle</td>
<td>Helmut Lang</td>
</tr>
<tr>
<td>Joan Miro</td>
<td>Mary Shelley</td>
</tr>
<tr>
<td>Tom Wolfe</td>
<td>Gustav Klimt</td>
</tr>
<tr>
<td>John Grisham</td>
<td>Mary Constable</td>
</tr>
<tr>
<td>William Borah</td>
<td>John Constable</td>
</tr>
<tr>
<td>John Singer Sargent</td>
<td>John Candidate</td>
</tr>
<tr>
<td>Ambrose Bierce</td>
<td>Annabella St. John</td>
</tr>
<tr>
<td>Tom Stoppard</td>
<td>Susan Johnson</td>
</tr>
<tr>
<td>Mary Higgins Clark</td>
<td>Annabella St John</td>
</tr>
<tr>
<td>Mikhail Baryshnikov</td>
<td>Annabella St. John</td>
</tr>
<tr>
<td>Samuel Beckett</td>
<td>Annabella St John</td>
</tr>
</tbody>
</table>

---
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APPENDIX C

PHONOLOGICAL AWARENESS TEST
Phonological Awareness Test

This is a test of your ability to think about how words sound, regardless of how they’re spelled. Each question has a word. Say this word silently to yourself.  Ex. CRUISE (say to yourself, /krooz/).

Then look at the sound to be removed from the word. Say the word silently to yourself, without the sound. Write the word that you said. Ex. Remove the /z/ sound. (say to yourself, /kroo/. Write the word crew.)

Then look at the sound to be replaced in the spot where you removed the first sound. Say the word silently to yourself, adding this sound. Write the word that you said. Ex. Add the /l/ sound. (say to yourself, /krool/. Write the word cruel.)

Here’s another example.

SPEAK remove the /p/ sound seek add the /l/ sound sleek

Sometimes you might actually have to split apart the sounds made by one letter.

MIXED remove the /k/ sound missed add the /d/ sound midst

Sometimes you might have to put together sounds made by several letters.

PHONICS remove the /l/ sound onyx add the /t/ sound tonics

***Hint, Hint: Everything you write should be a real word, correctly spelled.***

Now complete the following items:

1. MIDDLE remove the /d/ sound _______________ add the /s/ sound _______________
2. QUEEN remove the /w/ sound _______________ add the /l/ sound _______________
3. NICKEL remove the /k/ sound _______________ add the /b/ sound _______________
4. HATCHED remove the /tch/ sound _______________ add the /k/ sound _______________
5. QUAKE remove the _______________ add the /uh/ sound _______________
6. MOTION remove the _______________ add the /l/ sound _______________
7. WRAPPED remove the _______________ add the /t/ sound _______________
8. CAUGHT remove the _______________ add the /b/ sound _______________
9. PAGE remove the _______________ add the /n/ sound _______________
10. LAUGHTER remove the _______________ add the /r/ sound _______________
11. SKY remove the _______________ add the _______________
12. FARCE remove the _______________ add the _______________
13. COLONEL remove the _______________ add the _______________
14. RACKS remove the _______________ add the _______________
15. MIGHT remove the _______________ add the _______________
16. SCORE remove the _______________ add the _______________
17. YACHTER remove the _______________ add the _______________
18. SLIME remove the _______________ add the _______________

PLEASE DO NOT LEAVE ANY ITEMS BLANK. MAKE YOUR BEST GUESS EVEN IF YOU'RE UNSURE ABOUT THE CORRECT ANSWER.
APPENDIX D

REAL WORD TEST
## Real Word Test

Below you will see a list of 168 letter strings. Some of the strings in the list, if you sound them out, sound like real words (for example ‘gote’ sounds like ‘goat’) – even if they are not spelled like real words. Some of the strings, when you sound them out, do not sound like real words. Please read the strings and check each one that sounds like a real word. Do not guess, but only check those you know to be words. Remember, some of them are made-up words, so guessing can be easily detected.

<table>
<thead>
<tr>
<th>kake</th>
<th>lote</th>
<th>eckseed</th>
<th>daighyou</th>
<th>lfe</th>
<th>serkyouler</th>
</tr>
</thead>
<tbody>
<tr>
<td>plog</td>
<td>kalone</td>
<td>bloe</td>
<td>real</td>
<td>bote</td>
<td>muesheene</td>
</tr>
<tr>
<td>deace</td>
<td>leech</td>
<td>spighn</td>
<td>bote</td>
<td>bote</td>
<td>howsheoded</td>
</tr>
<tr>
<td>gairubteigh</td>
<td>widome</td>
<td>speschelist</td>
<td>baionette</td>
<td>bote</td>
<td>jok</td>
</tr>
<tr>
<td>warld</td>
<td>derty</td>
<td>trastor</td>
<td>skwees</td>
<td>电线</td>
<td>jat</td>
</tr>
<tr>
<td>fite</td>
<td>pliece</td>
<td>horl</td>
<td>reash</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>lhair</td>
<td>jimpozymun</td>
<td>edepust</td>
<td>thord</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>oquerd</td>
<td>muroseize</td>
<td>shatcheure</td>
<td>jadwarrr</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>keitreeot</td>
<td>urthkwai</td>
<td>phrantcheyes</td>
<td>ohoodeoh</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>hope</td>
<td>broave</td>
<td>quaynt</td>
<td>ferst</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>feefail</td>
<td>flote</td>
<td>filce</td>
<td>bape</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>fether</td>
<td>strate</td>
<td>fearece</td>
<td>viknaime</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>mijen</td>
<td>shart</td>
<td>baik</td>
<td>welld</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>thrue</td>
<td>limmastix</td>
<td>crail</td>
<td>traif</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>joak</td>
<td>nerr</td>
<td>dofter</td>
<td>youroveu</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>thurd</td>
<td>seaf</td>
<td>eap</td>
<td>indiseeze</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>neitonno</td>
<td>amiture</td>
<td>pheoarharense</td>
<td>poantil</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>dak</td>
<td>anteik</td>
<td>phoarharense</td>
<td>ohoodeoh</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>grafight</td>
<td>roak</td>
<td>konseed</td>
<td>boaaf</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>fither</td>
<td>ploor</td>
<td>gaim</td>
<td>caim</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>jirn</td>
<td>eliss</td>
<td>pebl</td>
<td>kinzeanyal</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>coleature</td>
<td>ulsir</td>
<td>threp</td>
<td>kard</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>skwolb</td>
<td>heetir</td>
<td>aknoleque</td>
<td>lait</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>hoate</td>
<td>herowique</td>
<td>matheune</td>
<td>onshambel</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>kwartet</td>
<td>hurt</td>
<td>fairece</td>
<td>floar</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>eer</td>
<td>puteightore</td>
<td>saip</td>
<td>shaip</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>theeer</td>
<td>vazhyoual</td>
<td>saif</td>
<td>set</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td>plaice</td>
<td>trane</td>
<td>skwyde</td>
<td>broun</td>
<td>jair</td>
<td>jair</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>voastij</td>
</tr>
</tbody>
</table>
APPENDIX E

SPELLING TEST
Spelling Test

Below you will see a list of 140 words. Some of the words are spelled correctly, and some are not. Please read the words and check each one that is spelled correctly. Do not guess, but only check those you know to be correctly spelled words. Remember, some of them are made-up spellings, so guessing can be easily detected.

- tape
- schedule
- inoculate
- bureau
- cut
- personnel
- circus
- practice
- concensus
- writing
- official
- exoneration
- smoak
- column
- vinaigrette
- cloum
- guidance
- hight
- equipped
- decieve
- embarrassment
- dreeem
- astronaut
- appropriate
- nuisance
- nuisence
- accommodate
- mortgage
- wroat
- chief
- arctic
- sert
- agression
- noticeable
- absorption
- eminent
- adultery
- millennium
- pharmacy
- judgment
- asterisk
- beleav
- wagun
- innitate
-chooze
-streem
-Caeser

- essence
-indispensable
-supersed
-wize
-speak
-sarcasm
-wurk
-exhileration
-wurd
-emptey
-kane
-private
-perfect
-flour
-safe
-decieve
-overflow
-base
-reflect
-kane
-fault
-every
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