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ABSTRACT 
 
 

FIELD INHOMOGENEITY COMPENSATION IN HIGH FIELD MAGNETIC RESONANCE 
IMAGING (MRI) 

 
Zhenghui Zhang, PhD 

 
University of Pittsburgh, 2006 

 
 
This thesis concentrates on the reduction of field (both main field B0 and RF field B1) 

inhomogeneity in MRI, especially at high B0 field. B0 and B1 field inhomogeneity are major 

hindrances in high B0 field MRI applications. B1 inhomogeneity will lead to spatially varying 

signal intensity in the MR images. B0 inhomogeneity produces blurring, distortion and signal 

loss at tissue interfaces. B0 artifacts are usually termed off-resonance or susceptibility artifacts. 

None of the existing methods can perfectly correct these inhomogeneity artifacts. 

 

This thesis aims at developing three-dimensional (3D) tailored RF (TRF) pulses to mitigate these 

artifacts. A current limitation in the use of 3D TRF techniques, however, is that pulses are often 

too long for practical clinical applications. Multiple transmission techniques are proposed to 

decrease pulse lengths and provide an inherent correction for B1 inhomogeneity. Shorter pulses 

are also more robust to profile distortions from susceptibility effects. 

 

Specifically, slice-selective 3D TRF pulses for multiple (or “parallel”) transmitters were 

designed and validated in uniform phantom and human brain experiments at 3 Tesla. A pseudo-

transmit sensitivity encoding (“transmit SENSE”) method was introduced using a body coil 

 iv



transmitter and multiple receivers to mimic the real parallel transmitter experiment. The kz-

direction was controlled by fast switching of gradients in a fashion similar to Echo planar 

imaging (EPI). The transverse plane (kx-ky) was sampled sparsely with hexagonal trajectories, 

and accelerated with the transmit SENSE method. The transmit SENSE 3D TRF pulses reduced 

the B1 inhomogeneity compared to standard SINC pulses in human brain scans. The 

undersampled transmit SENSE pulses were only 4.3ms long and could excite a 5mm thick slice, 

which is very promising for clinical applications. Furthermore, these pulses are shown by 

numerical simulation to have promise in correcting through-plane susceptibility artifacts. 
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1.0    INTRODUCTION 

 
 
 
 

1.1    THE USES OF HIGH FIELD MAGNETIC RESONANCE IMAGING 

 

 

Increased image signal to noise ratio (SNR) (1-3), contrast to noise ratio (CNR) (4), favorable 

spin-lattice relaxation time T1 value (5) and spectral dispersion (6,7) sparks current interest in 

high (3-4 T) or ultra-high magnetic field (>7 T) Magnetic Resonance Imaging (MRI).  The 

increased SNR can be traded for either increased image resolution or reduced scan time. The 

increased  magnetic susceptibility enhances the blood oxygenation level dependent (BOLD) 

contrast (8-11) in fMRI at high field. Together with the increased SNR, this effect greatly 

increases the ability to detect signal changes due to neural activities. The increased chemical 

selectivity benefits Magnetic Resonance Spectroscopy (MRS) significantly. Other applications 

like Magnetic Resonance Angiography (MRA) also benefit from high field. At high field 

strengths, T1 becomes longer, which suppresses the background in time-of-flight MRA (12). 

 
 

1.2    PROBLEMS OF HIGH FIELD MRI 

 
 
Although 3T MRI was recently approved by the Food and Drug Administration (FDA) for 

clinical use, 3T MRI is still largely restricted to research use because of a number of technical 
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challenges. High field strengths will cause high heat in tissue if the power is not well managed 

(13,14). It will also result in non-uniform intensities in images due to dielectric effects and RF 

attenuation. This non-uniformity of signal intensity is termed as “B1 inhomogeneity” in MRI 

(15,16). Susceptibility artifacts, although beneficial to BOLD contrast in fMRI and spectral 

selectivity in MRS, will degrade image quality at air/tissue or fat/tissue interface regions (17-19). 

All these issues must be resolved before the high field and even ultra high field MRI can be used 

routinely in the clinic. Details of these technical challenges will be addressed in following 

chapters. 

  

 
 

 
 

1.3    SIGNIFICANCE OF THIS THESIS 

 
 
At frequencies higher than 100 MHz, susceptibility artifacts and B1 inhomogeneity artifacts 

become more severe and hamper applications of high field MRI systems. Susceptibility artifacts 

result from local field variations that usually occur at interfaces of substances with different 

susceptibilities. These artifacts will lead to blurring, distortion or even signal loss, especially in 

T2
*-weighted images (19). There are two main factors lead to decreased RF field homogeneity 

within samples at high magnetic field strength. One is the shorter wavelength, further shortened 

by the dielectric properties of tissue, which creates a standing wave phenomenon inside the 

object and causes local maxima and minima inside the sample.  A second factor is the 

attenuation of RF amplitude due to conductivity of tissue.  The net result of both effects is a 

spatial dependence of the transmitted and received sensitivities, producing areas of increased and 
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decreased magnitude in the images (15,16,20,21). A more complete description of these artifacts 

is presented later. 

 
The three-dimensional transmit sensitivity encoded “SENSE” Tailored Radio Frequency (TRF) 

pulses introduced in this thesis can reduce both B0 and B1 inhomogeneity at high field and ultra-

high field MRI.  These pulses can be made short enough to be practical for many applications. 

They can also excite thin slices and can be used in multi-slice 2D MRI.  

 

1.4    THE AIMS OF THIS THESIS 

 
 
 (a) To develop and optimize transmit SENSE 3D TRF pulses to compensate B0 and B1 

inhomogeneity. The desired pulse should be slice selective, can excite 3-5 mm thin slice. The 

pulse length should not be longer than 20 ms to use routinely in the clinic.  

 

(b) To validate the inhomogeneity correction effects by comparing phantom and human brain 

images acquired with the designed transmit SENSE TRF pulse and the regular SINC pulse.  
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2.0    BACKGROUND 

 
 
 
 

2.1    INTRODUCTION 

 
 
This chapter will provide general background information about several technical aspects of MRI 

which will serve as the basis for further Chapters. Topics discussed in this chapter are concepts 

of MR physics, excitation and signal reception. The section on MR physics will introduce the 

basic concepts of nuclear spin systems, the interaction of spins with magnetic fields, the 

relaxation behavior of spins after they are excited, the rotating frame and the Bloch Equations. 

The excitation section will describe the magnetization behaviors under the on-resonance and off-

resonance conditions. The signal reception section will discuss the underlying physics of the 

MRI signal, the free induction decay, and spatial encoding methods.  

 
 

2.2    MR PHYSICS 

 
 
2.2.1    Spin Systems 
 
 
Spin is a physical property of nuclear particles like protons, electrons and neutrons. Individual 

unpaired nuclear particles possess a spin of 1/2.  Spins can have positive or negative signs. Two 

or more spins with different signs can be paired together to eliminate the net spin. In MRI 
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experiments, only nuclei with non-zero net spin are of importance. When placed in a static 

magnetic field, spins will act like magnet dipoles that will be aligned parallel or anti-parallel to 

the external field. The magnetic dipole moment μ of a spin is given by  

 γ γ= − =μ S I  (2.1) 

where S is the spin angular momentum, and I is the spin. From a classical point of view, one can 

imagine a charged sphere spinning about its axis, thereby giving rise to a current loop that 

creates the magnetic dipole moment. Spins are in the lower energy stage when aligned in the 

same direction of the external field, or in a higher energy stage otherwise. Particles with spin can 

undergo transitions between the energy stages by absorbing or releasing photons with energy 

 E hν=  (2.2) 

where h is Planck’s constant, and ν is the frequency of the photon. In MR experiments, this is 

also the “resonance frequency” and is called the Larmor frequency, which is 

 ν =
ω
2π

=
γ
2π

B0  (2.3) 

where γ  is called the gyromagnetic ratio which is 42.56 MHz/Tesla for proton MRI. The 

corresponding Larmor frequency is approximately 64 MHz at 1.5T, and 128 MHz at 3.0T.   

 

The energy and spin temperature determine the ratio of the number of particles in the lower 

energy state N- to number in the higher energy state N+: 

 N −

N + = e
−

E
kT    (2.4) 

The difference of N+ and N- gives rise to the magnetization, which is discussed below. In MR 

experiments, the nuclei will interact with three types of magnetic fields: the main magnetic field 

B0, the excitation RF field B1 and the gradient fields G.  
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2.2.2    Interaction with External Magnetic Fields 
 
 
In MRI it is convenient for us to consider the local magnetic dipole moment per unit volume, or 

magnetization  

 =∑M μ  (2.5) 

In static magnetic field, the torque that M experiences from the external B0 results in nuclear 

precession at the Larmor frequency.  Macroscopically, the sample will be polarized by the B0 

field. If there is no other magnetic field, the net magnetization vector will point to in the same 

direction as the B0 field, usually assigned as the z direction. This magnetization is called the 

equilibrium magnetization M0. 

 

When an excitation RF field B1 is added at the Larmor frequency, a resonance condition is met. 

The magnetization will be tipped away from the z direction at and angle of a certain degree.  The 

equilibrium is broken because the rotating magnetic field B1 induces a torque on the 

magnetization resulting in a net transverse magnetization. The magnetization will rotate about 

the z direction at the Larmor frequency, and eventually come back to the equilibrium state. This 

motion is called precession. The recovery process of the magnetization along the z axis, which is 

called the longitudinal magnetization (Mz), is characterized by a exponential curve with a time 

constant T1.  At the same time, the magnetization in the xy plane, called the transverse 

magnetization (Mxy), will decay at the rate characterized by a constant T2. 

 

To have spatial resolution of the object, the spatial information has to be encoded. In 1973, 

Lauterbur et al. introduced linear gradient magnetic fields into NMR experiments, and 
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demonstrated the first MR image on small test tube samples using back projection reconstruction 

(22). These gradient fields make the Larmor frequencies of the spins become a function of spatial 

location.  Two years later, Ernst et al. proposed the classic Cartesian frequency and phase 

encoding methods using gradient magnetic fields as well. Images can be easily obtained by the 

Fourier Transform (23).  

 
 
2.2.3    Relaxation  
 
 
In the presence of a static magnetic field, the magnetization tries to stay in the equilibrium state. 

The transition back to equilibrium after a perturbation is called relaxation. The recovery of the 

longitudinal magnetization Mz to its equilibrium state is called longitudinal relaxation, also 

named the spin lattice relaxation. The longitudinal magnetization behavior is defined by:  

 0

1

zz M MdM
dt T

−
= −  (2.6) 

Given the initial condition that Mz(0) right after a 90 o RF pulse is zero, the solution of this 

equation will be  

  (2.7) 1/
0 (1 )t T

zM M e−= −

where T1 is the spin–lattice relaxation time constant of the imaging sample.  T1 in tissue is 

typically longer at higher field strengths than that of the lower field and Mz takes longer to 

recover (24). The behavior of longitudinal relaxation shows in Figure 2.1. 

 

At the same time of longitudinal relaxation, the transverse magnetization will decay to zero at an 

exponential rate of T2. Unlike the case of longitudinal relaxation, energy remains within the spin 
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system. The behavior is called transverse relaxation, or spin-spin relaxation. The equation 

describing this relaxation will be: 

 
2

xydM M
dt T

= − xy  (2.8) 

This is just an exponentially decayed function:  

  (2.9) 2/
0

t T
xyM M e−=

where T2 is the spin-spin time constant.  T2 in tissue is typically independent of field strength 

because the decay is caused by loss of phase coherence. The behavior of the transverse 

component decay shows in Figure 2.2. 

 

In an MRI experiment, we cannot see the pure T2 effects because the transverse magnetization 

decay is a result of both the spin interactions and the B0 inhomogeneity. The combined time 

constant is called T2
*, which is related to T2 by: 

 *
2 2

1 1 1
T T T '

2

= +  (2.10) 

The two relaxations occur simultaneously. For the same species, the T2 value is always less than 

or equal to the T1 value (24).  
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Figure 2.1: Longitudinal relaxation characterized by a time constant T1 of 1000 ms. 

 

Figure 2.2: Transverse relaxation decay after a 900-tip characterized by a time constant T2 of 200 
ms and T2

* of 50 ms. 
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2.2.4    Rotating Frame 
 
 
It is easier to describe the time dependence of magnetization in a rotating frame of reference 

instead of the previously used laboratory coordinates. The rotating frame is defined to rotate 

about the z-axis at the Larmor frequency clockwise. Mathematically, the rotation can be 

expressed by a rotation matrix:  

 3

cos( ) sin( ) 0
sin( ) cos( ) 0

0 0
D

t t
t t

ω ω
ω ω

−

1

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

R  (2.11) 

Let us define the original and rotating coordinate as column vectors r and r’: 

 
'

,  and '
'

x x
y y
z z

⎡ ⎤ ⎡ ⎤
⎢ ⎥= = ⎢ ⎥
⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣

r r'

⎦

 (2.12) 

Then the rotating frame is related to the original frame by: 

 3D=r' R r  (2.13) 

The RF field B1 is only applied in the transverse plane at the Larmor frequency. In the rotating 

frame, the B1 field will always be applied along a fixed axis. We assign this axis as y’. In matrix 

form, 

 1 1, '

1 1, '

cos( ) sin( )
,  ,  

sin( ) cos( )
x x

y y

B B t t
B B t t

ω ω
ω ω

⎡ ⎤ ⎡ ⎤ −⎡ ⎤
= = =⎢ ⎥ ⎢ ⎥ ⎢ ⎥

⎣ ⎦⎣ ⎦ ⎣ ⎦
1 1rot 2DB B R  (2.14) 

and  

 =1rot 2D 1B R B  (2.15) 
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Another way to describe the rotating frame is to use complex notation. Defining the transverse 

magnetization as  

 ,  and xy x y x y x yM M iM M M iM′ ′ ′= + = + ′  (2.16) 

Then 

 i t
x y xyM M e ω
′ ′ =  (2.17) 

In the same way, the RF field B1 will be 

 1, 1( ) i t
rotB B t e ω=  (2.18) 

where B1=B1,x+iB1,y and 1, 1, 1,rot x yB B iB′ ′= + .  

 
 
2.2.5    The Bloch Equation 
 
 
The motion of magnetization vector can be described using the Bloch equation: 

 0

2 1

(x y zM M M Md
dt T T

γ ′ )+ −
= × − −

i j kM M B  (2.19) 

where i, j , k are unit vectors in x, y, z directions, respectively. B is the combined magnetic field 

vector consists of all the three types of magnetic field: the static field B0, the RF pulse B1, and 

the gradients. 

 

The Bloch equation can be used in any condition. The first term on right hand side describes the 

free precession without considering T1 and T2 effects. The second term is the T2 effect and the 

third term is the T1 effect on the magnetization vectors. 

 

Rewriting the Bloch equation in the rotating frame and ignoring the relaxation effects, we get: 
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 rot
rot efft

γ∂
= ×

∂
M M B  (2.20) 

where 

 ,  and yrot x z
eff rot

dMdM dM
t dt dt dt γ

′′ ′∂
= + + = +

∂
M ωi j k B B  (2.21) 

Beff is the effective magnetic field that the bulk magnetization experiences in the rotating frame.  

Following the same analysis, the general Bloch equation can be expressed in the rotating frame 

as: 

 0

2 1

(x yrot z
rot eff

M M M M
t T

γ ′ )
T

+ ′∂
= × − −

∂

i jM M B − k  (2.22) 

 
 

2.3    EXCITATION 

 
 
In presence of only the main magnetic field B0, the magnetization M will align to the same 

direction as B0. There is no transverse magnetization in this equilibrium state because the phases 

of individual magnetic moments in this bulk magnetization are random and cancel with each 

other. The excitation process is the way to establish the phase coherence of these magnetic 

moments so that a transverse magnetization is generated. In order to achieve the phase 

coherence, an external force must be applied to the spin system. This external force is provided 

by an oscillating B1 field which is perpendicular to the main magnetic field. In general, this B1 

field is rotating at the same angular frequency as the Larmor frequency to facilitate energy 

exchange.  
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2.3.1    Basic Excitation Principles 
 
 
A typical RF pulse can be described by an amplitude modulated sinusoidal function: 

 1 1( ) 2 ( ) cos( )et t rf tω=B B  (2.23) 

where B1e(t) is an envelope function that modulates the amplitude, and ωrf is the carrier 

frequency of the RF pulse.  Using complex notation, the B1(t) field can be rewritten as: 

  (2.24) 1 1 1( ) ( ) ( )rf rfi t i t
e et t e t eω −= +B B B ω

We can see there are two rotating fields. The one rotating clockwise is called , and the 

other rotating counterclockwise is called B . Because the counterclockwise component has a 

negligible effect on the magnetized spin system compared to the clockwise component (25,26), 

the effective B1(t) field becomes 

1 ( )t+B

1
− (t)

 1 1( ) ( ) rfi t
et t e ω−=B B  (2.25) 

or in the matrix form: 

 1, 1
1

1, 1

cos
sin

x e rf

y e rf

B B t
B B

ω
ω t

⎡ ⎤ ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦

B  (2.26) 

The property of an RF pulse is uniquely determined by the envelope function B1e(t), which we 

will see more clearly in Chapter 4 that discusses pulse design.  

 
 
 
 
2.3.2    On-Resonance Excitation 
 
 
When the carrier frequency of an RF pulse is set to the Larmor frequency, a phase coherence of 

spins is established and the transverse magnetization will emerge (24). We call the excitation 
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induced by this pulse an on-resonance excitation. At this condition, the B1 field will always align 

along the x’ axis. Mathematically, we will have  

  (2.27) [1, 1 1
1

1, 1

cos sin cos
sin sin 0

x rf rf e rf e
e

y rf rf e rf

B t t B t B
B

B t coa t B t
ω ω ω
ω ω ω

′

′

−⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ′= = = = =⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥− ⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎣ ⎦
1,rot 2D 1B R B ]i

Then the effective magnetic field Beff will become 

 0( )rf
eff e1B B

ω
γ

′ ′= − +B k i  (2.28) 

At the on-resonance excitation condition ωrf = ω0=γB0, then 

 1eff eB ′=B i    (2.29) 

The effect of the main magnetic field B0 is offset by the carrier frequency of the RF pulse. The 

only observed magnetic field in the rotating frame is B1e applied along the x’ axis. Then, the 

magnetization M will be tipped away from the z’ axis, and tries to align itself to the y’ axis. This 

is why a much smaller B1 field can flip the magnetization away from the direction of the much 

stronger main magnetic field. The angular frequency of this rotation resulted by the RF pulse will 

be: 

 1 e1Bω γ=  (2.30) 

and the flip angle is the time integral of the angular frequency over the pulse duration T: 

 1 1
0 0

( ) ( )
T T

ed B dα ω τ τ γ τ τ= =∫ ∫  (2.31) 

For a rectangular RF pulse, 

 1 1eT B Tα ω γ= =  (2.32) 

Then, ignoring the relaxing effects, we will have: 

 ' '
1 '( )x y
e x y

dM
B t M

dt
γ= '  (2.33) 
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The solution of this equation will be: 

 
'

0
'

0
'

0
sin( )
cos( )

x

y z

z z

M
M M
M M

α
α

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

 (2.34) 

where α is the flip angle defined in Equation (2.31). 

 
 
2.3.3    Off-Resonance Excitation 
 
 
The on-resonance excitation assumes that there is a constant Larmor frequency or uniform B0 

field so that the RF pulse can be tuned to the same frequency. In the real environment, however, 

the B0 field is not perfectly uniform within the whole volume due to hardware imperfections, 

chemical shifts, or even the effects of the RF pulse. The B0 field will be a space variant function. 

The difference of the local B0 field with respect to the assumed Larmor frequency, which the RF 

pulse is tuned to, is called the off-resonance: 

 0( ) ( )r rω ω ωΔ ≡ −  (2.35) 

In presence of the off-resonance, the effective magnetic field Beff  will have an additional term 

along the z axis, 

 1
( )( )rf

eff
r

1B B
ωω

γ γ γ
Δω′ ′ ′= − + = +B k i ′k i  (2.36) 

The Bloch equation in the rotating frame, ignoring relaxation effects is then 

 1

1

0 0
0 ( )

0 ( ) 0

x
rot

y

z

M
M t M

t
t M

ω
ω ω

ω

′

′

′

Δ⎡ ⎤ ⎡ ⎤
∂ ⎢ ⎥ ⎢ ⎥= −Δ⎢ ⎥ ⎢ ⎥∂

⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦

 (2.37) 

In general, there is no close-form solution for this equation. For a constant RF field, we have the 

solution: 
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0
'

0
'

0 2 2
'

sin cos [1 cos( )
sin sin( )

[cos sin cos( )

x z

y z

z z

M M
M M
M M

θ θ α
θ α

θ θ α

⎡ ⎤−⎡ ⎤
⎢ ⎥⎢ ⎥ = ⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥ +⎣ ⎦ ⎣ ⎦

 (2.38) 

where  

2 2
1eff T Tα ω ω= = Δ +ω , and 1arctan( )ωθ

ω
=

Δ
 

Here α is the flip angle about the axis of the effective magnetic field B1eff, so the magnetization 

after the excitation is not along the y’ axis as the on-resonance case. This produces a phase shift. 

This dephasing effect caused by the off-resonance is characterized by the T2
’ in Equation (2.10). 

 
 

2.4    SIGNAL RECEPTION 

 
 
After excitation, the magnetization will precess at the Larmor frequencey, which can be detected 

with a coil. This is the basis of the NMR phenomenon. In this section, we will discuss the 

principles of signal reception. 

 
 
2.4.1    Faraday’s Law and the Reciprocity Law 
 
 
Faraday’s law states that a time-varying magnetic field will induce a voltage in a coil placed 

perpendicular to the direction of this magnetic field. Mathematically, it is represented by: 

 ( )tV
dt

∂Φ
= −  (2.39) 

where  Φ is the magnetic flux. To determine this flux in MRI experiments, we make use of the 

principle of reciprocity. Specifically, if a unit current flows in the coil, it will produce a magnetic 

field Breceive(r) at location r. Thus, the magnetic flux through the coil by M(r,t) is given by: 
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 ( ) ( ) ( , )receivetΦ = ⋅ t d∫B r M r r  (2.40) 

Substituting this into Equation (2.39), we have 

 ( ) ( , )receiveV
t

t d∂
= − ⋅

∂ ∫B r M r r

( ) r

 (2.41) 

Since the z component of the magnetization M is parallel to the plane of the coil, the Mz 

component can be ignored. That is why many people often refer the MR signal as the transverse 

magnetization Mxy. The real MR signal we record is usually the voltage generated after the 

demodulation of the high frequency term, which correspons to the signal in the rotating frame. 

(25) 

  (2.42) 2/ ( )*
0( ) ( ) ( ,0) t Treceive i t

xy xyS t e e dωω − − Δ∝ ∫ r rB r M r

where  is the complex conjugate of the transverse receive magnetic field , or the 

“coil sensitivity.” As such, we can define  to represent the receive coil sensitivity. 

The dependence of signal on the “transmit coil sensitivity” is implicitly included in the 

magnetization M. We will discuss the receiver and transmitter coil sensitivities in subsequent 

chapters, as they are central to the ideas of parallel imaging. 

*receive
xyB receive

xyB

*receive
xy≡C B

 

Ignoring the effect, we can see the signal amplitude is proportional to the Larmor frequency, 

the coil sensitivity, the transverse magnetization, and the sample volume. 

*
2T

 0 xyS M Cω∝ sV  (2.43) 

The Larmor frequency is linearly related to the main magnetic field B0, as is the transverse 

magnetization. This is why the high field MRI has the advantage on the image SNR. 
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2.4.2    Free Induction Decay (FID) 
 
 
The simplest NMR experiment is to detect a global signal from the sample. The signal is 

collected right after an RF pulse is applied. No gradient fields are involved here. The signal is 

called the Free Induction Decay (FID). The signal equation derived in last section can be applied 

directly to FID experiments. 

The FID experiments are usually used to optimize MRI systems (25). They are routinely used in 

the pre-scan steps in pulse sequences to locate the resonance peak and determine the transmit and 

receive gains. It can be also used to measure the field inhomogeneity, or determine the 

abundance of different chemical compounds in a sample, which is often referred as MR 

Spectroscopy (MRS) or chemical shift imaging. 

 
 
2.4.3    Frequency Encoding 
 
 
Spatial information can be encoded during the free decay period by adding gradient magnetic 

fields on top of the main magnetic field. The first proposed encoding method is frequency 

encoding, which was used in the first MRI experiment by Lauterbur et al. in 1972 (22). Adding a 

gradient field along an arbitrary line r in the space will establish a linear relationship between the 

spatial information along r and the frequencies of MR signal. In this case, the Larmor frequency 

at position r is: 

 0( ) FEr G rω ω γ= +   (2.44) 

Ignoring the   and coil sensitivity effects, the 1D image signal acquired with the frequency 

encoding will be: 

T2
*
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  (2.45) 
  
S(t) ∝ M (r)e− iγ ( B0 +GFE r )tdr

−∞

∞

∫ = M (r)e− i(ω0 +γ GFE r )tdr
−∞

∞

∫

Removing the center frequency ω0, we have 

  (2.46) 
  
S(t) ∝ M (r)e− iγ GFE rtdr

−∞

∞

∫

The direction of the frequency-encoding gradient is always along the main magnetic field 

direction. At a given time, only one direction can be frequency encoded. To generate a multi-

dimensional image, we need either repeat the frequency encoding along other directions or use 

other encoding methods such as the phase encoding method we will discuss in the following. 

 
 
2.4.4    Phase Encoding 
 
 
As the name suggests, the phase encoding method encodes the spatial location with different 

initial phases. To prepare the incrementally changed phase, a gradient field along a line r is 

turned on for a short period of time, and then turned off. The demodulated signal after this period 

time TPE will be: 

  (2.47) 
  
S(t) ∝ M (r)e− iγ GPE rTPE dr

−∞

∞

∫

The phase term in this equation is 

 ( ) PE PEr G rTφ γ= −  (2.48) 

Combining the frequency and phase encoding methods, we can conveniently encode a 2D or 3D 

space in an arbitrary coordinate.  
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3.0    IMAGE RECONSTRUCTION AND PARALLEL IMAGING 

 
 
 
 
 

3.1    INTRODUCTON 

 
 
In the previous chapter, we discussed the fundamental principles of the NMR phenomenon and 

the basis of signal detection. In this chapter, we will discuss the way to generate images from the 

raw signal. On the scanner, a separate image reconstruction server does this step. We will focus 

our discussion on the currently evolving parallel imaging technique (27,28). The coil sensitivity 

information of multiple coil elements on a phased array coil will be exploited to encode some of 

the spatial information so that we can use a less number of gradient frequency and phase 

encodings. The advantage of this technique is reduced scan time and/or increased resolution.  

 
 

3.2    k-SPACE 

 
 
The signal equation for a 2D MR experiment with frequency and phase encoding suggests a 

Fourier relationship between the raw signal and the MR image.  

   (3.1) 0

( )

( ) ( )

t

ri s ds

S t M e d
γ∞ − ⋅

−∞

∫
= ∫

G r

r r

If we define a k-space as: 
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0

( ) ( )
2

t

r rt γ
π

= ∫k G s ds

dr

 (3.2) 

Then, the signal S(kr) is a Fourier transform of the magnetization.  

  (3.3) 2( ) ( ) ri
rS M e π

∞
− ⋅

−∞

= ∫ k rk r

The k-space is also called the spatial frequency space. It is the conjugate of the image space. The 

raw data is written onto the grid of k-space determined by Equation (3.3). Taking the Fourier 

transform to this k-space generates MR images. 

 
 
3.2.1    Cartesian Grid 
 
 
The Cartesian trajectory in k-space is defined by applying a frequency-encoding gradient in one 

axis and a phase encoding gradient in the other axis. In Figure 3.1, we show a FLASH (“Fast 

Low Angle Shot” gradient echo) sequence plot. After a slice selective pulse (the details of slice-

selection will be presented later), a phase encoding gradient along the y-axis is applied. Together 

with a fixed amplitude dephasing gradient along the x-axis, these gradients move the trajectory 

from the origin (time point a) to the starting point (time point b) of the acquisition in k-space. 

Then the frequency-encoding gradient along the x-axis is turned on to acquire data along the 

horizontal lines (time point b to c) in the k-space. Rephasing gradients along the x and y-axes are 

used to move the trajectory back to the origin. The sequence is repeated multiple times with 

phase encoding gradients of different amplitudes so that multiple horizontal lines (i.e. b’ to c’) 

can be acquired. The Fast Fourier transform (FFT) algorithm can be applied directly on the data 

acquired on the rectangular grid to generate the MR images.  
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a  

b  

Figure 3.1: (a) A FLASH (gradient echo) sequence. The frequency encoding gradient is appied 
along the x-axis, and the phase encoding gradient is applied along the y-axis.(b) The Cartesian k-
space defined by the FLASH sequence in (a). Corresponding time points are plotted in both 
figures to illustrate how k-space is filled by the gradients. 

c(c’) b(b’)

a d

 

cb 

a d 

b’ c’



 

 
 
3.2.2    Non-Cartesian Sampling 
 
 
Although Cartesian sampling schemes are widely used because of the convenience of the FFT 

reconstruction, non-Cartesian trajectories have advantages in sampling time efficiency. As we 

can see from the FLASH sequence, the regular Cartesian sampling using the phase encoding 

method can only acquire one horizontal line in k-space each TR. To fill the whole k-space, the 

sequence needs to repeat NPE times. One option is to use single shot Cartesian trajectories such as 

Echo Planar Imaging (EPI) to remedy this. Non-Cartesian single-shot trajectories can also be 

used to acquire a greater portion of k-space per TR. A common non-Cartesian trajectory is the 

spiral trajectory. A single-shot spiral trajectory can cover the full k-space with one TR. Multi-

shot spirals are also used in high-resolution images to make the readout less sensitive to off-

resonance artifacts. In Figure 3.2 we show one of the 24 arms of a multi-shot spiral trajectory in 

(a) and the gradients that generate this trajectory in (b). The time map and the sampling density 

function are also shown in Figure 3.2 (c) and (d). Notice that k-space is not uniformly sampled 

by the spiral trajectory. During reconstruction, this non-uniform sampling needs to be 

compensated. 
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a b 

 

 

c d 

Figure 3.2: (a) One of the 24 arms of the interleaved spiral trajectory in k-space. (b) The 
corresponding gradients along the x and y axis for one arm. (c) The time map in k-space. The 
gray scale in this time map corresponds to the readout time from 0 (k-space center) to 5.8 ms (k-
space edges)  (d) The sampling density in k-space. The k-space is not uniformly sampled by the 
spiral trajectory. During reconstruction, this non-uniform sampling needs to be compensated. 
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3.3    SAMPLING REQUIREMENTS 

 
 
To get the desired image, k-space has to be sampled correctly. Critical parameters that control 

the sampling scheme include: the image resolution (Δx), the field of view (FOV), the sampling 

interval (Δk), and k-space extent (kmax).  

 
 
 
3.3.1    Nyquist Criteria 
 
 
Without losing generality, we will discuss the sampling requirement for one-dimensional 

uniformly sampled data. The concept can be extended to higher dimensional data easily by 

treating each dimension separately. Discrete sampling in k-space is equivalent to the 

multiplication of the MR signal by a comb function (24): 

 ˆ( ) ( ) ( )
m

S k k S m k k m kδ
∞

=−∞

= Δ Δ −∑ Δ  (3.4) 

The reconstructed image can be obtained by inverse Fourier transformation: 

 ˆˆ( ) ( ( )) ( ( ))* ( ( )) ( / )
m n

I r IFT S k IFT S k IFT k k m k I r n kδ
∞ ∞

=−∞ =−∞

= = Δ − Δ = −∑ ∑ Δ  (3.5) 

where the signal S(k) and image I(r) are the Fourier conjugates. To recover an unaliased copy for 

the reconstructed image ˆ( )I r , we need to have: 

 1 A
k
≥

Δ
 (3.6) 

 where A is the size of the object being imaged. We define the field of view (FOV) of an image 

as: 
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  1/FOV k≡ Δ  (3.7) 

Then we have 

 1 or FOV A k
A

≥ Δ ≤  (3.8) 

This is referred to as the Nyquist criteria (24,29). 

 

3.3.2    Aliasing 
 

When the Nyquist criteria are not met, the image will wrap around on itself. This artifact is 

called aliasing. In Figure 3.3 we show the relationship between the sampling interval and aliasing 

artifact. Assuming the k-space is sampled by the trajectory in (a) and generates the image in (b), 

sparser k-space coverage with double interval along the y-axis will cause a 1/2 FOV aliasing 

artifact along the y-axis in the image (d). Specifically, the upper half of the image is overlapped 

on top of the lower half of the image, and the lower half of image is overlapped on the top half of 

the image. 
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a  b  

c  d  

Figure 3.3: The interpretation how aliasing artifact generated with numerical simulation. (b) 
and (d) show the reconstructed phantom images using the sampling schemes represented in (a) 
and (c) respectively. 

 

3.3.3    Variable Density Sampling 
 

The k-space has strong signals around the origin due to most of the image being comprised of 

low spatial frequencies. Signals approach the noise level when sampling is at the edge of k-

space. If we look at the example shown in Figure 3.4, we can see that the center of k-space 

defines most of the image, and adding outside lines in the k-space only adds details to it. This 

gives us a hint that we might be able to sample the center k-space uniformly but the edges of k-

space sparser. In Figure 3.5 (b), we show a variable density spiral trajectory that accomplished 

this goal. Compared to the uniform spiral (a), it has the same density as that of (a) at the center k-

space. However, the edges of k-space are sampled much sparser. This sampling scheme can 
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reduce the scan time at the expense of little bit high frequency aliasing due to the undersampling 

at the edges of k-space. 

 

 

 

 

a 
b  

c  d  

Figure 3.4: The high frequency components of k-space define the details of the image. 
Image in (d) is much sharper than image in (b), because more lines are acquired at the 
edge k-space in (c) than in (a). 
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Figure 3.5: Comparison of the (a) uniform spiral and (b) variable density spiral trajectory. 
Reducing sampling density at k-space edges dramatically reduce the sampling points, 
which is at the expense of a little bit blurring of the reconstructed image. 
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3.4    PARALLEL IMAGING 

 
 
Multiple-channel phased array coils were originally introduced to increase SNR. Recently, 

people found that a carefully designed phased array coil can also be used for reduced data 

requirements with parallel imaging techniques (27,28,30-33). The idea is that the inherent spatial 

sensitivity of the receiver coils can be used to generate missing data in an undersampled k-space 

acquisition with a penalty in increased artifact and decreased SNR. As we discussed in last 

section, an undersampled k-space acquisition will have wrap-around aliasing. By using the coil 

sensitivities, parallel imaging techniques are able to remove the aliasing artifact. 

 

Sodickson et al. proposed a simultaneous acquisition of spatial harmonics (SMASH) technique 

(28) which uses the coil sensitivities to fit to the higher order spatial harmonics so that the 

missing phase encoding lines in the k-space can be recovered, and an unaliasing image is able to 

be generated from the full k-space. The original SMASH technique has evolved into several 

other methods like generalized SMASH (31), AUTO-SMASH (32) and GRAPPA (33). All these 

methods are used to recover the missing lines in k-space with different fitting schemes. The 

GRAPPA technique is the most widely used SMASH-like method. In Figure 3.6, we show a 

phantom data with a Cartesian gradient echo sequence on a 1.5T GE Signa scanner with 

GRAPPA reconstruction. 
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a  b  

c  d  

R=1 R=2 R=3 R=4 

 

Figure 3.6: The GRAPPA reconstruction phantom data using 4-channel GE Cardiac coil. The 2 
fold undersampled k-space (a) and its Fourier transform (b) are shown in the first row. The 
GRAPPA recovered k-space (c) and its Fourier transform (d) are shown in the second row. The 
third row shows the GRAPPA reconstructed images with k-space reductions from 1 to 4. We can 
see the SNR becomes lower and the residue aliasing becomes larger as the reduction factor 
becomes bigger.  

 



 

In 1999 Pruessmann et al. proposed another parallel imaging technique called sensitivity 

encoding (SENSE) (27). The SENSE method is one of the most widely used approaches because 

it provides a generalized signal equation description, and has no limit on coil configurations and 

k-space trajectories. Assuming a uniform transmission, the signal from receiver i can be written: 

  (3.9) 2 ( )( ) ( ) ( ) i t
i iS t C M e dπ− ⋅= ∫ k rr r r

Rewriting as a matrix equation and including an error term ε, 

 2 ( ),  with m ni k t r
mn ma C e πε − ⋅= + =s Am  (3.10) 

This equation is no longer a simple Fourier transform relationship. Conjugate gradient iterative 

methods have been applied to solve a least squares minimization problem with the addition of 

regularization term Φ(m) to penalize the roughness of the estimate: 

 ˆ arg min ( )
m

m s m= − +ΦA m  (3.11) 

By including the sensitivity information, the sampling density of k-space can be reduced. This 

“reduction factor” R is often defined by the ratio of the original sampling density to the 

undersampled density. The advantages of SENSE imaging have been explored in cardiac 

imaging and fMRI. The decreased readouts allowed by SENSE have been shown to increase 

temporal resolution and reduce susceptibility artifacts. The penalty of this acceleration in readout 

is decreased image SNR and incomplete alias cancellation, which is a result of the ill-posed 

inversion of the matrix m due to imperfect coil configuration or imaging plane for example. Self-

calibrating parallel imaging has also been demonstrated with variable density Cartesian sampling 

schemes (32-34) or multi-shot uniform spiral sampling (35,36), where the central k-space regions 

can be used to generate coil sensitivity maps in real-time (63,64). This approach reduces the 

misregestration between the coil calibration scan and the data acquisition. 
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3.4.1    Coil Sensitivity 
 
 

  

Figure 3.7: The sensitivity maps of a commercial 3T phased array coil estimated with (a) the 
conventional smoothed array/body ratio method; (b) the iterative fitting method 

 

It is crucial to obtain an accurate estimate of the coil sensitivity for parallel imaging. In parallel 

imaging applications the coil sensitivities must be known and one typically uses the smoothed 

ratio between the images from each receiver and the body coil obtained in a pre-scan. The 

problem of this approach is the discontinuity at the edge of the sensitivity maps. When applied to 

an image object equal or larger than the support region of the sensitivity maps, this discontinuity 

will cause ill conditioning in the inverting matrix. One way to circumvent this problem is to use 

an iterative fitting method proposed by Fessler et al. (37). Instead of directly taking the ratio of 

the array images over body coil image, this method forms a statistical model such that array 

images are the product of the body images and the sensitivity contaminated by noise.  

 ( ) ( ) ( )I r C r M r ε= +  (3.12) 
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Where I(r) is the array images, M(r) is the body coil image and ε is the noise. Since the noise is 

mainly white Gaussian noise in MRI, the penalized least squares cost function is chosen as: 

 
   
Ψ(C) = 1

2
I − CM

W

2
+ βΦ(C), so that C

^

= arg min
C

Ψ(C)  (3.13) 

where W is a weighting function, and Φ(C) is a quadratic regularization function. The sensitivity 

maps C(r) can be obtained by iteratively solving the inverse problem using the Conjugate-

gradient method. The main advantage of this method is the sensitivity maps obtained are 

extended to the whole FOV (see Fig.3.7 (b)). 

Another important sensitivity estimation method is the self-calibrating method, which samples 

the k-space with variable density. The edges of the k-space are down-sampled with the reduction 

factor R as the regular parallel imaging experiments. The center k-space is fully sampled or over-

sampled. The sensitivities are extracted from this small center region assuming the sensitivities 

are smooth and contain only low frequency information.  An example of the self-calibration 

method is demonstrated in Reference (35). Exploiting the intrinsic over-sampling property at the 

center of the spiral trajectory, the normalized coil sensitivity maps are estimated from a fully 

sampled low-resolution reference scan: 

 
2

( )( )
( )

l
l

l l

L rC r
L r

=
∑

 (3.14) 

For the proposed self-calibration, these reference scans are replaced with the k-space center data 

in the accelerated acquisition itself. For accurate coil sensitivity estimation, the spatial resolution 

must be sufficiently high to contain all of the major spatial frequencies in the coil sensitivity. 

However, at such spatial resolution there are substantial under-sampling artifacts. The size of the 

k-space center is selected by balancing between the spatial details for coil sensitivity. 
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Figure.3.8: a-d: (top) Normalized low-resolution images obtained from the 2× undersampled 
data in a k-space center of radius 4/FOV, acquired with a four-element coil array. e-h: (middle) 
Corresponding normalized low-resolution images from fully sampled data. i-l: (bottom) The 
difference between the top and middle images, with an average error of 4%. All images are 
displayed with the same window/level. The slight difference indicates that the undersampling 
artifacts at k-space size of 4/FOV are marginal 

 

 

 
 
3.4.2    SNR and g-Factor 
 
 
SNR is an important indicator of image quality. In principle, image SNR is proportional to the 

volume of the voxel (Vs) and the square root of the total number of sampling points, and is 

inversely proportional to the square root of the bandwidth: 

 x y z
s

N N N
SNR V

BW
∝   (3.15) 

It is obvious that the parallel imaging saves scan time with the penalty in image SNR because the 

number of sampling points is reduced. For an image acquired with an R-fold undersampled 
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parallel imaging technique, the maximum achievable (SNRR) will be 1
R

 of the SNR of the 

fully sampled image (SNRF):  

 F
R

SNRSNR
R

=  (3.16) 

This equation is deduced with the assumption that the sensitivities of the coil elements are 

independent of each other. In reality, however, there is always some coupling among coil 

elements. The actual SNR in parallel imaging (SNRP) is therefore less than the value calculated 

with Equation (3.16). The ratio between the theoretical optimal SNRR and the actual SNRP from 

the parallel imaging experiment is defined as the g-factor. 

 ( ) R F

P P

SNR SNR Rg r
SNR SNR

= =  (3.17) 

This g-factor is an indicator of the parallel imaging efficiency. An optimal g-factor can be 

achieved with a well-designed coil and carefully selected image plane. 
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4.0    RF PULSE DESIGN 

 
 
 
 

4.1    INTRODUCTION 

 
 

RF pulses prepare the magnetization for imaging. The most often used RF pulse is the slice-

selective SINC pulse, where it excites spins within a slice. The received MR signal will only 

come from this slice. This RF pulse is basically a simple 1D spatial-selective pulse. More 

complex pulses like multi-dimensional spatial-selective pulses or spectral-spatial pulses can also 

be applied in MR experiments. The behavior of RF pulses can be explained by the Bloch 

equation as we have seen in previous chapters. However, there is no closed form solution for the 

Bloch equation for the B1 field given the desired magnetization pattern and gradients waveforms, 

which makes it difficult to be used as a convenient tool for RF pulse design. In this chapter we 

will discuss the analysis and design of the major types of RF pulses in multi-dimensions for 

spatial and spectral selective excitations (17, 38-44). 

 
 

4.2    THE SMALL-TIP ANGLE APPROXIMATION 

 
 
4.2.1    Fourier Relationship 
 
 
Let’s start with the Bloch equation 
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 (4.1) 

Where the gradient vector ( x y zG G G=G , and position vector ( )x y z=r  

Assuming that the excitation is fast compared to relaxation, we will ignore T1, T2. i.e.1/T1 and 

1/T2 ~ 0 

 
1,
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1, 1,

0
0

0

x xy

y
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M MB
d M
dt

B BM M

γ γ
γ γ
γ γ

⎛ ⎞ ⎛ ⎞⎛ ⎞⋅ −
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G r x yB M ⎟⎟

⎟⎟  (4.2) 

In the small-tip-angle approximation (39), we assume tip angle θ is small so that 0zM M≈ . Then 

Equation (4.2) becomes 

 
1, 0

1, 0

0

0

x y

y x

d
y

x

M M B M
dt
d M M B
dt

γ γ

γ γ

= + ⋅ −

= − ⋅ + +

G r

G r M
 (4.3) 

Define 

 
1 1, 1,

xy x y

x y

M M iM

B B iB

= +

= +
 (4.4) 

The two equations in (4.3) can be combined into one equation: 

 0 1( , ) ( ) ( ) ( )xy xy
d M t i t M iM B
dt

γ= − ⋅ +r G r r tγ  (4.5) 

This is a simple first order differential equation, and the solution will be: 

 
( )

0 1( , ) ( )
T

t
T i s ds

xyM T iM B t e d
γ

γ
− ⋅

−∞

∫= ∫
G r

r t  (4.6) 
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where T is the end time of the RF pulse. Equation (4.6) is the form of a Fourier transform. 

Exploiting this relationship between B1 and Mxy, one can easily determine the RF waveform B1 

for a given transverse magnetization Mxy and gradients G. 

 
 
4.2.2    k-Space Interpretation 
 
 
Let’s define 

 ( , ) ( )
2

T

t
k t T s dsγ

π
= − ∫ G  (4.7) 

Then equation (4.6) will be: 

 2 ( , )
0 1( , ) ( )

T i t T
xyM T iM B t e dπγ ⋅

−∞
= ∫ k rr t  (4.8) 

Equation (4.7) is the definition of the excitation k-space. We should notice that the excitation k-

space is defined differently from that of the readout k-space, where 

 
0

( ) ( )
2

trk t s dsγ
π

= ∫ G  (4.9) 

The excitation k-space is the integral of remaining gradient, while the readout k-space is the 

integral of gradient from end of excitation to readout samples. 

 

3 2
0 1

3 2
0 1

( , ) ( ) ( ( , ) )

              ( ) ( ( , ) )

T i
xy

T i

M T iM B t t T e d dt

iM B t t T dt e d

π

π

γ δ

γ δ

⋅

−∞

⋅

−∞

= −

⎡ ⎤= −⎢ ⎥⎣ ⎦

∫ ∫

∫ ∫

k r

k

k r

k

r k k

k k

k

k

dt

 (4.10) 

Let’s define the items within the bracket as P(k) 

 3
1( ) ( ) ( ( , ) )

T
P B t t Tγ δ

−∞

⎡ ⎤= −⎢ ⎥⎣ ⎦∫k k k  (4.11) 

Then P(k) is the Fourier transform of the magnetization. 
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If the trajectory in k-space is derivable, i.e., there is no singular point, we can rewrite the 

equation (4.11) so that we have a unit delta function 

 31( )( ) ( ( , ) ) '( , )
'( )

T B tP t T
t

γ δ
−∞

⎡ ⎤
= −⎢
⎢ ⎥⎣ ⎦
∫k k k k

k
t T dt⎥  (4.12) 

Let  

 1( )( )
'( )

BW γ τ
τ

=k
k

 (4.13) 

if we assume W(k) is a constant, 

 ( ) ( ) ( )P W S=k k k  (4.14) 

where  

 3( ) ( ( , ) ) '( , )
T

S t T tδ
−∞

= −∫k k k k T dt  (4.15) 

Then 

 2
0( , ) ( ) ( ) i

xyM T iM W S e dπ ⋅= ∫ k r

k
r k k k  (4.16) 

In equation(4.16), W(k) is the k-space weighting function, and S(k) is the k-space sampling 

function. 

Let’s see a simple 1D slice selection example. In figure 4.1 we can see the RF waveform that is a 

SINC and Gradient Gz that is a trapezoid with a half area refocusing lobe. k(t) is calculated 

according to equation (4.7).  
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Figure. 4.1: The k-space interpretation of RF pulse.(45) 

RF 

GZ 

kZ 

t

kz

 

The k-space is sampled from left to right during the positive Gz lobe, and weighted with the RF 

waveform.  The half-area negative lobe of the gradient pushes the trajectory back to the center k-

space while no RF weighting applied (45). This is a rephasing process. 

 

 
 



 

4.3    TWO-DIMENSIONAL PULSE DESIGN 

 
 
Under the small-tip-angle approximation regime, we can start our pulse design from the equation 

3.16. First, we will need to pick a k-space trajectory. Spiral or EPI trajectories are the most 

common choices because they can cover a 2D k-space with a single shot. Then, we will prescribe 

an excitation profile M(r) which is the Fourier transform of the product of S(k) an W(k). Since 

the sampling function S(k) is a unit delta function, the weighting function W(k) is a discretized 

version the Fourier transform of the desired excitation profile. According to the equation (4.13), 

the desired B1 waveform will be: 

 
'

1

( )
( ) ( ( ))

t
B t W

γ
=

k
k t  (4.17) 

The term ' ( )tk  is an estimate of the sampling density function d(t). If we have a better 

estimation of d(t), we can replace the first term in equation (4.17) with  to achieve better 

accuracy(39).  

( )d t
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4.3.1    Spiral Pulse 
 
 

a  

 

 

b  

Figure 4.2: k-space trajectory design. (a) the single-shot spiral k-space. (b) the image space (45). 
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The pulse excitation resolution and excitation FOV are two important parameters to choose in 

the trajectory design. For a given pulse resolution Δr, the maximal k-space coverage is 

determined by: 

 max
1

2
k

r
=

Δ
 (4.18) 

The excitation FOV will determine the resolution in k-space Δk, or the number of turns N of the 

spiral: 

 1k
FOV

Δ =  (4.19) 

Noticing Δk =2kmax/(2N)=1/(2NΔr), we have: 

 
2
FOVN

r
=

Δ
 (4.20) 
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Since ( )
2

T

t
k G s dsγ

π
= − ∫ , we have 

 ( ) ( )
2

k t G t tγ
π

Δ = Δ  (4.21) 

where  is the scanner’s gradient interval. To avoid aliasing, the maximal G(t) allowed will be: tΔ

 max max
2max( , )G
t FOV

gπ
γ

=
⋅Δ ⋅

 (4.22) 

,where gmax is the scanner’s gradient limit. We always want to obtain a minimal length spiral for 

given hardware constrains. Thus, we should exploit maximal slew rate at the start of the spiral 

until the maximal gradient Gmax is achieved or the kmax is reached. The remaining k-space will be 

covered by the spiral with constant gradient Gmax. This spiral design algorithm was introduced by 

Glover. Figure 4.3 shows (a) a single-shot spiral with a 22cm FOV and 6.9mm resolution on a 

Siemens 3T Trio scanner (gmax=4g/cm, Slewrate=20000g/cm/s), and (b) its corresponding 

gradients. 

a) b) 
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Figure 4.3: a) Single-shot spiral with a 22cm FOV and 6.9mm resolution. b) Its 
corresponding gradients Gx, Gy. 
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After we get the trajectory, the next step will be determining the weighting function W(k). For a 

uniform excitation pattern Mxy, e.g. a uniform disc, the k-space weighing should be its Fourier 

transform which is a jinc function:  

 ( ) ( )W jinc=k k  (4.23) 

where the jinc function is defined as 1( )( )
2

Jjinc π
=

rr
r

, J1 is a Bessel function the first kind. 

Since a jinc is a function of infinite extent, in the real world, a windowed jinc will be applied. 

The resulted magnetization Mxy will be a convolution of the uniform disc and the Fourier 

counterpart of the window function A(r). The net result is the excitation profile will have a wider 

transient. 

 
max max

( ) ( ) ( )
2

W jinc N A
k k

= ⋅
k kk  (4.24) 

and  

 ( ) ( ) ( )
2xyM circ a

N r r
∝ ⊗

Δ Δ
rr r  (4.25) 

Sampling the W(k) in equation (4.24) along the trajectory k(t) to get W(t), and the RF waveform 

B1(t) will be calculated according to the equation (4.17). 
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a) b) 

  

Figure 4.4: a) The spiral RF pulse and its phase. b) The point-spread-function in mesh plot. 

 

In Figure 4.3, we show the designed RF pulse, and its point spread function in mesh plot. In 

Figure 4.4.a, the point spread function is plotted in an extended FOV so that we can see the side 

lobes clearly. The profile from the center line of a) is plotted in b). We can see the first side lobe 

appears at ±22cm, which is the defined excitation FOV. 

a) b) 

  

Figure 4.5: a) The point spread function of the spiral pulse in a extended FOV so that we can 
see side lobes. b) The profile from the center line of a). We can see the first side lobe appears at 
±22cm, which is the defined excitation FOV. 
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4.3.2    Off-Center Excitation 
 

Under the small-tip-angle regime, since the RF pulse and the excitation magnetization have a 

Fourier relationship, an off-center excitation can be easily implemented using a phase 

modulation. 

  (4.26) 00
( )2

1, 1 1( ) ( ) ( )
T

t
i si

sB t B t e B t e
γπ ⋅− ⋅ ∫= =

G rk r ds

0ds

ds

a  b  

Figure 4.6: The shift FOV by modulation  

For the slice-selective pulse, it would be more convenient to use the same RF pulse to acquire 

multiple slices. The modulation item can be further decomposed as: 

  (4.27) 0 0( ) ( ) ( )
T T t

t
i s ds i s ds i s

e e e
γ γ γ

−∞ −∞
⋅ ⋅ − ⋅∫ ∫ ∫= ⋅

G r G r G r

The first term is a constant phase φs. The second term imposes a frequency shift fs.  

  (4.28) 0( )
T

i s

s e
γ

ϕ −∞
⋅∫=

G r

and  

 0( )sf tγ= ⋅G r  (4.29) 
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For a constant gradient, the frequency and phase shift are both constant. MR hardware can be 

easily adjusted for it. However, for the time-varying gradient, things are more complicated. On 

the GE scanner, a separate theta channel can be used to accommodate this frequency shift fs. On 

Siemens scanner, however, it is more difficult to realize the off-center excitation since it has no 

spare channels to play out the time-varying frequency shift.  

 
 

4.4    3D TAILORED RF PULSE DESIGN 

 
 
4.4.1    Separable Design 
 
 
The method to design 2D pulses can be easily extended to more dimensions. 3D tailored RF 

pulse was first proposed by Pauly et al.(38). It has been demonstrated its usage in correcting for 

B0 and B1 artifacts.(17,19,43) The 3D tailored RF pulse was designed to excite a 3D volume with 

certain magnetization pattern to compensate for the B0 or B1 artifacts. 

 

Figure 4.7: The 3D tack spirals trajectory. The transverse plan is sampled with spiral trajectory, 
and the through-plan is covered using phase encoding.  
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Giving the consideration of the T2* decay, a practical RF pulse normally should be less 3T2
* 

long. This time limit means that the 3D pulses cannot achieve high resolution in all three 

dimensions. In this thesis, we will discuss two major types of trajectories to cover 3D k-space. 

The first samples the in-plane k-space denser and through-plane sparser. A commonly used 

trajectory in this category is the stack-spirals. (Fig. 4.7) The in-plane is covered with spiral discs, 

and the through-plane is phase encoded. The high in-plane resolution achieved with spiral 

sampling is suitable to the localized excitation. Another type, on the other hand, samples 

through-plane denser and in-plane sparser. EPI trajectories were used in this case. The through-

plane direction is frequency-encoded, and each point in the transverse plane (kx -ky) is a delta 

function (Fig. 4.8). The in-plane points can be located on any trajectory as long as this trajectory 

meets the sampling requirements. The high resolution in the through-plane direction makes this 

pulse highly slice-selective. The pulse can excite thin slices with a relatively short pulse length. 

For applications like B1 inhomogeneity reduction, this pulse is very promising, since the B1 is 

smoothly varying in the transverse plane, and does not need high in-plane resolution. 
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Figure 4.8: The 3D EPI trajectory. The through-plan is sampled densely with frequency 
encoding, and the transverse plan is sampled sparsely with a hexagonal trajectory. 

 

In both cases, we select separable design for through-plane and in-plane. Then the excitation 

weighting function W(k) will become: 

 ( ) ( , ) ( )x y zW Q k k P k=k  (4.30) 

where Q(kx,ky) is the in-plane weighting, and P(kz) is the through-plane weighting. A simple and 

practical choice for P(kz) is a Gaussian profile. 
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Figure 4.9: 3D TRF pulse designs. (a) Diagram of the RF magnitude envelope and (b) 
Diagram of the RF magnitude envelope. 

 

Figure 4.9 shows a general explanation of this separable design idea. For the stack of spirals 

pulses, Q(kx,ky) determines the shape of sub-pulses, and P(kz) determines the envelope. While for 

the EPI pulses, P(kz) determines the shape of sub-pulses, and Q(kx,ky) determines the envelope. 

Specifically, for the stack spirals pulse, each sub-pulse is a 2D spiral pulse as we saw previously. 

The amplitude envelope is the Gaussian determined by P(kz). For the EPI pulse, each sub-pulse 

is a 1D Gaussian pulse. The envelope is determined by Q(kx,ky) which is the inverse Fourier 

transform of the transverse magnetization Mxy The points in transverse plane are chosen to be on 

hexagonal grid shown in Figure 4.10, or even manually selected optimized trajectory as 

described in Yip’s abstract(46).  

50 



 

a
-0.05 0 0.05

-0.05

0

0.05

kx (1/cm)

ky
 (1

/c
m

)

b  

Figure 4.10: a) The hexagonal trajectory used in transverse plane, and b) its point spread 
function. 
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5.0    TRANSMIT SENSE 

 
 

5.1    TRANSMIT SENSE FORMULISM 

 
 
3D tailored RF pulses are usually too long to be practical. Long pulses are susceptible to T2* and 

offer-resonance artifacts. Given the analogy of excitation and reception, the parallel imaging 

technique used for the receiving process can be also used in the excitation to shorten RF pulse 

length or increase excitation resolution. The idea of transmit SENSE was first introduced by 

Katshcer et al.(47) and Zhu(48). Katscher et al.(47) formulated the transmit SENSE equation 

based on a convolution of the parallel transmitter sensitivities in excitation k-space. It can be 

applied to arbitrary k-space trajectories. Zhu(48) formulated the transmit SENSE equation as an 

optimization problem in the spatial domain. The method is only applied to Cartesian sampling 

EPI trajectories. More recently, Griswold et al. proposed a transmit-GRAPPA method(49). Like 

the GRAPPA (33) method in receiving part, it does not require a separate scan to calibrate 

sensitivity patterns. Instead it uses a self-calibration step in the pulse design.  

 

In this thesis, we implemented the transmit SENSE problem using the iterative RF design 

method in spatial domain proposed by Grissom et al.(50) 

 

In equation (4.8), we assumed a single coil with a uniform transmit sensitivity. A more 

generalized form for a phased array coil with independent transmit sensitivities will be: 
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 2 ( )
0 1,

1
( ) ( ) ( )

cN T i t
xy n n

n
M iM s B t e dtπγ ⋅

−∞
=

= ∑ ∫ k rr r  (5.1) 

where sn(r) and B1,n(t) are the transmit sensitivity and RF waveform of the nth coil for the phased 

array coil with Nc elements. Discretizing time t and space r to Nt and Ns samples respectively, we 

can write equation (5.1) into a matrix formula: 

 full fullM A B=  (5.2) 

where M is a discretized column vector for the desired excitation pattern; Bfull is the vertical 

concatenation of the discretized column vector of the RF waveform; and the individual items in 

the matrix Afull will be: 

 ( )
,( , ) 0 ( ) j iik t r

i n j n ia i M ts r eγ ⋅= Δ  (5.3) 

Least squares minimization approach can be used to estimate the Nc RF pulses, 

 
2

arg min
full

full full full
B

B A B M= −  (5.4) 

A more sophisticated formulism to solve for Bfull can include regularization terms in the 

minimization problem as described in reference (50) 

  { }2
arg min ( )

full

full full full fullWB
B A B M R= − + B  (5.5) 

where W is a diagonal weighting matrix which can be used to increase the excitation accuracy of 

the specified region. R(Bfull) is a regularization term which can be used to control RF power, 

excitation accuracy or waveform smoothness. 
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5.2    TRANSMIT SENSE NUMERICAL SIMULATION 

 
 
As a simulation demonstration of the algorithms, we took a gray-scaled jpeg of a girl and 

sensitivity maps measured from a phased array receiver on the 1.5T GE scanner (MRI Devices, 

Gainesville, FA) and designed an R = 2 transmit SENSE 2D TRF pulse that excites a 64x64 

image using Matlab (The Mathworks Inc., Natick, MA). We used a standard conjugate gradient 

algorithm included in the Matlab package to perform the least squares solution. The sensitivity 

maps were estimated from images of a uniform phantom acquired with each receiver and 

dividing by a body coil reference image. The quotient was smoothed using a Gaussian filter and 

the sensitivity maps were derived from a 2D fit using a 3rd order polynomial. Figure 5.1 (a) 

shows an input jpeg of the girl. Figure 5.1 (b) shows real and imaginary images of the four 

sensitivity maps estimated from the four-channel phased array coil. Shown below are the 

corresponding Bloch equation simulations of the magnetization profiles produced by each 

transmitter displayed as real and imaginary images. Figure 5.1 (c) shows the Bloch equation 

simulation result of the girl’s face. The final result was obtained by taking the magnitude after 

summing the individual complex images shown in the bottom of (c). 
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(a)                                    (b) (c) 

Figure 5.1: Transmit SENSE simulation. (a) Input jpeg image. (b) (Top) 
Sensitivity maps measured from array coil displayed as real and imaginary 
images. (Bottom) Real and imaginary magnetization profiles from Bloch 
equation simulations. (c) Complex summation of the magnetization from all 
transmitters. 

 

Using the numeric simulation, we calculated the point spread function of the transmit SENSE 3D 

pulse with the EPI design. In the implementation of SENSE problem, we fixed the length of R 

pulses, and use the sensitivities to increase the resolution. In Figure 5.2, we show the profiles 

from the center line of the PSFs. The narrower peaks with the increased reduction factor R 

demonstrate the increased pulse resolutions. As we should notice that the inclusion of 

sensitivities alone (R=1 transmit SENSE pulse) will increase the pulse resolution. However, the 

ill-posed sensitivity matrix inverting gives rise to residual artifacts as shown with the arrow bar 

in the figure. 
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Figure. 5.2: The point spread function profile of the 3D EPI pulse. The resolution is increased 
with the SENSE reduction factor. 
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5.3    PSEUDO-TRANSMIT SENSE 

 

Given the limit that current commercial scanners have only one independent transmit channel, 

real transmit SENSE experiments cannot be performed directly. Most experimental validations 

were done by transmitting the waveforms through different transmit coil elements individually in 

sequential measurements. However, using this method, a multi-element transmit coil is needed 



 

and the elements need to be decoupled. We introduced a pseudo-transmit SENSE method to 

mimic real transmit SENSE experiment using widely available hardware.(50,51)  

 

Exploiting the linearity assumption between the reconstructed images, transmit sensitivity, and 

receive sensitivity in the small-tip-angle approximation, we can swap the roles of the non-

uniform transmit sensitivity patterns of the transmit coil array with the uniform receive 

sensitivity pattern of the body coil in the signal equation. Specifically, we will use the body coil 

to transmit N unique RF pulses separately in N successive scans. During each scan, 

measurements are acquired on the phased-array coil element whose sensitivity is the same as that 

used in the RF pulse being played. The complex measurements of each scans are added together 

to mimic a transmit SENSE experiment of an N-element phased-array coil transmission and 

body coil reception.  

 

Mathematically, we can prove the equivalency of this pseudo-transmit SENSE and transmit 

SENSE experiments. Neglecting off-resonance and T1 and T2 decay, the combined image I(r) in 

the pseudo-transmit SENSE experiment is given by: 

 2 ( )
0 1,

1 1
( ) ( ) ( ( ) ( )) ( ) ( ) ( )

N N T i t
n n n n

n n
I C s M is M C B t e π ⋅

−∞
= =

= ⋅ =∑ ∑ ∫ k rr r r r r r dt  (5.6) 

where Cn(r) is the receive sensitivity of the nth coil, s(r) is the transmit sensitivity of the body 

coil, and Mn(r) and B1,n are the excitation pattern and the RF pulse corresponding to the nth coil, 

respectively.  

 

For the real transmit SENSE experiment, the body coil image I(r) will be: 
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where sn(r) is the transmit sensitivity of the nth coil, C(r) is the receive sensitivity of the body 

coil. Assuming that the body coil has a uniform transmit and receive sensitivity (i.e., 

s(r)=C(r)=1), and we can find a phased-array receive coil whose receive sensitivity patterns are 

the same as the transmit sensitivity patterns of the phased-array transmit coil (i.e., Cn(r)=sn(r)), 

images generated from equations (5.6) and (5.7) are the same.  

 

In general, this approach may not produce transmit patterns that are realizable in arbitrary 

objects, but it does allow for testing of the pulse design method. The procedure is useful for 

validating pulse design methods without requiring parallel transmit hardware that is still in the 

early stages of development.  

 

Here is an example of our pseudo-transmit SENSE experiment on a 3T Siemens Trio Scanner. 

We excited an Einstein face. The images were acquired using spin-echo sequence on a uniform 

ball phantom. 
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a  

b  

c  

Figure 5.3: (a) One of the eight pulses we applied. This pulse used a spiral trajectory to achieve 
high resolution in transverse plane, and was embedded into a spin-echo sequence. (b) The 8 
individual images resulted by the 8 pulses on corresponding coil elements. (c) The complex sum 
of the 8 images in Fig. 2, which is the R=3 transmit SENSE pulse image. 
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5.4    VARIABLE DENSITY EXCITATION WITH TRANSMIT SESNE 

 
 
The idea to use a variable density trajectory to sample the k-space in image acquisition can be 

also applied to the RF pulse design in the small-tip-angle regime. The pulse lengths can be 

shortened by undersampling the edge of the k-space. Since the k-space is predominantly 

weighted around the center, the undersampling gives rise to a small amount of artifacts. The 

variable density trajectory can be used in the transmit SENSE pulse design. With a little bit of 

oversampling at the center k-space for the high reduction factor transmit SENSE pulse, we are 

able to greatly reduce the aliasing artifacts.  In figure 5.4, we show a uniform phantom images 

acquired with an L-shape excitation pattern using a 2D TRF transmit SENSE pulse with variable 

density spiral trajectories. The images from the upper row use uniform density spiral trajectories 

with different transmit SENSE reduction factors. The images from the lower row use variable 

density spiral which maintain the sampling density at the center k-space (first 150 points) as that 

of the R=1 case, and down sampling at the edge k-space. RF pulse lengths are shown underneath 

images. We can see the excitation imperfections are greatly reduced with a little bit longer pulse 

length due to the oversampling at the center k-space. 
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R =    1                       2                      3                       4 

T =    6.0                   3.0                    2.0                   1.5 

T =                             3.5                     3.8                   3.3 

Edge sampling density=1/2                  1/3                   1/4 

Figure 5.4: 2D L-shape transmit SENSE pulse images acquired with a SE sequence on a 
uniform ball phantom. The upper row uses uniform spiral trajectory with different reduction 
factors R from 1 to 4. The lower row uses variable density spirals that maintain the sampling 
density at the center k-space as that of the R=1 uniform spiral trajectory, while undersampled at 
the edges of k-space. RF pulse lengths are shown underneath images. 

 

 
 

5.5    SPECIFIC ABSORPTION RATE (SAR) 

 
 
RF pulses will deposit energy in the object being imaged. The energy of MR systems is not 

efficiently used and only part of the energy is transmitted to the spin systems to create the MR 

signal. Most of the energy is deposited in the tissue as heat which is a safety issue for in-vivo 

MR experiments.  
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The specific absorption rate (SAR) is defined as the RF power in watts absorbed by one kilogram 

in an object. It is an indictor of the risk of body temperature increase. The SAR increases with 

the main field strength, the RF pulse power and duty cycle(45). 

 2 2
0 1SAR B B f∝ Δ  (5.8) 

For the field strength up to 1.5T, the SAR is seldom a big concern. However, for the high field 

MRI, the SAR is always an important issue to consider when designing experiments. 

Inhomogeneity of RF field causes the power deposited non-uniformly in different part of the 

object. This is called the local SAR. Regions have the highest local SAR are called hot spots, 

which should be monitored carefully to make sure no damages are exposed to the body. The 

global SAR is the local SAR average over the whole body. The FDA guidelines for MRI 

experiments SAR (52) is: 

1. 4W/kg averaged over the whole body for any 15 minutes period. 

2. 3W/kg averaged over the whole head for any 10 minutes period. 

3. 8W/kg for the local SAR in head or torso for any 5 minutes period. 

4. 12W/kg for the local SAR in extremities for any 5 minutes period. 

 

The transmit coil selection and the object position can also affect the SAR. The bigger volume 

coil generally has a larger SAR than the smaller surface coils. Experiments with objects place 

near the isocenter also have smaller SARs than those with objects placed off-center.  

In transmit SENSE experiments, the ill-posed sensitivity matrix inverting will penalize the SAR, 

which is parallel to the SNR penalty in the receive SENSE experiments. 

Numerical simulation using the FDTD tool can be used to calculate the local and global 

SAR(13). This can be used as a valuable tool to guide the coil and experiment design. In figure 
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5.5, we show a SAR calculation of our transmit SENSE 3D TRF pulses provided in courtesy of 

Collins. 

We simulated a two-element coil placed at the back of a 3D human head model (Figure 5.5a). 

The coils were tuned to 128 MHz with equal currents (1A) and 90o phase difference. The 

resulting magnetic field magnitude was shown in (b). The SAR distribution was shown in (c). 

The average SAR and the maximal SAR over 1g of tissue were found to be 0.12 W/kg and 2.56 

W/kg assuming using a rectangle 5 ms long pulse and a minimum TR of 50 ms, which is well 

below the FDA requirements. The 5 ms rectangular pulse is capable of a 77o flip angle in a 1 μT 

B1 field, which is adequate for fMRI studies. 

 

(a)                                                                (b)                                                        

 
(c) 

 

Figure 5.5. SAR Calculations. (a) Geometry of two coils and the head model on axial 
plane through level of eyes (left), and 3D shaded surface diagram (right). (b) 
Magnetic field magnitude (μT) on axial plane through level of eyes (left), and mid-
sagittal plane (right). White contour shows interface between tissue and air. (c) SAR 
magnitude (W/kg) at a resolution of (2mm)3 on axial plane through level of eyes 
(left), and mid-sagittal plane (right). (in courtesy to Dr. Collins) 
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6.0    REDUCTION OF B1 INHOMOGENEITY WITH TRANSMIT SENSE SLICE-
SELECT PULSES 

 
 
 

6.1    INTRODUCTION 

 

The advantages of MRI at high static magnetic field strengths (B0 3T) include increased signal 

to noise ratio (SNR) (2) and increased BOLD functional MRI contrast (4). A confound at high 

field, however, is increased artifact from RF field (B1) inhomogeneity (53,54). The two factors 

that produce B1 inhomogeneity are the shorter RF wavelength that is further shortened by the 

dielectric properties of tissue and the attenuation of RF amplitude due to tissue conductivity 

(15,16,55). These artifacts typically appear in the images as regions increased and decreased 

brightness at 3T (56). The brightness can lead to a loss of contrast in the image and an improper 

measure of the spin density. 

≥

 

Numerous methods have been proposed to mitigate B1 inhomogeneity artifacts. These include 

specially designed coils (11,20), adiabatic pulses (57), image post-processing (58), and small-tip-

angle tailored RF (TRF) pulses (43,59,60). TRF pulse techniques have the advantage of being 

able to compensate for the transmit B1 inhomogeneity using a predetermined spatial excitation. 

More recently, it has been shown that “B1 shimming” can be performed using multiple 

transmitters (61,62). A homogenous slice can be achieved by adjusting the magnitude and phase 
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on each transmitter channel until a uniform composite excitation is obtained. The disadvantage 

of this approach is that there is no straightforward way to relate the observed inhomogeneity to 

the required RF pulse parameters for each transmitter. 

  

Recently our group has proposed that the transmit sensitivity encoding (transmit SENSE) 

techniques (47,48) can also be used to reduce B1 inhomogeneity (63). The concept behind the 

use of transmit SENSE is that the resultant TRF pulses will be inherently compensated for 

inhomogeneity in the transmit B1 by the inclusion of transmit coil sensitivities in the pulse 

design. Furthermore, the use of the coil spatial information allows for either reduce pulse lengths 

or increased excitation resolution. Although this concept has been validated with parallel 

transmit hardware using a two-dimensional TRF pulse in a spin-echo sequence in phantoms (64), 

there has been no demonstration using a practical slice-select three-dimensional (3D) TRF 

implementation in vivo. Furthermore, there has been no concise theoretical description of the 

inherent B1 compensation provided by transmit SENSE. 

  

This chapter presents in vivo proof of concept data using an transmit SENSE implementation of 

the “fast-kz” 3D TRF pulse design (46) that can be used to excite 2-5 mm thick slices with pulse 

lengths of 4-5 ms. Parallel transmit hardware was mimicked using an eight channel receiver and 

body coil (51,65). The pulse was shown to reduce B1 inhomogeneity in both uniform phantom 

and human brain images at 3T. 
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6.2    THEORY 

 

Assuming small flip angles, the composite spatial excitation profile w(r) from N simultaneous 

3D TRF pulses can be written as the sum of the individual excitation profiles produced by each 

pulse 

  (6.1) 
1 1

( ) ( ) ( ) ( , )
N N

n
n n

w w p z q x
= =

= =∑ ∑r r n y

y

Here p(z) is the excitation profile along the slice-select direction, which we will make identical 

for all pulses such that there is a uniform slice thickness. The term qn(x,y) represents the in-plane 

excitation profile that we have the freedom to control with the pulse design provided that we 

have adequate pulse k-space sampling. The actual profile wact(r) that gets excited in the object 

will then be 

  (6.2) act
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where αn(x,y) is the transmitter sensitivity or equivalently the transmit B1 inhomogeneity. If we 

desire a uniform image with a slice thickness defined by the width of p(z) then 
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This can be rewritten using the Fourier transform Qn(kx,ky) of the in-plane excitation profile 

 
1
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n
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=

=∑ ∫  (6.4) 

This equation is now easily recognizable the image domain transmit SENSE equation (50) with 

the restriction that the resultant magnetization be constant. The inclusion of the spatial 

66 



 

sensitivities of the multiple transmitters also allows for reduced sampling in kx-ky, which 

translates to shorter pulses or higher excitation resolutions. This equation can be rewritten as a 

matrix equation 

 1Qα =  (6.5) 

and approximate solutions for Q can be obtained by least squares minimization 

 2
app 1argmin

Q
Q α= − Q  (6.6) 
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Figure 6.1: Hexagonal k-space trajectory of the transmit SENSE 3D “fast-kz” TRF pulse in kx-ky 
plane. Each sampling point (circle) corresponds to a vertical line along the kz direction. Polarities 
of these kz lines are shown with the position (+) and negative (-) signs.  
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The requirements of the above theoretical arguments are easily implemented using the “fast-kz” 

pulse design, which consists of a train of slice-select sub-pulses with shape P(kz) separated by 

phase encoding blips in x and y. This design is optimal if thin slices are required along z with no 

sidelobes and minimal resolution in x-y is desired. This is the case for a slice-select 3D TRF 

pulse that compensates for a smoothly varying transmitter inhomogeneity. Figure 6.1 shows the 

kx-ky sampling used in the pulse design, which was chosen to be hexagonal for optimal alias 

placement. Each point corresponds to the location of one of seven slice-select sub-pulses, where 

the sign corresponds to the polarity of the z-gradient. The transmit SENSE acceleration factor R 

stretches the spacing between adjacent k-space sampling points. Figure 6.2 shows an example a 

fast-kz transmit SENSE 3D TRF pulse for one transmitter that was used in the human imaging 

experiments. Further details of the pulses are given below in the Methods section. 
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Figure 6.2: One of the eight R=2 transmit SENSE pulses used in human brain images. The rows 
from top to bottom are the real and imaginary parts of the RF, and the x, y, and z gradients. 

 

6.3    METHODS 

 

The transmit SENSE 3D TRF pulses were designed for use on a Siemens 3T Trio scanner 

(Siemens Medical Systems, Erlangen, Germany). The gradient slew rate and peak were 200 

T/m/sec and 40 mT/m. Due to a lack of parallel transmit hardware, the pseudo-transmit SENSE 

method described in section 5.3 was used to validate the effectiveness of the transmit SENSE 

pulses. For B1 inhomogeneity reduction experiments, the transmit SENSE pulses consisted of 
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seven sub-pulses giving total length of 4.3 ms. The excitation resolution was 3.7 cm over a 22 

cm excitation FOV. The reduction factor of transmit SENSE, R, was used to increase the pulse 

resolution. An R=1.5 transmit SENSE 3D TRF pulse was designed by stretching the spacing 

between two adjacent k-space sampling points with a 1.5 factor. The corresponding resolution of 

the pulse was 2.5 cm. The slice-select profile p(z) was chosen to be Gaussian with a half width of 

5 mm. 

 

The coil sensitivity maps were determined with an iterative fitting method (37) using images 

acquired with the body coil and from each receiver during a two-minute pre-scan. Figure 6.3 

shows an example of the eight sensitivity maps for one slice in one subject. Once the sensitivity 

maps were determined for the slices of interest, the amplitudes Q of each sub-pulse were 

determined from Eq. (6.6) using a conjugate gradient technique. The pulse construction 

programs were executed using Matlab (The Mathworks, Natick, MA), taking approximately 1-2 

seconds. The pulses were then replaced the regular SINC pulse in a standard FLASH sequence to 

acquire images with matrix size of 1282 over a 22 cm FOV.  
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Figure 6.3: The coil sensitivity of the eight-channel phased array coil (up row), and the eight 
individual coil images of a R=2 transmit SENSE 3D TRF pulse. The complex sum of the eight 
images is shown as Slice 1 in Fig. 6.6 

 

A phantom study with readout along the z direction was used to verify the accuracy of z profile. 

The imaging parameters were TE = 15 ms, TR = 100 ms, and Flip Angle = 3o. One-dimensional 
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profile was plotted from the z read image. The slice thickness was measured by a least squares fit 

of the histograms with a Gaussian function g(x), 

 
2

2
( )

( )
x b

cg x ae
−

−
=  (6.7) 

The parameters a, b, and c were determined by the fitting procedure. The full width half 

maximum (FWHM) of the histograms was calculated with 

 FWHM 2 log 2c=  (6.8) 

  

To demonstrate B1 inhomogeneity reduction effects of transmit SENSE 3D TRF pulses, both 

uniform ball phantom and human brain images were acquired and compared with the images 

acquired with standard SINC pulse with same imaging parameters. For phantom study, TR was 

100 ms. Since the uniform ball phantom has a high conductivity, the excitation profile was 

chosen to be an inverted Fermi-like function to compensate for the non-uniformity of the body 

coil transmitter. Both R=1 and R=1.5 transmit SENSE pulses were applied, and a comparison 

was shown. For the human brain experiment, TR was 300 ms, and a uniform excitation profile 

was applied. Other parameters were the same for both experiments which were TE = 15 ms, 

FOV = 22 cm, Flip Angle = 30o, and matrix size = 1282. Final images from the standard pulse 

were obtained from either a complex summation or from a magnitude sum of squares of the 

individual coil images; representing either a simultaneous excitation with multiple transmitters 

without transmit SENSE or the standard receiver array image, respectively. Four normal adult 

human subjects were studied under approval of the University of Hawaii and Queens Medical 

Center Joint Institutional Review Board. 
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Two methods were used to analyze B1 inhomogeneity in the resultant slices. The first approach 

constructed histograms of the image magnitude distributed among all of the pixels in an image. 

A smaller width of the histogram is indicative of the degree of magnitude uniformity. The width 

was determined by a least squares fit of the histograms with a Gaussian function in the same way 

as described in the experiment to determine slice thickness. 

 
 
The second method was to calculate the normalized standard deviation (SD/Mean) of all of the 

pixel magnitudes in a given slice, excluding the region outside brain (66). A larger standard 

deviation is indicative of a large degree of B1 inhomogeneity. The data analyses and statistical 

methods were all performed using Matlab. 

 

6.4    RESULTS 

 

Figure 6.4 shows the image with readout along the z axis on the left. A profile through centerline 

is plotted on the right together with the Gaussian fitting curve. The measured FWHM of the 

Gaussian is 4.7 mm which is approximate the prescribed 5 mm slice thickness.  
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a 

 

b 

 

Figure 6.4: The slice profile along the z axis. (a) The transmit SENSE 3D TRF pulse image with 
readout in z direction. (b) The z profile from the center line of image (a). The fitted Gaussian has a 
FWHM of 4.7 mm which is very close to the prescribed 5 mm slice thickness. 
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The bottom half of Figure 6.3 shows the corresponding eight individual coil images acquired 

using an R=1 transmit SENSE pulse. The complex sum of these eight images is the Slice 1 

shown in Fig. 6.6.  

 

Figure 6.5 shows the uniform ball phantom images acquired with both the R=1 transmit SENSE 

pulses and the SINC pulse. The histograms with FWHM measurement are shown in the bottom 

half. The image acquired with transmit SENSE pulses has a FWHM of 0.31 which is much 

smaller than the FWHM of the other three images acquired with SINC pulse. Both visual 

inspection and the FWHM measurement indicate the image acquired with the transmit SENSE 

pulses is more uniform.  
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Figure 6.5: The uniform ball phantom images acquired with the transmit SENSE 3D TRF pulses 
(a) and the SINC pulse (b-d). The three SINC pulse images are complex sum (b) and sum of 
squared (c) images of the phased array receiver and the body coil receiver image (d). The 
histograms of the four images in (a-d) are shown in (e) with the FWHM measurements shown in 
the legend. 
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Figure 6.6 shows a comparison of four slices taken from two of the acquired using the R=1 

transmit SENSE pulses as well as with the standard slice-select pulse. All of the images are 

shown with the same window and level (the magnitude sum was multiplied by 0.8 for 

visualization purposes). By visual inspection, the images acquired with the transmit SENSE 

pulses are more uniform than those obtained from either a complex or magnitude sum using the 

standard pulse. 
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Figure 6.6: Four slices generated with the R=1 transmit SENSE pulses and by the complex and 
magnitude sums using the standard pulse. Images acquired with the transmit SENSE pulses are 
more uniform than those generated using the other two methods. 
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Figure 6.7 shows the histograms of the distribution of image magnitudes of the slices shown in 

Fig. 6.6. The histogram of the images generated using the transmit SENSE pulses and the 

complex and magnitude sums using the standard pulse are shown by the solid, dashed, and 

dotted lines respectively. Visual inspection shows that the histograms from the transmit SENSE 

images are narrower than the other methods, corresponding to a more uniform distribution of 

pixels. The FWHM of the histograms and the SD/Mean measurements of the slices are listed in 

Table 1. Both the FWHM and SD/Mean measurements of the transmit SENSE pulse images are 

smaller than the corresponding slices generated using the other methods. A t-test was performed 

comparing the FWHM and SD/Mean of the transmit SENSE slices to the slices generated with 

the other two methods. The subsequent p-values all indicate that the differences in means of 

these parameters are statistically significant. 

Table 1: Full width at half maximum (FWHM) of histograms as well as standard deviations 
(SD) divided by the mean of the image magnitudes of the slices shown in Fig. 6.6. Also shown 
are p-values from a t-test between the respective column and the corresponding Transmit SENSE 
slices. 

 
 FWHM SD/Mean 
 Transmit 

SENSE 
Complex 

Sum 
Magnitude 

Sum 
Transmit 
SENSE 

Complex 
Sum 

Magnitude 
Sum 

Slice 1 0.16 0.22 0.17 0.13 0.17 0.17 
Slice 2 0.15 0.22 0.20 0.13 0.16 0.15 
Slice 3 0.15 0.27 0.19 0.12 0.16 0.15 
Slice 4 0.17 0.23 0.20 0.15 0.19 0.18 
Slice 5 0.15 0.26 0.25 0.15 0.18 0.15 
p-value  0.0002 0.01  0.003 0.02 
 

79 



 

Figure 6.7: Histograms of the distribution of image magnitude among the pixels in the slices 
shown in Fig. 5.6. The black, dashed and dotted lines correspond to the histograms from the 
slices generated with the R=1 pulses and from the complex and magnitude sums using the 
standard pulse. The histograms from images acquired with the transmit SENSE pulses are 
narrower, indicative of a more homogeneous distribution of pixel magnitudes. 

 

The images acquired with R=1 and R=1.5 transmit SENSE 3D TRF pulses are shown in Figure 

6.8. The image of the R=1.5 pulses is much more uneven than that of the R=1 pulses. 
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Figure 6.8: The images acquired with the R=1 (Left) and R=1.5 (Right) transmit SENSE 3D 
TRF pulses. The image of the R=1.5 pulses is more inhomogeneous than that of the R=1 pulses. 

 

6.5    DISCUSSION AND CONCLUSIONS 

 

This work presents a theoretical description of the inherent B1 inhomogeneity compensation 

property of the transmit SENSE technique as well as presents proof of concept demonstration 

using a practical slice-select 3D TRF pulse implementation. We found a 4.3 ms long R=1 pulse 

with an excitation resolution and FOV of 3.7 and 22 cm provided statistically significant 

improvement at 3T. Higher resolution pulses were more prone to either off-resonance effects due 

to longer lengths in the non-accelerated pulses or aliasing residues in the accelerated pulses. 

Further investigation of the off-resonance properties of the fast-kz 3D TRF design and calibration 

schemes need to be evaluated (67). 

  

The limitations of this work include a lack of a demonstration using true parallel transmission 

hardware. As of now, the authors are aware of only a two groups that have such hardware, 

although the number is certainly growing. One of the groups has published that the images 
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obtained through complex summation and using parallel hardware are very similar (64), which 

supports the assumptions made in this work. 

  

The use of parallel transmission has been mainly proposed to address the problems of ultra high 

field imaging such as at 7T. Although, our demonstration was at 3T and it is difficult to assess its 

utility at 7T, there is no theoretical reason to suggest that some implementation of transmit 

SENSE will not have a possible role at ultra high fields. The use of the coil sensitivity 

information in the transmit SENSE pulse design has the potential advantage of a more complete 

correction and should work readily with the receive SENSE techniques as well. Investigation 

into the effects of power absorption is also of great importance and will need to be evaluated 

before final judgment can be made. 
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7.0     B0 INHOMOGENEITY CORRECTION WITH TRANSMIT SENSE 3D TRF 

PULSES IN ULTRA-HIGH FIELD MRI 

 
 
 
 

7.1    INTRODUCTION 

 
 
Susceptibility artifacts result from local field variations that usually occur at interfaces of 

substances with different susceptibilities. These artifacts lead to blurring (see Appendix A), 

distortion or even signal loss in T2
*-weighted images (19). In the long TE BOLD fMRI images, 

large susceptibility artifacts usually occur in regions around the sinuses like the orbitalfrontal and 

inferior and medial temporal cortices, which are of significant importance for psychiatric and 

neuroscientific research.  At higher field strengths, susceptibility artifacts will be more severe 

since magnetic susceptibility is proportional to field strength B0. (5) Many methods have been 

proposed to mitigate the susceptibility artifacts in T2
*-weighted images. Image post-processing 

methods that include field map information in the signal equation  and use segmented FFTs with 

conjugate phases (68,69) or conjugate gradient matrix inverting (70) are one means. A problem 

with the image post-processing approach is the long computing time. Gradient compensation 

methods tune a refocusing lobe to compensate for the static field inhomogeneity. (18,71) 

However, this approach requires numerous steps and leads to decreased temporal resolution. 

TRF pulses have also been demonstrated to be effective in susceptibility artifact 

reduction.(17,19,72-74) The main advantage of the 3D TRF pulse approach is the potential for a 

single-shot correction. The main problem of this approach, however, is the long pulse length of 

the TRF pulse. 
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In this chapter, we simulated the potential of the 3D TRF approach using the transmit SENSE 

pulse design method. The simulated pulse is less than 10ms long, and should be more practical to 

be applied in research studies or clinical investigations. Numeric simulations were shown to 

demonstrate that the effectiveness of the transmit SENSE 3D pulse in correcting for the 

intravoxel phase disperse. 

 
 
 

7.2    THEORY 

 
There are two types of off-resonance effects that we will be concerned with: the through-plane 

intravoxel dephasing in the image at TE, which is characterized as a through-plane gradient 

Gz(x,y), and the distortion in the in-plane slice profile characterized by an off-resonance that is 

represented by Δω(x,y) or Δf(x,y). The through-plane intravoxel dephasing artifact is the major 

source of signal loss in T2* weighted imaging applications such as fMRI.  

 

Assuming small flip angles, we still choose the “fast-kz” 3D TRF pulse design described in 

chapter 6.2. We rewrite Equation (6.2) by adding the through-plane gradient and off-resonance 

map mentioned above: 

 ( , ) ( , )( )

1 1
( ) ( ) ( ) ( , ) ( , )z

N N
i G x y TEz i x y T t

n n n
n n

w w p z e x y q x y eγ ωα − Δ

= =

= =∑ ∑r r − . (7.1) 

 In this equation γGzTEz is the through-plane phase at echo time TE. According to 

Equation(4.17), the RF waveform will be derived from the Fourier transform of this slice profile 

function w(r). Since the 3D TRF pulse uses a separable design for in-plane and through-plane 
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directions, we can take the Fourier transform in z direction first. By the shifting theorem of 

Fourier transform, the first exponential term corresponds to a shift in kz direction: 

 ( , )( )

1
( , , ) ( ( , ) ) ( , ) ( , )

2

N
i x y T t

z z z n n
n

w x y k P k G x y TE x y q x y e ωγ α
π

− Δ

=

= − ∑ −  (7.2) 

In absence of the off-resonance map, 2D FFT can be applied to Equation (7.2) to get W(k). 

However, in presence of the off- resonance map, we need to use the conjugate phase method to 

solve for the B1 waveform: 

 ( )
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i xk t yk t f x y T tz

n n n z zxy
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k t
B t x y q x y P k G x y TE e dxdyπγα

γ π
+ +Δ −

=

= −∑∫∫ (7.3) 

or we can use conjugate gradient method to solve for the RF waveform as what described in 

reference (46,50). The inclusion of transmit sensitivity αn(x,y) can be used to reduce the pulse 

length and the B1 inhomogeneity artifact as well. 

 
 

7.3    METHOD 

 
 

The coil sensitivities were estimated from the eight-channel phased array coil with an iterative 

fitting method (37) using images acquired with the body coil and from each receiver during a 

two-minute pre-scan. Figure 7.1 shows an example of the eight sensitivity maps for one slice in 

one subject. 
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Figure 7.1: The sensitivity map from an eight-channel phased array coil.  

 

The transmit SENSE 3D TRF pulses were computed in Matlab (Mathworks, Natick, MA) using 

the conjugate gradient iterative method with 15 iterations. The maximum gradient slew rate and 

peak were 200 T/m/sec and 40 mT/m, respectively. The z profile p(z) was chosen to be a 

Gaussian function with a full width half maximum (FWHM) of 5 mm(i.e. the slice thickness is 5 

mm). 

 

The transmit SENSE 3D TRF pulses were evaluated with a numeric Bloch equation simulator 

written in the C programming language. Specifically, the Bloch equation simulator read in the 

magnitude and phase of the RF pulse and all three gradients in the x, y, and z directions from 

ASCII files outputted from the Matlab pulse design program. The output file of the Bloch 

equation simulator was the transverse magnetization stored in a binary file. This binary file then 

was read and displayed in Matlab.  
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For the first experiment, we demonstrated a 2D phase map correction. We excite a uniform 

profile with an off-resonance map from a human brain image. The through-plane excitation 

resolution is 2.5 mm. The in-plane excitation k-space was sampled with either 61 points (R=1) or 

19 points (R=2) along a hexagonal trajectory such that there was a fixed excitation resolution of 

2.4 cm over a 22 cm excitation FOV.  The 3D TRF pulse length was 34.3 ms for the R=1 pulse 

and 10.7 ms for the R=2 pulse. 

 

In the second experiment, we included a through-plane gradient in the pulse design. We put a 

synthetic gradient in the sinus region of the off-resonance map used in previous experiment. For 

the pulse design, we used a 1 mm through-plane excitation resolution. The in-plane excitation k-

space was sampled in the same way as the previous experiment. The pulse length was 54.4 ms 

for the non-accelerated pulse, and 17.5 ms for the two fold accelerated transmit SENSE TRF 

pulse.   

 

 

7.4    RESULTS 

 

Figure 7.2 demonstrated the ability to compensate for the off-resonance frequency of the transmit 

SENSE 3D TRF pulses. The R=1 34.3 ms long pulse (c) and R=2 10.7 ms long pulse (d) produce 

the off-resonance map (b) precisely. However, the result of the R=1 10.7 ms long pulse is not as 

accurate as those of the other two pulses. In a real experiment, the sign of the excitation phase 

map will be inverted to cancel the phase on (b). 
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(a)  (b)   (c)  (d)  (e) 

 

Figure 7.2: (a, b) True image and through plane phase at 3T. (c-e) Phase excitation produced by 
Bloch equations simulation of R=1 34.3 ms, R=2 10.7 ms, and R=1 10.7 ms transmit SENSE 3D 
TRF pulses, respectively. The 10.7 ms R=2 pulse produces the desired result. Note that in a real 
experiment we will tailor minus the phase to cancel the phase on (b). 

 

Figure 7.3 showed the numerical simulation of the through-plane phase correction with a 54.4 ms 

long regular 3D TRF pulse. The magnitude and phase of the RF channel were shown in (a). The 

phase of the 3D transverse magnetization Mxy was shown in (b). The through-plane phase profile 

from one point in sinus region of the 3D phase in was plotted in (c). This linear phase will 

compensate for the introvoxle dephasing around sinus region. 
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Figure 7.3:  The numerical simulation with a regular 3D TRF pulse with 54.4 ms long. (a) The 
magnitude and phase of the 3D TRF pulses. (b) The simulated phase of the 3D transverse 
magnetization Mxy. (c) The through-plane phase profile from one point in sinus region of the 
simulated phase.  
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Figure 7.4: The numerical simulation with an R=2 transmit SENSE 3D TRF pulses with 17.5 
ms long. (a) The magnitude and phase of one of the eight transmit SENSE 3D TRF pulses. (b) 
The simulated phase of the 3D transverse magnetization Mxy. (c) The through-plane phase 
profile from one point in sinus region of the simulated phase. 

 

With the R=2 transmit SENSE technique, the same compensation for the introvoxel dephasing 

can be produced with 17.5 ms long pulses (Figure 7.4) as the result with the 54.4 ms long pulse. 

The transmit SENSE pulse is approximately 68% shorter than the regular TRF pulse. 
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7.5    DISCUSSION and CONCLUSIONS 

 
 
This work demonstrated the potentials of the transmit SENSE 3D TRF pulses in susceptibility 

reduction. The 17.5 ms long transmit SENSE pulses can excite a 22×22×7 cm3 FOV with a 

2.4×2.4×0.1 cm3 resolution. The “fast-kz” EPI pulse design enables the high resolution in z 

direction. With the inclusion of the through-plane gradient, these pulses can effectively produce 

a linear phase in the 3D transverse magnetization that offsets the introvoxel dephasing. With the 

transmit SENSE technique, the pulse length is shorten by 68% of the length of the regular 3D 

TRF pulse. Compared with the variable density spiral TRF pulse design proposed by Stenger et 

al.(75), which used a four-shot 19.7 ms long pulse, the pulse proposed here only need one shot 

through parallel transmitters and is 78% shorter. Furthmore, given the inherently B1 

inhomogeneity reduction property of the transmit SENSE pulse as discussed in the previous 

chapter, the pulse design method proposed here has one more advantage than the regular TRF 

pulse design method.  

 

In our study we used the sensitivity information of a standard Siemens eight-channel phased 

array head coil to validate the pulse design method. The 17.5 ms pulse length is still a little bit 

too long for the clinical application. A better multi-channel transmit coil design will enable a 

higher reduction factor and result in a shorter pulse. Also, we should investigate to use other 

trajectory to sample the in-plane k-space in additional to the hexagonal trajectory we selected in 

this work. A possible alternative is the adaptive trajectory shown by Yip et al.(46) 
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8.0    CONCLUSIONS 

 
 

 
 
B0 and B1 inhomogeneities are major technical problems in high field MRI. This thesis proposed 

methods to correct for the B0 and B1 inhomogeneity with transmit SENSE 3D TRF pulses on 3T 

scanners. The parallel transmitters were mimicked with our pseudo-transmit SENSE method 

using current commercial scanners with only single transmit channel and a multi-channel 

receiver. Below we list the key contributions. 

 
 
 
 

8.1    KEY CONTRIBUTIONS 

 
 
This thesis makes three major contributions. The first is the development of the pseudo-transmit 

SENSE method. Current commercial scanners cannot implement transmit SENSE experiments 

directly since there is only one independent transmit channel. In this thesis, we use the linearity 

of the signal equation and swap the role of the receive and transmit sensitivities, which makes it 

possible to use the single transmitter and a phased array receive coil to validate the transmit 

SENSE experiment assuming the sensitivity maps of the real parallel transmitters are the same as 

the maps of the phased array receiver coil. The RF waveforms corresponding to those 

sensitivities are transmitted through the single transmit channel of a regular commercial scanner 

one by one in sequential scans. In each scan, the image is acquired on the coil element with the 
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same sensitivity as the one built in the RF pulse.  The final transmit SENSE image is the 

complex summation of all the individual images. 

  

 The second major contribution of this work is the exploration of the feasibility of using the 

transmit SENSE 3D TRF slice-select pulses for B1 inhomogeneity reduction in high field MRI. 

The 3D TRF pulse uses the fast-kz EPI pulse design that achieves thin slice-selectivity with a 

short pulse length. The transverse plane is sampled with hexagonal trajectories, and the transmit 

SENSE technique is used to accelerate the sampling in-plane if needed. By including the 

transmit sensitivity information, the pulse intrinsically compensates the B1 inhomogeneity. 

Compared with other methods using 3D TRF pulses for B1 inhomogeneity reduction, this 

technique is more straightforward and flexible. It does not need to adjust the empirical parameter 

in method proposed by Saekho et al. (60), and the transmit SENSE formalism can easily adjust 

the pulse resolution or pulse width to accommodate appropriate applications. B1 inhomogeneity 

was reduced in phantom and head images with 3-5mm slice thickness using 4.3ms long transmit 

SENSE 3D TRF pulses, which is very promising to be used in research or the clinic.  

 

The third contribution of this thesis is the numerical demonstration of through-plane 

susceptibility artifact reduction using transmit SENSE 3D TRF pulses. We showed the 

effectiveness of a 12.6 ms long R=2 transmit SENSE 3D TRF pulse in the susceptibility artifacts 

reduction in numerical simulation. Compared with the old 3D stack of spirals TRF pulse(17,19), 

this pulse is 40% shorter and can excite thinner slice which is more robust for clinical 

applications. 
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8.2    FUTURE DIRECTIONS 

 
 
In this thesis, we already demonstrated the feasibility to use transmit SENSE 3D TRF pulse for 

B1 inhomogeneity correction. However, due to the hardware limitation of current MR scanners, 

only few research sites can perform the real transmit SENSE experiments. Thus, the immediate 

next step of this research will be developing the parallel transmitter system.  The parallel 

transmitter system needs to have multiple independent transmit channels. Each RF channel 

should be able to handle magnitude and phase waveforms, and also to synchronize with the 

gradient system and the host clock. We plan to use the Tegmac system to develop the parallel 

transmitter system.  

 

The next step is to evaluate the SAR value of the transmit SENSE experiments. Although for the 

B1 inhomogeneity reduction application on 3T the SAR does not place a strong limitation since 

the sensitivity patterns for 3T experiments are relatively smooth, this is a critical step to lead the 

technique to the clinical application especially on the upcoming 7T application. Numerical 

simulation using the FDTD tool can be used to calculate the local and global SAR. Our 

collaborator, Dr. Collins from Penn State University already did some initial calculation for us. 

We need make this simulation a routine in our coil and pulse design to provide a robust solution 

for the ultimate clinical application. 

 

Third, we need verify the effectiveness of the B0 inhomogeneity reduction with the transmit 

SENSE 3D TRF pulses in phantom and in-vivo experiments. The regular 3D TRF pulses have 

been shown to effectively reduce the B0 inhomogeneity. Instead of adjusting the non-uniform 

94 



 

magnitudes within FOV in B1 inhomogeneity reduction application, the pulses are used to offset 

phase accrual in the susceptibility reduction experiments. The problem of the previous studies is 

the long pulse lengths of the 3D TRF pulses. Using the transmit SENSE pulse design, the pulse 

can be shorten to a practical length. In this work, we already showed the potentials of this 

technique by numerical simulation. Further evaluations on scanners should be done before it can 

be used in clinical applications. 
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APPENDIX A 
 
 
 
 

OBSERVATION OF OFF-RESONANE BLURRING IN SPIRAL IMAGING 
 
 
 
 
 
It is well-known that the spiral image will become blurred in presence of off-resonance 

frequency. However, these blurring effects have not been described and quantified before.  

 

In this study, we quantified the blurring with the FWHM of fitted Gaussian profile. Two main 

factors affect the blurring are: the object size and the off-resonance frequency. For a Gaussian 

profile, the FWHM of it is 2 2ln 2w σ= . The blurred Gaussian point spread function (psf) 

sampled with a constant linear velocity spiral trajectory is still a Gaussian, and its FWHM is: 

 
2

* 2
2

max

(16 ln 2 ) , where acqTaw w a
w k

ωΔ ⋅⋅ ⋅
= + = 2  (9.1)  

where w* is the FWHM of the blurred image, and w is the FWHM of the original object size. In 

Figure A.1, we plotted the relationship of w* with respect to w and off-resonance frequency Δω. 

Figure A.2 shows the numerical simulation results of the psf’s in presence of no off-resonance 

and a 200 Hz off-resonance frequency in (a) with different object sizes from 1 to 10 mm. The 

blurred FWHM vs. original FWHM was plotted in (b). The measurements from the numerical 

simulation are in squares, and analytical solution from equation (A.1) is in spaces. The two types 
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of measurements match each other as we expected. The minimal blurred FWHM is achieved for 

object size around 3.5 mm. 
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Figure A.1: The blurred FWHM vs. the original FWHM (a), and vs. the off-resonance frequency 
(b). At a certain off-resonance frequency, there is a minimum blurred FWHM achieved.  
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Figure A.2: Profiles of round discs (Gaussian intensity profile) with different sizes were plotted 
in (a). The upper row is the original profile, and the lower row is the corresponding profiles 
blurred with 200Hz off-resonance. The blurred FWHM vs. original FWHM was plotted in (b). 
The measurements from the numerical simulation are in squares, and analytical solution from 
equation (A.1) is in spaces. The two types of measurements match each other as we expected. 

97 



 

a f
0

0.2

0.4

0.6

0.8

1

1.2

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

 

b g
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

 

c h
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

 

d i
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

 

e j
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

k

0

0.5

1

1.5

2

2.5

3

3.5

4

0 50 100 150 200 250

Off-resonance frequency (Hz)

FW
HM

 (p
ix

el
s)

 
 

Figure A.3: Numerical simulation of round discs (rectangular profile) with different sizes (r=1, 
1.25, 1.5, 1.75, 2, 2.25, 2.5, 2.75 pixels) were blurred with off-resonance frequency 0(a), 
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50Hz(b), 100Hz(c), 150Hz(d), 200Hz(e).  Profiles along the round disc (r=1.75) were plotted 
correspondingly in (f-j). The blurred FWHM vs. off-resonance frequency was plotted in (k). A 
minimum FWHM is achieved when off-resonance is 150Hz. 

 

Figure A.3 shows the numerical simulation of round discs (rectangular profile) with different 

sizes (r=1, 1.25, 1.5, 1.75, 2, 2.25, 2.5, 2.75 pixels) which were blurred with off-resonance 

frequency 0(a), 50Hz(b), 100Hz(c), 150Hz(d), 200Hz(e).  Profiles along the round disc (r=1.75) 

were plotted correspondingly in (f-j). The blurred FWHM vs. off-resonance frequency was 

plotted in (k). A minimum FWHM is achieved when off-resonance is 150Hz. 
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Figure A.4: The bottle phantom with gadolinium filled tubes inside was imaged at the center 
frequency (a). The profiles along the center bright dot with different off-resonance frequencies 
were plotted in (b). The FWHM vs. the off-resonance frequency was plotted in (c). The phantom 
measurements (space) and the numerical simulation data (square) have the same trend, and the 
former are slightly larger than the latter. This difference might be caused by the DC component 
of the inhomogeneity and field variance of the scanner. 
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We made a phantom to verify our observation. The phantom consists of two bottle of water with 

tubes inside. Gadolinium doped water was filled in the tubes to generate enough contrast for 

measurement. The diameter of the tube is 4.5 mm. The phantom was imaged in presence of 

different off-resonance frequencies from 0 to 225 Hz with a 25 Hz step. The profiles along the 

center bright dot with different off-resonance frequencies were plotted in (b). The FWHM vs. the 

off-resonance frequency was plotted in (c). The phantom measurements (space) and the 

numerical simulation data (square) have the same trend, and the former are slightly larger than 

the latter. This difference might be caused by the DC component of the inhomogeneity and field 

variance of the scanner. 
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