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IMPROVING ANALYSIS OF FOREIGN AFFAIRS:

EVALUATING STRUCTURED ANALYTIC TECHNIQUES

Stephen Coulthart, M.P.A./M.P.A

Research suggests that foreign affairs analysis is weak even the best analysts are
accurate less than 35 percent of the time (Tetlock 2005). To compensate for analytic
weaknesses, some have called for the use of structured analytic techiques, that is,
formalized intelligence analysis methods. This imperative was enshrined in the
Intelligence Reform and Terrorism Prevention Act (2004), which mandates that analysts
use these techniques. This research investigates how the technigques haveeen applied
in the U.S. intelligence community (IC) while making a modest attempt to evaluate 12
core techniques.

The investigation of how the techniques are applied is based on semistructured
interviews with 5 intelligence experts and a survey of 80 analysts at an IC agency, along
with follow -up interviews with 15 analysts. Interestingly, 1 in 3 analysts reported never
using the techniques. Two factors were related to the use of the techniques: analytic
training (p=0.001, Cramer's V=0.41) and the pereption of their value (p=.049, Cramér's
V=0.23). There was not a statistically significant relation between the time pressure under
which analysts work and their use of the techniques (p=0.74).

Questions about the effectiveness of the techniques were anwered in part by
empl oying a oOsystematic review, 06 a novel

research. A random sample of more than 2,000 studies, suggests that there is moderate to

met h



strong evidence affirming the efficacy of using three techniques: Analysis of Competing

Hypot heses, Brainstorming, and Devil 6s Advocac«
to-face collaboration decreases creativity, evidence weighting appears to be more

important than seeking disconfirming evidence, and conflict ten ds to improve the quality

of analysis. This research also employed an experiment with 21 graduate intelligence

studies students, which confirmed the first two findings of the systematic review.

The findings of the dissertation represent a contribution to 0 e v i dlmsed e
intelligence analysis, 6 the syst-bavalbkingthee f f or t
use of specific analytic techniques to the improvement of analysis in foreign affairs.

Future research might build on the evidence-base presentedhere to improve intelligence

analysis, one of the most important areas of judgment in foreign affairs.
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1.0 CHAPTER 1: ADDRESSIN G THE LIMITS OF FORE IGN AFFA IRS ANALYSIS

0Good | udvpmdark Tovain 0i s t he result of ex
the result of bad judgment. 6 Decades of
something: experts excel in domains where they can try, and try again, failing, and then
learning from their mistakes, to develop expert judgment (Kahneman and Klein, 2009).
In these domains experts are able to learn by trial and error and develop accurate,
internalized models of a problem situation upon which they can draw to make judgments
(Simon, 1965). Consider the chess master who plays game after game, learning from each
failure and, in the process, stores tens of thousands of distinct move patterns in his mind
(Chase and Simon, 1973), or the fireman who, after responding to trousands of structure
fires, i nt uifrom hsekpgrientektmabavbackdraft is on the other side of the
door. In each case the decision maker has had enough opportunities to develop expert

judgment on thousands of chancestomake6 bad |j udgment s.

1Similar findings exist at the organizational -scale.For example Petroski (2008)arguesthat in order to
improve performance, engineering should look to past failures rather than successesFor an extended
discussion with examples, see:Petroski, Henry. Successhroughfailure: Theparadoxof design Princeton
University Press,2006.

peri e
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1.1 THE LIMITATIONS OF E XPERTISE IN FOREIGN AFFAIRS ANALYSIS

Analysts of foreign affairs, who study issues of war and peace, face a gloomier situation:

unlike the chess master or firefighter, the foreign affairs analyst has little or no feedback

because tre events of interest rarely occur, or in the case of nuclear war, hopefully never

occur.2 Even when foreign affairs analysts get feedback, it is all too easy for political and

ideological reasons for the analysts to ignore or write off their inaccurate jud gments
(Tetlock 2005). Take for example, the foreign
of the USSR not as a moment to recalibrate future predictions about aggressors, but as an

unl i keloyf f@donobeccurrence. Compl i c aforeign@gffaimat t er s
analysts lack valid indicators (Kaheman and Klein, 2009). While the firefighter has many

indicators to tell him what is or will happen, such as a weak support beam suggesting

imminent collapse, the foreign affairs decision maker has almost none. For example, a

column of armor massing on the Ukrainian border can mean different things: Is a Russian

invasion is imminent? Or is the armored column just a sign of Russian resolve? In short,

unlike other professionals with more valid indicators and repetitive and clear feedback,

the foreign affairs expert has few ways to develop expert intuitive judgment.

2There are exceptions in political forecasting, most notably the statistical forecasting by Nate Silver in U.S.
el ections. Stati st ieseachsesdanr@dsgnssimiarto thase thasenable the chebs master
to acquire precise intuitive judgment: ample and reliable feedback, in the form of survey data, are used to
draw inferences, rather than expert judgment. For an extended discussion of this issue, see: Jay Ulfelder
OWhy the Worl d Can' tFordignPelicydovédddr,@01Ei | ver , 6

2



Researchers have long known that foreign affairs analysts and decision makers
struggle to make valid judgments, and in the process sometimes commit errors of
reasoning, such as underestimating or overestimating the aggressiveness of an adversary.
For example, Jervis (1976) pointed out that leaders often see what they expect and/or
want to see, and in the process act in unexpected, and dangerous wag. Janis (1972)
explored the limitations of expert judgment in foreign affairs at the group -level with his
influenti al work on ogroupthink, 6 a term
undue group consensus. However, it was not until Philip Tetloc k& seminal work Expert
Political Judgmen{2005) that the full extent of judgmental deficiency in foreign affairs was
systematically laid bare. Over the course of several years Tetlock asked 280 experts to

make judgments about foreign events. While Tetlock found his experts outperformed

t hat

undergraduate students, they oOwere not super.

their ability to make accurate long-t er m f or ecasts of political

Kl ein, 2009, p. 520) lyoufpermrmandergradtaedbutanability i t vy

to significantly top observers suggests that there is a diminishing return expertise.
Further, even the highest performingxperts achieved an accuracy rate only slightly greater
than chance alone. Or, in other words, the forecasts of this elite group were, on average,
only slightly better than the flip of a coin. It is here, at the frontier of expert competence
that the research problem emerges: what can be done to improve foreign affairs

judgments?

€
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1.2SPANNING T HE DIVIDE: IMPROVING DECISION AND ANALYSI S IN

FOREIGN AFFAIRS

Despite the recognition among scholars that foreign affairs judgment is limited, there is

little work in the international relations literature on how to improve it. 3 Most of the

literature that does address this problem dates back to the 1970s and focuses on

i mproving executive decision making. For exa
advocacy, ¢designeddactptomale diversity of perspectives using an appointed
arbitertocontrol di scussion in executive decision maki
Advocacy, a method that uses a designated individual or group to take an unpopular
position in order to oOoOcombat the problems po
ocons eekingbehavi Mdyani sd groupt hink §26/¢ Outside , 197F¢
of the international relations literature there is a much larger body of research on

techniques to improve judgment in environments as complex as foreign affairs. For

3 StephenWalt provides an excellent explanation on why researchon conducting analysis of foreign
affairs is limited: o think it is partly becauseschdars in international relations have tended to focus on
grand theory (realism, liberalism, constructivism, etc.),or on trying to identify recurring laws or
tendenciesbetween statesor other g r o u p thdr words, most scholars stand apart from the policy
processand treat international affairs assomething to be studied from asafed i s t a 8Btepben\¥alt,
0 P o | anatysis in global affairs: What should my studentsr e a dr@eignPolicy.conNovember 2011,
available at:

http://www.foreignpolicy.com/posts/ 2011/11/22/policy_analysis_in_global_affairs_what_should_my
_students_read

4 Kaplan (1973)defines methods in three ways 1) broad methods that involve broad procedures (e.g.
induction); 2) mid-range methods sufficiently generalto be common to all sciencesthat have somewhat
specific procedures (e.g.forming concepts,using researchdesigns); 3) and short-range methods with
specific procedures and purposes(e.g.factor analysis). This researchusesthe term technique and method
interchangeably to refer to short-range methods.

4



example, a technique veryss mi | ar t o Devil 6s Advocacy
Census Bureauds pl arwrtalild7gd). process (Mitroff
Despite the promising literature that sets forth new methods of foreign affairs
analysis, there is little research that explicitly tests their efficacy, although there are some
notable exceptions outside the foreign affairs community and international relations
literature (for example, see Armstrong 2006). The efficacy question is important from a
theoretical standpoint as researchers attempt to develop and test theories on foreign
policy decision making and in a practical sense because of the important decisions that
are made based on these methods. Consider the empirical evidence for the efficacy of the
Alternative Futures Analysis, a technique used to identify a set of important drivers that
can |l ead to various scenarios that, once
used to prevent surprise (Schwartz 1991, p. 34). Supporters point to examples of
effectiveness of scenarios, speciftally its use by Royal Dutch Shell in the 1970s. This
example suggests because Shell used scenarios it was prepared for rising tensions in the
Arab world after the Yom Kippur War. Tetlock (2005, p. 192) is less convinced and argues
that because users of he technique write several scenarios, they virtually ensure that at
least one will resemble the outcome. Simply stated, it is not possible to know if a
technique is effective without rigorous empirical tests, tests which we lack for most

methods. One rebuttal to Tetlock is that the techniques are not designed to forecast

wa s
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specific outcomes, but still, a valid question is whether the scenarios are plausible and
internally consistent. >

The question of efficacy of foreign affairs methods is of paramount import ance
because these methods could address the deficiencies of expert judgment and improve
decisions that drive high stakes decisions. To situation this dissertation, the inquiry
focuses on examining perhaps the largest producer of foreign affairs analysis the world

has ever known, the U.S. intelligence community (IC).

1.2.1 The Theory -Application Gap - Evaluating the Intelligence Reform Act

Similar to analysts in other domains, such as policy and business analysis, intelligence

analysts apply their expertise to weight data and compare, contrast, and evaluate

information concerning important events (Johnston, 2005, p. 3). This process requires

t hat analysts sort through o0enormous vol umes
events to construct an accurate inteipretation of a situation and make predictions about

compl ex, dynamic eventso (Pirolli 2005) . I r
oproducts, 6 documents and presentations of di
greatly with some focusing on pro viding warning to decision maker of a potential threat

to providing descriptive research about a particular country or leader. Intelligence

5 Thomas Barnett arguesthat the National Intelligence C 0 u n cGlobablseends2030report lacks of
internally 0 ¢ o n s ilogid tleroughout eachof the worlds p r e s e nAvadatble at:
http://nation.time.com/2012/12/21/just  -how-intellige nt-is-the-national -intelligence -councils-global-
trends-2030/



analysts also work in high -stakes environments where intelligence errors can occur,
factual inaccuracies in analysis (Johnston 2005, p. 6). The avoidance of error cannot be
overstated as even slight errors-if reproduced and replicated at the organizational level -
-can potentially lead to multi -billion dollar intelligence and policy failures.
One such example where intelligence error contributed, at least in part, to an
intelligence failure is in the lead -up to the Iraq War. In the National Intelligence Estimate,
the 1 Cds authoritative assessment of |l ragds w
IC agenciesbhutSat e Department 06s Bur eau Sadterminedlrad | i genc
had continued its programs (National Intelligence Council 2002). After the invasion
turned up no weapons of mass destruction, the analytic practices of the IC came under
tight scrutiny as panels, committees, and commissions initiated investigations. In a
conclusion typical of these probes, one congressional panel cechairman argued that the
IC estimate on lrag@ nucl ear program was Oinconsistent
presumpt i d2085) The 8soanding message of the investigation was that U.S.
intelligence analysis needed nothing less than an analytic transformation, and in 2004 the
I ntelligence Reform and Terrorism Prevention

A c t 0 ) outla éegabdframework to accomplish exactly that.

6The StateD e p a r t rBereat fordntelligence and Research(INR) concluded: ¢ S a d dcantimues to
want nuclear weapons and that available evidence indicates that Baghdad is pursuing at leasta limited
effort to maintain and acquire nuclear weapons-related capabilities. The activities we have detected do
not, however, add up to a compelling casethat Iraq is currently pursuing what INR would consider to be
an integrated and comprehensive approach to acquire nuclearw e a p o Nationdl Intelligence Council,
0 | r &ontinsing Programs for Weaponsof MassDe s t r u 00R)o n 6
http://fas.orglirp/cia/product/iraq -wmd.html



There have been many prior efforts to reform intelligence analysis. What sets the

Intelligence Reform Act apart from most other IC reforms is that it is a reform of day -to-

day analytic practices to addresswh at Betts (2007) terms an

inherent limits of human cognition in intelligence analysis. As a result of the focus on

improving the process of analysis, the Intelligence Reform Act and the initiatives it set in

motion are sometimes referred to as the oOanalytic

movemento (I mmer man 2011; Fingar 2011).
tradecraft as it is called in the IC, is in contrast to previous reforms that focused on
improving inf ormation sharing through greater organizational collaboration,
restructuring, or a combination of both. In terms of analytic practice, where the
Intelligence Reform Act arguably makes the biggest impact is the requirement that
analysts be trained in and use methods called structured analytic techniques (section
1017, subsection A).

While the Intelligence Reform Act mandated structured analytic techniques, their
implementation has been gaining momentum in the IC for the last three decades.
Beginning in the late 1970s, the IC experimented with formalizing analysis by exploring
new analytical methods leading to a focus on techniques designed to avoid certain

cognitive biases (Heuer 1978). In the 1990s, changing international threats, a quicker

oence

trai

The

intelligencecy cl e, and data overload, created more

i
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anal ysis

t as thértachnipues weée known at that time. Reformers argued that

the techniques could improve analysis by encouraging analysts to consider multiple rival

hyp otheses and challenge their assumptions.

impetus to implement the techniques grew and reformers sought to import methods from

After the Intelligence Reform Act the

other disciplines including policy analysis, political science, and business. Consequently,

there are I|iterally hundreds of possible meth
analytic techniques. o To reduce this number
the twelve O0cored techniqgues | Amalptic Tradecgat i n t

Primer (2009) (see Table 1 below).

Table 1.1

0 C Stnuatuéed Analytic Techniques

Key Assumptions Check
Quality of Information Check
Indicators of Signpost/Change
Analysis of Competing Hypotheses
Devil 8s Advocagd
Team A/Team B
High -Impact/L ow-Probability Analysis
OWhat | f?6 Anal
Brainstorming
Outside-In Thinking
Red Team Analysis
Alternative Futures Analysis

As of 2011, more than 4,000 analysts have received training in these twelve

techniques,

Agency, 2011).

repr esent i n gicworkfarae dDefense Intetligenceé h e

At the same time, this growth is expected to accelerate as more

7 Alternative analysis techniques were renamed structured analytic techniques to encourage analysts to
think of them not asalternatives but mainstay of 6 g o oadalysis (Heuer and Pherson, 2010,p. 9).

9
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intelligence agencies mandate training programs (Heuer and Pherson, 2010, p. 343) and
more intelligence analysis education programs train the next generation of analysts. A

recent analysis of these education programs found at least 13 that have been founded
since 2001 (Crosston and Coulthart, forthcoming).

Notwithstanding the push for training, there are serious barriers for reformers to
imple ment the techniques. For example, ethnographies of the IC suggest that analysts are
reluctant to utilize techniques because of the increasing current reporting requirements
that emerged in the 1990s and accelerated after September 11th (Johnston 2005, pp6-27;
Dixon and McNamara 2008). At same time many techniques require a perceived,
significant time investment to decompose a problem and externalize the information to
paper or a screen (Heuer 1999, p. 86). Understanding how to implement the techniques

is important if they can be shown to leverage expertise and improve analysis.

1.3DEVELOPING A THEORY OF STRUCTURED ANALYT IC TECHNIQUES

Despite the mandate for structured analytic techniques, there is no overall theory
explaining why the techniques should impr ove intelligence analysis. The theoretical
justification that does exist is rooted in research from cognitive psychology conducted in
the 1970s and 1980s. This research was based on the heuristics and biases research
conducted by Daniel Kahneman and Amos Tversky. They found that respondents in lab

experiments used mental shortcuts or rules of thumb to make quick judgments, and that

10



these heuristics led to predictable errors. For example,in a classic study (Tversky and
Kahneman 1983), respondents were toldabout a young woman named Linda:

Linda is 31 years old, single, outspoken, and very bright. She majored in

philosophy. As a student, she was deeply concerned with issues of

discrimination and social justice, and also participated in anti -nuclear

demonstrations.
Respondents were then asked which is more probable: a) Linda is a bank teller, or b)
Linda is a bank teller and is active in the fc¢
and in making this choice, respondents used the representative heuristic. People use this
heuristic to quickly estimate probabilities on the basis of previous experience. Since
respondents can imagine Linda easier as a feminist bank teller than just a bank teller they
disregard a simple fact about probability: the probabilit y of two events occurring in
conjunction is always less than one event.

Heuer i mported Kahneman and Tverskyds find
his classic, The Psychology of Intelligence Analy$i®©99) which was later the basis for a
justification of structured analytic techniques. Heuer argues that the subjects in
Kahneman and Tverskyds experiments are simila
heuristics that increase the likelihood of errors (Heuer 1999). For example, an analyst
making a judgment about which foreign terrorist group will attack the U.S. might invoke
the availability heuristic, a mental short -cut based on the last or most memorable event.
Since al Qaeda is the last perpetrator of a major terrorist attack, the analyst might focus
only on this group and therefore commit an error of reasoning, thereby ignoring other
known or emerging groups that may attack.
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Due to these errors Heuer and Pherson (2014) argue that analysts should use
techniques that s wi t ¢ hquick ard linjuisive shibking that osk i ng fr
heuristics to slow and effortful thinking. Kahneman (2011) refers to these two types of
thinking as systems 1 and 2. A common example of system 1 is the type of effortless,
intuitive thinking a morning commuter uses t o find his way to work, while system 2
thinking is used in difficult reasoning tasks, such as solving a complex math problem.

Heuer and Pherson argue that the problem of cognitive biases lays in system 1 because

they argue that all biases are the result offast thinking (p. 4). Therefore, they conclude,

the answer lies in using more system 2 thinking, specifically through using structured
analytic techniques, which they claim ohelp i
i nherent i n sy s tbe Imshart, dcdoidingkto Hheged and Bherson, using

structured analytic techniques should engender slow analytic thinking that should

reduce cognitive biases.

Even with Heuer and Phersonds notable eff ol
of structure d analytic techniques, there are issues with their explanation. One issue is that
Heuer and Pherson focus exclusively on cognitive biases as the main performance
standard of the techniques. This is problematic because it narrows the standard for
measuring the effectiveness of the techniques. The normative standards in the Linda
example above, whether the respondent violated the conjunction fallacy ii the belief that
two events occurring is more likely than one -- is illustrative. While certainly it matters
that analysts not violate rules of formal logic and probability theory, other standards also
matter in intelligence analysis, perhaps even more so. For example, while adherence to
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probability theory matter to researchers, managers and intelligence consumers gopear to
view rigor more in line with depth and scope of analysis (Zelik et al.2009).

At the same time, there are serious methodological challenges of proving that a
bias violated formal logic and probability theory, as several psychological research
studies have demonstrated the difficulty of replicating biases in even highly controlled
experiments (Hammond 1996, pp-203-213). This latter point is important for theory
development and testing as any justification for structured analytic techniques should
show a replicable outcome. In addition, while Heuer and Pherson give the use of system
2 as a rationale for the techniques, this justification does not explain why the techniques
might improve analysis because system 2 is as susceptible to biases as system (Kahan
et al.2006, pp. 10931094). Another problem is that the techniques pull from both systems.
For example, the use of Alternative Futures Analysis encourages intuitive, imaginative
thinking to conjure possible outcomes and effortful thinking to ident ify contextual
drivers. The issue does not stop here; many other techniques fit this general description,
relying on both systems. As a result of these limitations a new causal theory of structured

analytic techniques is needed.

1.3.1 A Theory of Structured Analytic Techniques

To address the |Iimitations of Hewuer and Pher sc
is needed that explains outcomes in terms of prior actions or conditions. In this research

the causal theory addresses how the use of structurel analytic techniques can improve
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the quality of intelligence. Astute readers n
cont ext i's similar to oOomethod, d however, t he
method implies a procedure of some kind to reach a desired goal (Kaplan 1973), a theory
sets forth a set of propositions to explaina particular phenomenon. In this context the
theory was formulated to explain how the techniques improve the quality of analysis.

For the purposes of this research the qudity of intelligence analysis has two
components: 1) it is sufficiently rigorous and 2) accurate. Analysis can be said to be
rigorous when it is in -depth, as reflected in intelligence reports. Researchers at the Ohio
State University (Miller, Patterson, and Woods, 2006; Zelik, Patterson, and Woods, 2007)
identified eight attributes of rigor in intelligence analysis by observing and surveying
analysts, thus creating a grounded measure of analytic rigor. These include whether the
analyst explored a range of hypotheses, questioned the reliability of sources, among
others (see table 1. 2, bel ow). The term oOsuff
is dependent on the factors that shape the analytic task: complexity/breadth of topic,
data availability, an d time (Greitzer 2004; Scholtz and Hewett 2004). Relying on these
characteristics it is possible to determine b
example, a complex task, with available data, and a project length of several months, such
as a bng-term strategic forecast, would require more rigorous analysis than a one day
project. Itis important to note that this framework subsumes cognitive bias. For example,
confirmation bias--t he error of seeking to confiefsfim r at he
woul d be subsumed wunder oOhypothesis explorat
would be related to confirming a favored hypothesis. In other words, the Ohio State
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University scale does not replace cognitive biases but provides a reliable measure
grounded in how analysts evaluate rigor. 8

Table 1.2 Selected Rigor Attributes and Description

Hypothesis The construction and evaluation of potential
Exploration explanations for collected data.

Information Search | The focused collection of data bearing upon
the analysis problem.

Information The critical evaluation of data with respect to
Validation the degree of agreement among sources
Stance Analysis The evaluation of collected data to identify

the relative positions of sources with respect
to the broader contextual setting

In addition to rigor, analysis is high quality when it is accurate, that is, when there
is a high degree of correspondence between the analytic judgment and what
subsequently happened in the external world (Tetlock, 2005, p. 10; Hammond 1996). Or
in other words, the extent to which an analy
accuracy is sometimes conceptualized as a O0b:
assessing accuracy is not as simple as checking the box scores; any tasks in foreign
affairs are covert and complex, rendering evaluation of judgment accuracy difficult (e.g.
did country X build a nuclear weapon?). For this reason great caution should be exercised

in evaluating accuracy.®

8 Evaluation of the reliability of the Ohio Statescalehas beenpositive. In one experiment, intercoder
reliability across12evaluations was strong between two coders( 7 w0.86)(Zelik etal. 2007,p. 11)

9 For an excellent discussion of the challenges of evaluating tests of accuracy in foreign affairs, see: Jay
Ul felder, 0Jay UREEE€Edanc e mMietGaod ddghierf BrojectMay, 2014, available at:
https://goodjudgmentproject.com/blog/?p=200
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The causal theory of structured analytic techniques suggests that each structured
analytic technique is designed to encourage analysts to engage in broadening checks,
actions in the analytic process that "slow the production of [an] analytic product and
make explicit the sacrifice of efficiency in pursuit of accuracy" (Zelik 2007 et al). One
broadening check is falsification which requires analysts to challenge status quo thinking
by searching for rival hypotheses, thus increasing the scope of analysis, and rejecting as
many of these as possible. For example, the Analysis of Competing Hypotheses (ACH)
is based on the philosopher Kar | Popperds ar
rejecting hypotheses is necessary for extending knowledge (Popper 1953). Popper (1972,
p.265)summeduy t his argument when he wrote oOoOwheneyv
the only possible one, take this as a sign that you have neither understood the theory nor
the problem which it was intended to solve. 6 F
knowl edge grows through testing multiple hypotheses and evidence rigorously rather
than one.
Another proposition of the theory is that the more broadening checks in the
analysis, the more that the triangulation of judgments can occur, thus producing a more
acaurate judgment. Underlying this proposition is the theory of triangulation (Campbell
and Fiske 1959; Campbell et. al. 1966; Denzin 1978; Cook 1985). The basis of triangulation
theory comes from geodetic survey methods which states that to find a position o n a map,
a surveyor should rely on multiple bearing points to get a closer approximation of where
the target position falls (Dunn 2012, p.16). The wider the distance between bearing points
the better, as each helps the surveyor find the target position. Divergent points let the
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surveyor know how far away from the target position; convergent points tell him he is
getting closer. In intelligence analysis, the points are not GPS coordinates, but pieces of
evidence, hypotheses, and perspectives, which togetherincrease the rigor of analysis.
With each new piece of information the analyst takes in more information, increasing the
relative completeness of what is known about the analytic problem. Increasing relative
completeness is necessary for achieving greate accuracy, the ultimate target of

triangulation. This theory is explained in more detail in Chapter 2.

1.4 ADOPTING EVIDENCE -BASED INTELLIGENCE A NALYSIS TO ANSWER

THE RESEARCH QUESTIO NS

Evaluating the theory of structured a nalytic techniques in the context of the Intelligence

Reform Act requires an approach that focuses ¢
to improve analysis by using structured analytic techniques has been effective. One such

approach is evidence-based practice, which has been implemented in fields ranging from

medicine (Sackett 2000), policy (Davieset al, 2001), to policing (Sherman, 1998), to
counterterrorism (Lum et al.2006). The promise of evidencebased practice has led some

intelligence practitioners to call for evidence -based intelligence analysis (Marrin 2012;

Chauvin and Fischhoff 2010; Pool, et al. 2009), however, these researchers have yet to

define it in the context of intelligence analysis. In this research, | define evidence-based

analytic practice as the deliberate effort to develop a robust evidence-base linking the use
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of specific analytic methodologies to quality intelligence analysis. Underlying this
approach is the goal of building a robust body of evidence through carefully cons tructed
evaluations of using analytic techniques.

Structured analytic techniques provide one remedy to improving intelligence
analysis and foreign affairs, generally. However, to determine if the techniques can
address this problem two issues must be addressed: whether the techniques can be
implemented and if they are effective, and if so, under what circumstances. To answer
these questions an evidencebased approach was taken using semistructured interviews,
a survey, a systematic review of research onthe techniques, and an experimental

simulation.

1.4.1 Research Question 1: The Implementation of Structured Analytic Techniques

The first research question addresses implementation: How often are structured analytic
techniques used in the IC and what factors affect their use? There have been several
attempts to implement structured analytic techniques, such as the Global Future
Partnership which, brought experts outside of the IC to use the techniques.10 Efforts at
the National Intelligence Council (NIC) ha ve also introduced the Alternative Futures

Analysis technique to produce the Global Trendsseries of reports. However, the Global

10 Interview with Warren Fishbein, June11,2014.
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Future Partnership and NIC are an exception. Other research suggests that structured
analytic techniques are rarely used on the job (Johnston 2005).

Several variables might explain why analysts could be reluctant to use the
techniques. For example, Moore and Hoffman (n.d.) argue quality of training in the
techniquesfi an organizational variablel is important. They assert that the current
curriculum does not take into account anal yst s
time is given to practice the techniques. Marrin (2007) argues that belief systems of
analysts are an important variable. Anecdotal accounts from the IC paint a portrait of
analysts suspicious of the value of the techniques, especially older analysts, which Moore
and Hoffman (n.d.) attribute to the inability of structured analytic technique proponents
to Omake a convincing casemehbhtnganaiwgst Mooo
Hoffman n.d., p. 2). However, there is no research on how pervasive this view is in the
IC. At the same time the IC is undergoing a demographic shift, it is also facing a veritable
6 c at 6flom fagking requirements: the amount of current reporting has increased
(Johnston 2005, pp. 2&7; Dixon and McNamara, 2008) while analysts are under more
pressure to use structured analytic techniques which are perceivedo require more time
(Heuer 1999, p. 86).

In Chapter 4, an attempt is made to answer the implementation question by using
key informant interviews and a survey of a US intelligence agency with 80 analystsfi the
largest ever attempted. The informant interviews were held with expert members of the
IC willing to share their knowledge of the analytic reform movement and intelligence
methodology. These informants were selected through a purposive and snowball
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sampling strategy. While the key informant inte rviews focused on the overall
implementation of structured analytic techniques in the IC, an in depth field study of INR
was used to examine the variables hypothesized to affect the use of the techniques. The
study included both a survey of 80 intelligenc e analysts and follow-up interviews with
15 analysts to probe the interpretation of the study variables. The results of the survey
were analyzed with descriptive and inferential statistics and integrated with qualitative

data from the interviews.

1.4.2 Research Question 2: The Effectiveness of Structured Analytic Techniques

The second research question addresses the effectiveness of the techniques: do structured

analytic techniques improve the quality of intelligence analysis and, if so, under what

crcumstance s ? The U. S. Atatyticdnadecradt Pim@62009) | i sts 12
structured analytic techniques (see table above), including scenarios (under the name

alternative scenarios analysis), Team A/Team B, and red teaming. This list is significant

not because it is comprehensivéi Johnston (2005) identified more than 190 techniques

used in the ICiA but because it has been used to create the curriculum of the analytic
reform movementds seminars and trainingemater.
sample of techniques promoted in the reform effort. However, it is unclear to what extent

these core techniques might improve the quality of intelligence analysis except for some

scattered anecdotal evidence (Marrin 2012).
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To begin to answer the effediveness research question, a systematic review was
conducted of the evidence on structured analytic techniques. Defined, a systematic
review is an oexplicit method to identify, sel
(Cochrane Glossary 2014). 8ch reviews are used in evidence-based policy to sum up the
best available evidence on a specific quest.i
Collaboration 2014). While the systematic review is similar to its close relative, the
literature review, there i s an important difference: transparency. Unlike a traditional
literature review, the researcher conducting a systematic review makes his procedures of
his review explicit, such as specifying the criteria for why a research study is (or not)
included. Thist ransparency should decrease the possib
that fits the researchero6s preconceived notio
at the beginning of a systematic review, the researcher must set the inclusion criteria, the
rules for using research reports.
Studies for the review were drawn from within the intelligence studies literature
and outside in numerous disciplines, such as policy analysis and business. Evidence from
intelligence studies comes from de-classified documents from the IC, such as a use of the
Team A/Team B exercise during the Cold War (Mitchell 2006) and research conducted
by students at intelligence training centers and universities. While these sources are
useful, there is also a large body of evidence outside the intelligence literature. This
evidence is available in the form of research studies published in peer reviewed academic

journals. However, it is important to note that not all evidence is equal; an anecdotal
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impressions is less credible evidence than a randomized control trial. Therefore, this
research also takes into the quality of evidetl
To supplement the systematic review, an experiment was conducted to evaluate
two particular structured analyt ic techniques: ACH and Indicators or Signposts of
Change (henceforth: Indicators). The Indicators technique requires analysts to list
oOobservable events that one would expect to s
(U.S. Government 2009). In pracice this might mean analysts listing the indicators of an
upcoming coup, for example (e.g. the presence of rioting, political assassinations). ACH
di ffers from Indicators in that It Il ncl udes
advance throughaproces of conj ectures and refutations,
use of ACH is fairly straightforward: analysts start by creating a matrix and then insert
evidence in the rows and hypotheses in the columns. Next, each piece of evidence is
compared with each hypothesis to attempt to determine what Heuer refers to as
0 di a g n oisthecextéeny to which each of piece of evidence is consistent (or
inconsistent) with each hypothesis. In generating evidence, analysts are encouraged to
try to disconfirm the hypo theses. Once the matrix is complete, hypotheses that can stand
up against the evidence remain. It is in this falsification process that ACH differs from
Indicators. However, an open question is the extent to which ACH helps analysts falsify,
rather than confirm their own beliefs, a phenomena found in both the psychological
(Wasson 1968) and intelligence studies literatures (Tolcottet al.1989).
The experiment was a forecasting simulation involving 21 foreign graduate
intelligence studies students from the University of Pittsburgh randomized into two

22



experimental groups, ACH or Indicators group. Within each group were three analytic
teams made up of 35 students. The task of the simulation was a realistic intelligence
analysis task: study participants wer e asked to provide a percentage of chemical weapons
that would be removed and destroyed from Syria as per the United Nations Security
Council resolution for that country to destroy its stockpiles. Along with their predictions,
participants also provided a narrative so that rigor could be assessed, and completed a
short cognitive reasoning style questionnaire. To determine what extent structured
analytic techniques improve over intuition, each group (the experts, students using ACH,
and students using indic ators) made intuitive judgments without using a structured
analytic technique. However, after their initial intuitive judgment, student teams spent
three hours analyzing the task using their assigned technique and made another set of
analytic judgments.

Research from diverse literatures, such as social psychology (Thompson and
Wilson 2014) and forecasting (Armstrong 2006) suggests that faceo-face collaboration
can lead to social conformity which can in turn reduce the quality of analysis. Therefore,
it was expected that the hypotheses participants generate in aggregate before
collaborating face-to-face, will be greater than after the number of hypotheses generated
after face-to-face collaboration, regardless of the technique used. This study hypothesis
isparticularly important for ACH because
collaborate and generate a full set of plausible hypotheses (Heuer and Pherson, 2011, p.

32).
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This experiment also addresses how cognitive reasoning style might interact with
the use of the techniques. Cognitive reasoning style is important in intelligence analysis
because if an analyst has a more open style s/he is more willing to collect more disparate
information and therefore likely to triangulate down to the corre ct answer in foreign
affairs analysis (Tetlock 2005; BarJoseph and McDermott 2008). However, it is not clear
to what extent, if at all cognitive reasoning style will interact with techniques on the rigor

and accuracy of analysis.

1.5 AT THE FRONTIER OF F OREIGN AFFAIRS ANALYSI S

The analytic reform movement presents an opportunity to determine to what extent
foreign affairs judgment can be i mproved.
clear limitations and a diminish ing return on improving judgments of foreign affairs
confirms what many in political psychology have long suspected: in the complex, chaotic
international realm experts do little better than well -informed observers in making mid
and long-term forecasts. Compounding the problem, foreign af fairs is an area of policy
making where being wrong is costly in both blood and treasure. Perhaps no other
institution understands this fact as the worl
the United States intelligence community.

Fortunately, there are possibilities for improving foreign affairs analysis through

structured analytic techniques. However, there are two important questions. First, while
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the techniques hold promise for improving the rigor and ac curacy of analysis, anecdotal
accaunts suggest that analysts are wary of using them. The literature provides several
reasons ranging from increasing time pressure to the availability of training. Second,
there are significant knowledge gaps in how the techniques should improve analysis.
The next chapter synthesizes and reframes the literature on intelligence to set a
testable standard for quality analysis and a theory of how the techniques might improve
analysis. With the inquiry framed and structu red, Chapter 3 outlines the multi -method
research design to answer the research questions. The empirical chaptersChapters 4, 5
and 6, present results of this research. In thefinal chapter, the results from the empirical
chapters are synthesied to develop a set of evidencebased principles for intelligence
analysis. Additionally, the final chapter sets forth steps to implement the evidence-based

principles to improve intelligence analysis in the IC.
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2.0CHAPTER 2: ASSESSING THE QUALITY OF INTE LLIGENCE ANALYSIS: A

SYNTHESIS AND REFORM ULATION

The purpose of the analytic reform movement is to improve the quality of
intelligence analysis (I mmerman 2011, p .
is controversial and conceptually difficult (Marrin 2012). Section 2.1 examines the
standard measure of intelligence and decision quality from the literature, the presence of
cognitive biases. An examination of the cognitive biases literature suggests that while
cognitive biases certainly exist in intelligence analysisfi or any kind of information
analysis for that matter--it is a narrow and unreliable measure. In place of cognitive
biases, a two componment measure of analytic quality is suggested. This framework for
evaluating analytic quality takes into account the accuracy and whether analysis
complies with a set of established rigor standards, including elements related to cognitive
biases. Using accuracy and rigor as a standard, section 2.1 concludes with a discussion of
how there is a dimishing returns on expertise.

Il n Section 2.2 intelligence analysis
and Helmer 1959) that can be improved through structured analytic techniques which
leverage expertise and make the analytic process explicit. Next, thesection covers the
theoretical justification for the techniques from Heuer and Pherson (2014) that claims

structured analytic techniques lead to system 2 (slow thinking) that debias system 1 (fast
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thinking). However, this account misinterprets a key findi ng in the psychological
literature: system 2 can be susceptible to the same unconcious screening and
manipulation of information as system 1 (Kahan et al.2006, Kahan 2013).

In section 2.3 a theory of how structured analytic techniques improve intelligenc e
analysis is proposed based on a theory of triangulation (Campbell and Fiske 1959; Webb,
Campbell, Schwartz and Sechrest 1966; Denzin 1978; Cook 1985). Specifically, | argue that
the techniques require analysts to engage in a set of broadening checks thawiden the
scope of the analysis. As the analysis widens, analysts are able to triangulate to make
more accurate judgments. It should be noted that while this theory is explanatory it is
also normative in that it provides potential guidelines for how to improve intelligence
analysis. In other words, it is a theory of a method. 11The final section (2.3) of this chapter
traces the intellectual history of structured analytic techniques and the eventual wide -
scale implementation of these techniques as a key feture of the analytic reform
movement. An important question about the success of the movement centers on the
extent to which structured analytic techniques have been implemented. The literature on
knowledge utilization and intelligence studies is synthes ized to identify several

variablesii training, time pressure, and the demographic shift in the IC.

11 A similar example would be game theory. In game theory certain assumptions are made and there is a
desired goal or end state,to make or foreseeanother p | a y w@ilityd rmaximizing decision.
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2.1 WHAT | S OOQWAILEILLY GENGE SARADY WHY HARD6 S SO

TO PRODUCE?

The mission of the intelligence community (IC) is to generate intelligence analysis to
guide decision makers. However, a critical question is what constitutes analytic quality.
The common determinant of quality in the international relations and intelligence studies
literature is whether cognitive biases were mitigated or reduced but f ollow -up research
on cognitive biases casts some doubt on this as a reliable measure of intelligence quality.
Most notably, researchers have been unable to replicate many biases, even in lab settings
(Hammond 1996, pp-203-213).

Instead, an alternatve meas ur e i s a modi fied version of
part measure that takes into account whether the analysis was sufficiently rigorous, such
as the exploration of multiple hypotheses and verification of evidence, and also whether
the analysis is empirically accurate.l2 Applying this measure as a benchmark of analytic
quality, a probe of the literature suggests that expert judgment provides diminishing
benefits for reliably generating quality intelligence analysis. In other words, expertise
matters but not as much as conventional wisdom would lead us to believe. Further

complicating matters, the use of heuristics in expert judgment, the limitations of an

12 Assessmentof empirical accuracyin foreign affairs tasksis undoubtedly difficult but possible. For a
discussion of the challengesof evaluating empirical accuracy, see:

JayUlfeld er, 6 J &Jelder on the Rigor-RelevanceT r a d eTtd Godd Judgment Project, May, 2014,
available at: https://goodjudgmentproject.com/blog/?p=200
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individual perspective (someti mes referred t
complexity of internatio nal affairs appear to limit the effectiveness of expert judgment.

2.1.1 Defining Intelligence Analysis Quality

Each day the (IC) collects enough data to fill the Library of Congressii the largest
repository of public knowledge in the U.S. i several times over (Aid 2013). This raw data
is processed by approximately 20,000 government analysts plus a larger but unknown
number of contractors funded by an estimated 75 billion dollar annual budget (Priest and
Arkin, 2011). Central to this process is intelligence analyss, which one of its founders
called the o[application] of the instruments c
making (Kent 1949). To conduct analysis, intelligence analysts apply their expertise and
reasoning to a myriad of data sources classfied under a bewildering array of acronyms,
such as HUMINT (human intelligence), SIGINT (signals intelligence), OSINT (open
source intelligence), to name a few (Krizan, 1999). The products of this massive system
are intelligence reports, disseminated to decision makers in a variety of mediums
including presentations, briefing papers, and memos. Garst (1989, pp. 57) identifies six
types of intelligence products including research, current, estimative, operational,
scientific/technical, and warning. These pr oducts differ greatly in their purpose with
some focusing on future or potential events (e.g. estimate and warning), while others can
focus on short or near-term events (current).
However, the intelligence analysis @@roces:

intelligence analysis and in fact, even a cursory reading of the literature provides a long

29



list of cases from Pearl Harbor (Wohlstetter, 1962) to the Irag War (Jervis 2006) where

intelligence analysis errorsi at least in partii led to foreign policy disast ers. In analyzing

these events, intelligence studies and foreign affairs scholars have retrospectively judged

failure in terms of cognitive biases and errors of reasoning. For example, Jervis (2006)

concluded the IC failed to question its assumptions about | r aqds weapons of

destruction program and did not give due diligence, to invoke the famous Sherlock

Hol mes case, to the o0dogs that did not bark. o

to confirmation bias, the error of seeking to confimrather t han di sconfirm o
Jervisd and other scholars work on cognit

winning research by cognitive psychologists Daniel Kahneman and Amos Tversky.

Kahneman and Tversky used lab experiments to show that subjects do not think

according to the tenets of rationality i extensive information search and proper

weighting of wutility functions. Instead they 1

in the process, violated rules of probability theory or formal logic. The se violations of

probability theory and formal logic are called cognitive biases. In the 1970s, this research

was imported to intelligence analysis (Heuer 1999) and international relations (Jervis

1976) as a basis for evaluating foreign affairs decision m&ing and intelligence analysis.

However, in the 1980s, |l ong after Kahneman anc

migrated to the international relations and intelligence literatures, other cognitive

psychologists began questioning the internal and external validity of their findings,
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criticisms that are rarely discussed in international relations or intelligence literatures to
this day. 13
In the 1980s, after the cognitive biases literature had been imported into
international relations and intelligen ce studies, psychologists found that if they slightly
tweaked experimental conditions many of the cognitive biases would disappear. For
example, Nisbett (1980) instructed test subjects in basic probability theory and found that
so-called innate errors of human reasoning melted away. Also, other researchers have
guestioned whether the abstract reasoning tasks that Kahneman and Tversky employed
to O0Oexposed cognitive biases are genlevelal i zab
political decision making (Sue dfeld and Tetlock 1992) and intelligence analysis (Moore
and Hoffman n.d. ). Tverskyds and Kahneman (1
to the abstract nature of many of the tasksfi in the experiment they asked subjects to:
oconsi der tRmorellilkelyto appearkh the first position of a word or the third
position of a word?5¢d To date Kahneman -has no
up research does imply that cognitive biases do not existfi it is undeniably true that
humans are boundedly rational and make errors in judgment (Simon 1972). Rather, the
problem is whether using cognitive biases as a psychometric measure based on
probability theory and formal logic as a benchmark is a reliable measures of analytic

performance.

13 For an extensive discussion of the methodological foundation of the cognitive biasesresearch,see
Hammond (1996)pp-203-213.

31



An alternative approach is to examine whether analytic judgments confirm to the

established rules and norms of analysts and whether they are empirically accurate. Zelik,

et al. (2010) explored what counts as the norm for quality intelligence analysis by

surveying and observing analysts and developed a multi-attribute scale of depth

covering eight attributes, which, when combined, reveal a composite assessment of

analytic rigor derived from practitioners (see Table 2.1, below). For example, a key issue

for attaining analytic depth is the exploration of alternative hypotheses, which subsumes

elements of the cognitive bias, confirmation bias. Other depth attributes include the

validation and extent to which diverse information sources were sought out, among five

other depth attributes.

Table 2.1: Truncated and Reproduced Rigor Attributes from Zelik et. al (2010)

clear establishment of
underlying veracity

Rigor Attribute Indicators of Rigor
6Shall owbo 6l n Depthd
Hypothesis Little or no consideration of Significant generation and
Exploration alternatives consideration of alternative
explanations
Information Failure to go beyond routine Collection from multiple data
Search and available data sources types

Information General acceptance of Systematic and explicit processes
Validation information at face value, no employed to verify information

Stance Analysis

Little consideration of the
views and motivations of
source data authors

Perspectives and motivations of
other authors/sources are
considered

Information
Synthesis

Little insight with regard to

how analysis relates to the

broader context or to more
long-term concerns

Extracted and integrated
information in terms of
relationships rather than
components and with a thorough

32




consideration of diverse
interpretations of relevant data.

A more difficult issue is defining what co
the sheer diversity of tasks analysts undertake, to recommend high rigor in all attributes
across all is setting the bar unrealistically high (Zelik & al. 2007). Consider an analyst
working alone on current reporting, an analytic task with short turnaround (less than a
day): is it realistic for this analyst to achieve high depth across the eight attributes? Most
likely not. To make sense of what counts as sufficient rigor, we can factor in the
characteristics of the analytic task. Greitzer (2004) and Scholtz and Hewett (2004)
surveyed analysts to provide analytic task characteristics, with two important for
determining sufficient depth: complexity/bre adth of topic and available time. Relying on
these characteristics it is possible to deter
example, a complex task with a project length of several months, such as a longterm
strategic forecast, would require rigorous analysis across the eight attributes to be
considered sufficiently rigorous.

In addition to rigor standards, analytic quality can be evaluated by determining if

~

an analyst 6got it right.d& This mea®iisthte i s r e

(

1

extent to which an analystds judgments corres

(Tetlock 2005; Hammond 1996). For example, if an analyst concluded the Soviet Union
would fall in the late 20 t century, and foresaw the Arab Spring he would score high on
the correspondence measure. To date, the largest application of the empirical accuracy

standard was Tetlockds (2005) study in which
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experts to make thousands of judgments over several years. In intelligence studies
literature similar attempts have been made, albeit on a smaller scale. Feder (1995)
reported a similar study when he disclosed the results of a forecasting model used at the
CIA called Policon which was reportedly twice as accurate as a team of CIA analysts in
forecasts of political instability. In addition to this work, other researchers have assessed
correspondence by abstracting historical events to hide key details. For example, Folker
(2000) provided abstracted vignettes of real events, sich as the Allied invasion of Nazi
Europe during World War 11, to test how analysts utilizing an analytic methodology fared

against those who did not.

2.1.2 The Diminishing Returns of Expert Judgment

The traditional approach to intelligence analysis, expert judgment, is based on the
intuitive judgments of analysts, often working alone, in a variety of regional and
functional areas (Johnston 2005). In its purest form, this mode of analysis relies on
intuitive reasoning on the basis of expertise (Marrin 2012; Khalsa 2009). In addition, the
traditional form of analysis is also understood to be a solitary activity, with most
collaboration occurring after or at the end of the analytic process, rather than
throughout. 4 The solitary nature of expert judgment can be problematic because a single

perspective is unlikely to subsume enough important information to conduct in depth

14 Personal communication with Richards Heuer Jr. (August, 2014)
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analysis of complex issues (Churchman 1971). This threat is discussed in the intelligence
|l iterature through t he c ondgilatpn of thd intafigence a | mo d
analyst's cumulative factual and conceptual knowledge into a framework for making
estimative judgments on a complex subjecto (
model of the analyst he or she will filter information diffe rently, potentially excluding
key information, such as hypotheses or pieces of information. Muller (2007) explores this
concept through political affiliation and points out conservative and liberal analysts are
likely to filter information differently bec ause each has a different mental model, giving
each side an incomplete picture of international threats.

Nowhere else has the limitations of expert political judgment been more apparent
than in empirical accuracy. In one study conducted by the Economistfinance ministers,
chairmen of multinational corporations, Oxford University economics students and a
control group of London garbage collectors, were asked to make economic predictions
from 1984 to 1994. While the number of respondents was low, just a daen or so, the final
results were shocking: the groups were very similar, and surprisingly, the garbage
collectors were tied with the corporate chair
E ¢ 0 n o mperilmdhtson a much larger scale with 200 expertsand found that expertise
matters, but only to a point. Interestingly, the experts easily beat out undergraduates but
Tetl ock found ohighly educated and experien
untrained readers of newspapers in their ability to make accura te long-term forecasts of

political eventsdé (Kahneman and Klein 2009,
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diminishing returns on foreign affairs expertise; being an expert on a region or topic may
improve accuracy over novices but not well -informed ob servers.

Two factors explain why expertise can only take us so far: the complexity of
forecasting in international affairs and the lack of opportunities to learn (Kahneman and
Klein 2009). Across disciplines, researchers have long understood that tasks wtere
professionals make judgments involving human behavior, empirical accuracy is lower.
Professionals in these areas include probation officers, counselors, intelligence analysts,
and many more professions. Shanteau (1992, 1987) noted this distinction by
differentiating between professionals who | udc¢
rotations of the moon or the change in the tides. Underlying the difference between these
two types of professions are signposts in the environment that guide decision makers to
form their judgments. These can take many forms ranging from cumulus clouds
signaling an incoming thunderstorm or rioting as a sign of regime collapse. Common to
all such signposts is that each gives decision makers a sense of what is or will lappen in
the judgment task: the warm front indicates to the weathercaster rain could be coming;
reports of civil disorder indicate to the intelligence analyst regime change could be
coming. However, not all signposts are created equal; some are more relidle and linear
than others. This point that has been explored extensively by researchers using
Brunswi kds (1952) I ens model , a theoretical f
judges use indicators, informational cues in the environment. Karelaia and Hog arth
(2008, pp. 415 and 420) summed up a sizable chunk of lens model research in a meta
analysis of 249 studies and found, not surprisingly, that accuracy is lower when
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indicators are less reliable and nonlinear. This suggests that in certain intelligence tasks,
such as determining the intentions of a terror group, where there are few reliable and
linear cues, accuracy is likely to be low.

In addition to the casual complexities of intelligence analysis, there are also few
opportunities for analysts to rec eive feedback. This point is important because decades
of cognitive psychology research suggest that tasks with more opportunities for feedback
will enable practitioners to be more accurate (Kahneman and Klein, 2009). For example,
Chase and Simon (1973) sidied chess players and found that chess masters leverage
10,000 hours of practice to develop increasingly more accurate judgments, a point
popul arized i n MaBlink (2006). The ardevlgirg Ifagtsr driving the
relationship between feedback and accuracy is that a practitioner can learn from their
mistakes and re-calibrate for the next judgment. 1> However, in intelligence analysis there
are usually few opportunities to get feedback because as Tetlock and Mellers (2009) note,
whil e 0t heated omportenities éop learning how to direct Predator -drone
attacksd there are not many opportunities for
generation dynastic succession in North Kore.
analysts feedback on their judgments might be feasible in some intelligence tasks but less

so in others (Rieber 2004).

15 Beyond issuesof intelligence and foreign affairs judgments, failure and feedback are instrumental in
engineering and the design sciences.Petroski (2008)arguesthat in order to improve performance,
designers should look to past failures rather than successesFor an extended discussion with examples,
see:Petroski, Henry. Successhroughfailure: Theparadoxof design Princeton University Press,2006.

37



Post-mortems of the most recent intelligence failures related to September 11" and
the Iraq weapons of mass destruction assessments suggest that, among othefactors, the
traditional approach to analysis based on expert judgment might have contributed to
these disasters (Finger 2008; Laipson 2005). This traditional approach is certainly not
al ways the oOowrongd6 way to conduct edaypadfysi s
analytic task), but the literature suggests that while definitive conclusions are not
possible, there is a need for new thinking about how to improve the quality of intelligence

analysis.

2.2 REFRAMING INTELLIGEN CE ANALYSI| S NESACASCIEINCE 6

One way to improve intelligence analysisistore-c onceptualize 1t as 0i
(Rescher and Helmer 1959) that uses special methodologies called structured analytic
techniques. These methodologies could improve analysis by leveraging and structuring

anal ystsdé expertise. However, the I|iterature
mechanisms that might lead to an improvement in analytic quality from the techniques.

One explanation is Heuer and Pher sonhdigues( 2014)
lead to system 2 (slow thinking) that debias system 1 (fast thinking). However, this

argument is based on the incorrect assumption that biases cannot occur in system 2. In

fact, research shows that the same kind of screening and distorting of evidence

subconsciously in system 1 occurs in system 2 (Kaharet al.2006, pp. 10931094). In other
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words, both heuristic reasoning in system 1 and reflective reasoning in system 2 can

contain biased thinking. An alternative theory is the theory of triangula tion (Campbell

and Fiske 1959; Webb, Campbell, Schwartz and Sechrest 1966; Denzin 1978; Cook 1985)

that states that analysts using techniques will perform broadening checks to consider
more perspectives, evidence, and hypotheses. Combining this information, analysts

should be able to triangulate to make more accurate judgments.

221 I ntelligence Analysis as an Ol nexact

Given the limitations of analysis relying mostly on expertise, intelligence analysis

scholars and practitioners have explored the idea of shifting intelligence analysis from an

Scien

expertiseebased oarto to a structured, systematic

many intelligence scholars and practitioners¢

reject a binary digtandtiosrci batweén aadr ti

intelligence analysis ought to be a mixture of both, as both systematic inquiry and
expertise are necessary (Kerbel 2008). Unfortunately the intelligence literature provides
l'ittle guidance on vamalt otshcd emicx 6o fs hoad td
analysis. At this point, the literature seems to have hit a dead-end, unable to provide
further explanation of how intelligence analysis is both art and science. Fortunately, the

philosophy literature provid es a useful conceptual framework.

nst e

| ook

An alternative framing of i ntelligence an

science. o6 In their seminal article, 0The
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Helmer (1959) argue there are two broad types of st e n c e, the Oinexactod

di sciplines and ©O6exactd type Il imited to

bet ween judging static oOoOthingsdé and peopl e

reasoning process is formalized takes place byformal logico -mathematical derivation of
the hypothesis from the evidence.1® Consequently, Rescher and Helmer conclude there
are few truly exact sciences, such as physics and mathematics.

The social sciences are inexact due to their reliance on a less fanalized reasoning
process and looseness of its predictions. Readers might notice that some areas of social
science also include formalization. However, there is considerable debate as to whether
highly formalized work (e.g. rational choice and game theory) has been used to the same
effect in the social science as it has been in the exact sciences (Walt 1999). In other words,
the inexact sciences can mimic the exact sciences by formalizing the reasoning process,
but it is unclear if this improves predictive power. For example, a political scientist may
use rational choice theory and statistical modeling to forecast an election, but his forecasts
are likely more probabilistic than the astronomer estimating the orbit of a distant moon.

According to Helmer and Rescher, an added distinction of the inexact sciences is
that expertise can play an important role. Such a pronouncement on the value of expertise

mi g ht seem odd given Tetlockods (2005) fi

16 Even in the casesof these so-called exact sciences,and as Rescherand Helmer note, there is likely a
disconnect between how scientistsdo their work (called 0 | o-opdu & evéryus how philosophers of science
and others characterize the work of these scientists (called 0 econstructed | o g i Fo© gn.extended
discussion of theselogics see:Kaplan, Abraham. TheConductof Inquiry: Methodologyfor BehavioralScience
Chandler Publishing Company, 1964.
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expertise. However,Rescrer and Hel mer ds argument stil]l hol
that expertise, if structured and extracted carefully from experts, can make up for a major
problem in the inexact sciences: the lack of stable and generalizable theory. According to
RescherandHe | mer , t heories i n t hel aiwsedx abcetc asucsiee ntchee
apply to a particular time and place. For example, structural realism may explain well
interstate conflict in the Western world from the 19 th to the end of the 20" century well,
but have less predictive power to understand conflict in prehistoric societies. Experts
hold these quasi-laws as unarticulated background knowledge that can assist in specific
contexts, but the problem is that this knowledge must be reliably extracted in a structured
manner. For this reason, Helmer and Rescher conclude an important task for the inexact
sciences is the development of special methods to leverage expertise, and potentially
push the boundaries of the inexact sciences.
While never invoking Hel mer and Rescher, a small group of intelligence analysis
reformers have sought to implement special methods to structure analysis. Beginning in
the early 1970s early intelligence reformers, such as Richards Heuer and Jack Davis began
the hard work ofintrod uci ng met hodol ogi es they termed o0al
to structure analysis and leverage expertise, just as Rescher and Helmer had suggested
decades earlier. This new approach differed from the expert judgment approach in that
it sought to make analysis more transparent, and hopefully, more accurate. To
accomplish this task, alternative analysis dr
such as operations research and policy analysis. After the Intelligence Reform Act (2004)
in which alternat ive analysis was specifically cited, intelligence instructor and researcher
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Randy Pherson suggested the switch to o0struct
around the oOalternativedéd terminology, whi ch
techniques an alternative to traditional analysis.

More than 40 years after Davis and Heuer introduced the techniques to the IC,
they have proliferated widely, if not thinly, with more than 150 techniques in use inth e
IC (Johnston 2005). However,in 2009 the ICpubl i shed a pri mer of 12
analytic techniques categorized into the three types of diagnostic, contrarian and

imaginative.

Table 2.2: Structured Analytic Techniques

Diagnostic Key Assumptions Check

Quality of Information Check
Indicator s of Signpost/Change
Analysis of Competing Hypotheses
Contrarian Devil 8s Advocacy
Team A/Team B

High -Impact/Low -Probability
Analysis

6What | f?26 Anal ysi
Imaginative Brainstorming

Outside-In Thinking

Red Team Analysis

Alternative Futures Analysis

The purpose of diagnostic techniques is to assess underlying assumptions,
information, or hypotheses in an analytic argument. When performing diagnostic
analysis, analysts should uncover weak components of their arguments. Diagnostic

techniques were introduced as a way to move beyond anal yti
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disparaging term for uncritical analysis based on unexamined assumptions and beliefs
(MacEachin 1994). The techniques address assumptions by forcing analysts to consider
the foundations of their argum ents by writing and/or comparing pieces of evidence,
assumptions, and hypotheses. For example, the Analysis of Competing Hypotheses
(ACH), discussed in more detail below, assists analysts in disconfirming their favored
hypothesis.

While diagnostic techniq ues assess the strength of arguments by examining the
underlying structure, contrarian techniques force analysts to break arguments down by
comparing competing arguments. For exampl e,
individual argues against the conventi onal wisdom of a group. The potential benefits of
contrarian techniques are twofold. First, challenging arguments and beliefs may
encourage analysts to focus on weak areas to improve or clarify, similar to the diagnostic
techniques. Second, contrariantecmi ques can be useful to oweed

In imaginative techniques, analysts are encouraged to consider new perspectives,
futures, and ideas. Unlike diagnostic or contrarian techniques that attempt to converge
on a more accurate answer, imaginaive techniques generate several possible answers. In
red team analysis, for example, analysts try to put themselves in the mind of an
adversary. Considering how a dictator or terrorist plotter is thinking brings new
perspectives to the table and can inform analysis. The purpose of imaginative techniques,
such as Alternative Futures Analysis, is not to predict the future but provide the decision
maker with multiple plausible scenarios, which can hopefully, lead decision makers to
prepare for multiple future s. For example, the National Intelligence Council (NIC) use

43



the technique to produce the Global Trendseports which extrapolate key drivers, such as

demographics, technology, and political issues, to guide strategic-level decision making.

2.2.2 A Justifica tion for Structured Analytic Techniques: System 1 and 2 Thinking

While each of the techniques should improve the rigor and accuracy of analysis, the

current justification for structured analytic techniques provided by Heuer and Pherson

(2014) does not provde a coherent justification. Heuer and Pherson (2014) base their
justification of structured analytic techniques on dual process theory from cognitive
psychology. This theory suggests that cognition uses two systems: system 1 and system

2 (Kahneman 2011).System 1 covers the intuitive processing and as such it is extremely

fast and unconscious, extracting information from easily accessible information stores
containing knowledge. A common example of system 1 thinking is the intuitive reasoning

used by a morning commuter; the commuter intuitively takes the same route to work

each day. System 2 covers more slow and deliberative conscious thinking, such as that
required to solve a difficult math problem. Heuer and Pherson argue that the problem of
cognitvebiases | i es in system 1 because they argue
that all biases are the result of fast thinking (P. 4). Therefore, the answer lies in the usage

of system 2. According to Heuer and eRhypea son:
of system 2 reasoning designed to help identify and overcome the analytic biases inherent

in system 1 thinkingo (p. 5). I n short, usin
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engender slow analytic thinking that should cause analysts to make fewer errors of
reasoning or cognitive biases.

However, the distinction between system 1 and system 2 for debiasing might not
be as clear as is commonly believed. Research suggests that the same kind of screening
and distorting of evidence subconsciously in sy stem 1 also occurs in system 2 (Kaharet
al. 2006, pp. 10931 0 9 4 ) . I n fact, a concept kKknown

subconscious screening of evidence and information that threatens one beliefs in both

(

system 1 and system 2. As Kahanet al.st at e, oin effect, def ense

individual s0 use of System |1 reasoning,
methodical analysis to support beliefs dominant within their group and to debunk
chall enges t o t ho Asardsudtanalgsts sam use fechniqgled & 4ripger
reflective system 2 thinking, but there is reason to believe that this type of thinking will
consistently debias.

A related problem for using the system 1 and 2 distinction is that structured
analytic techniques use both systems, with some techniques relying more heavily on one
than the other (Martin et al, 2011). For example, some techniques rely on extremely
formalized rule based processes that require system 2, such as ACH, among others. These

are thetechniques Heuer and Pherson seemed to have in mind when they make the claim

about system 2 thinking debiasing. However

not calculative in nature [and] i nstead
(Martin et al, 2011, p. 33), thus relying on system 1. Examples of these techniques include
many imaginative and contrarian techniquesi a | | of which are 1in
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book (2010; 2014 such as Red Teami ngJgeamB/éeamB,o®amda v oc acy
few. Given that both systems are equally susceptible to biases and the techniques draw

from both, the distinction between system 1 and 2 is not useful for explaining why the

techniques improve analysis. To explain how intelligence analysis is improvable as an

inexact science, a new theory is needed.

2.2.3 A New Theory of Structured Analytic Techniques

As discussed above, measuring the quality of analysis has two components: 1) it is

sufficiently rigorous and 2) accurate. Analysis can be said to be rigorous when it is in-

depth. Rigor is measured by attributes identified by Miller, et al (2006) and Zelik, et al.

(2007) , such as the extent to which the anal
guestioned the reliability of sources, among others. Analysis is also high quality when it

is accurate, that is, when there is a high degree of correspondence between the analytic

judgment and what happened in the external world (Tetlock, 2005, p. 10; Hammond

1996) . Or in other words, ethse ietxtreinghtt.o6 whn ¢
prerequisite for effective use of structured analytic techniques is that analysts avoid

premature cognitive closure. Cognitive closure is defined as the stopping rule at which

an analyst will no longer consider new pieces of evidence, hypotheses, and so on (Wastell

et al.2014; Kruglanski 2004)17 If analysts reach closure early in the analytic process then

17 A major question is determining at what point an analyst can stop searchng for new hypotheses and
evidence. Dunn (1997) addressedthis problem by defining a stop rule or limit to rival hypothesesasa
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the techniques will not have the intended effect of broadening the analysis. Along with
this important precondition this causal theory includes two propositions:
Propositonl: Structured analytic techniques increa
checksd

Each structured analytic technique is designed to encourage analysts to engage in
broadening checks, actiorns in the analytic process that "slow the production of [an]
analytic product and make explicit the sacrifice of efficiency in pursuit of accuracy" (Zelik
et al). Such checks might include checking for multiple alternative hypotheses or
validating informat ion. Regardless of the check, each adds new information, increasing
the scope and complexity of the analysis. The result of more broadening checks is
potentially more rigorous analysis.

Each technique has strengths in different broaden checks so while sone techniques
might be more useful for considering novel perspectives, such as Red Teaming, others
are more useful for testing hypotheses, such as ACH. According to Heuer and Pherson
(2010, p. 34) o0each techniqgue may Iperéonvuildte polnel
techniques can be used to check the accuracy and increase confidence in the analytic
conclusion. 6 Underlying this st amahockinuary:i s t he
because each technique has its own strengths and weaknesses, analysts shld select

techniques with non-overlapping strengths (Diesing 1991, p. 90; Kaplan 1964). For

meansto avoid premature closure aswell asunlimited openness.For more information, see:Dunn,
William N. "Pragmatic elimin ative induction: proximal range and context validation in applied social
experimentation." PHILOSOPHICA -GENT- (1997):75-112.

47



example, an analyst might use an imaginative technique, such as Brainstorming to gain
convergent hypotheses and a hypothesis testing technique, such as ACH to whittle down

the possibilities.

Proposition 2 : The more broadening checks in the analysis, the more that the triangulation of
judgments can occur, thus producing a more accurate judgment

The theory of triangulation states that in inexact sciences like intelligence analysis,
inferences will be more valid fi that is, more accuratefl if investigators triangulate among
multiple data sources, perspectives, rival hypotheses, and hypotheses(Campbell and
Fiske 1959; Webb, Campbell, Schwartz and Sechrest 1966; Denzin 187Cook 1985). In
order words, the more broad and diverse the analysis, the more likely the inferences
drawn from it will be accurate.

The first writings on triangulation come
discussion of measurement. Since there is nota 1:1 correspondence between a construct
and measure, it is difficult to accurately measure with a single measurement. For
exampl e, measuring a complex construct I i ke
measuring the number of attacks and deaths, but alsofinancial impact and psychological
i mpact on the target audience. Underlying Ca
of geodesic survey methods; if trying to find a particular point or position on a map, the
surveyor relies on multiple bearing points to get a closer approximation of where the
target point lies. (Dunn 2012, p. 16). In triangulation theory, the multiple points are not

GPS coordinates, but bits of information; each new convergent or divergent piece of
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i nformation hel psnbthenanheysempbdbeecal real i ty.
perspectives and hypotheses illustrate this point.

00One might recogni zeo write Heuer and Phe
achieved through collaboration among analysts who bring diverse viewpoints to the
tabled using the techniques (p. 6) . Tri angu
echoes this statement as each perspective yields insights are not attainable with the others
(Allison 1971; George 1975; Linstone 1989) and then combining eacha determine where
assumptions and arguments converge. Francis Galton provided the first empirical
demonstration of triangul ation of mul tiple p
guesses of how much an ox weighed at a county fair. Galton aggregated the guesses and
found that each successive estimate converged towards the true weight of the ox.
Triangulation was driving this outcome: S 0me
others | ower, but the aggregate of egdoetkeses, t
true weight of the ox (Surowiecki 2004).

In addition to perspectives, structured analytic techniques allow analysts to test
and triangulate multiple hypotheses. Chamberlin (1890, p. 756) noted that researchers
must find a waynteltleopaeanltadifrcdi onsd by t he
hypotheses, plausible explanations for the data. While other researchers had addressed
the need to test multiple rival hypotheses in the more exact sciences, such as geology
(Chamberlin 1890; 1964)physics (Platt 1964), and the sciences, generally (Popper 1959),
hypothesis testing in the applied, inexact sciences, such as intelligence analysis, is more
troublesome due to little experimental control (Kerlinger and Lee 2000, p. 567). For
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example, an investigator in a laboratory setting running mice through a maze, through
careful research design, can immediately rule out many conditions that could explain the
observed outcome, such as selecting (nearly) identical mice (e.g. age, sex, size, etc.).
Howev er, investigators in the inexact sciences lack the ability to control, a problem that
Donald T. Campbell and Julian Stanley (1963) addressed using multiple rival hypotheses
in another inexact science, policy analysis and evaluation. They argued that when
studying complex phenomena where experimental control is low, investigators must take
measures to account for external and internal validity. Within each type of validity are
threats, which stand as potential rival hypotheses or explanations for the data. For
example, an analyst might focus only a narrow set of cases of revolution that bias the
anal ysi s. This threat is called oOselectiond a
case (or respondent) cause the observed effect.
This theory of structured analytic techniques based provides an alternative to
Heuer and Phersonds explanati on. However, it
be difficult to implement: each additional technique, perspective, or hypothesis entails
greater costs in time and resources (Cook 1985). In some areas of the IC, such as the
National Intelligence Council, some techniques have been implemented. However, it is
still unclear to what extent the techniques are being implemented and what variables

affect their use.
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2.3IMPLEMEN TING STRUCTURED ANAL YTIC TECHNIQUESINT HEIC

Since the 1970s, the IC has sought to implement structured analytic techniques, although
under different terminology (e.g. alternative analysis). Large -scale implementation has
been unsuccessful but with each decade more emphasis has been placed on training
analysts in the techniques. What is unclear is how certain factors might now be affecting
the use of structured analytic techniques. Several potential barriers exist, such as the
mixed quality of training an alysts receive and perceived time investment of using the
techniques. At the same time, another factor might be assisting in implementation: the
demographic factor. As more Baby Boomers retire, more young analysts might be more

willing to use the technique s.

2.3.1 The Answer is in the Head, not the Numbers

The implementation of structured analytic techniques can be traced to a CIA internal
memo to explore how quantitative methods developed in academia during the 1960s
could be applied to intelligence analysis. The result of this probe led to a volume,
Quantitative Approaches to Intelligence Analy$i978), edited by Richards Heuer. In the
introduction Heuer (p.9) states that the quan
kinds of problems that canbequant i fi edo6 and therefore quant.
orather severe and intractable Iimits on its

agencies concerned with foreign affairs, since most of the variables of interest simply
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cannot be qgquantet dl.i(167d). cOnduei Laesenilay probe to Heuer to
determine the usefulness of quantitative methods for foreign affairs analysis. The authors
were granted access to 545 documents from the
Research clsessietiboedratbed ow and found after co
for type of data used, such as categorical and continuous, the authors found that less than
twenty percent contained quantitative data. As with Heuer, the investigators came to the
same concluwsion: quantitative methods, such as regression analysis, play a limited role in
intelligence analysis. It was with this less than sanguine view that Heuer presented the
results of the CIA study at the 1977 International Studies Association convention. Afte r
his presentation, Heuer was approached by Zvi Lanir, a senior officer in Israeli military
intelligence. Similar to Heuer, he too was studying the role of quantitative methodologies
for improving intelligence analysis, but Lanir was closely following the scholarship of
Israeli-Amer i can schol ars Dani el Kahneman and Amos
answer is in the head, not the numbers, 6 that
on understanding psychological factors (Heuer, 2009). After this chance encounter, Heuer
began studying the then-blossoming fields of behavioral economics and cognitive
psychology research and formed the cognitive biases framework.
A few years after his chance encounter with Lanir, Heuer developed ACH in the
mid -1980s while teaching courses on counterintelligence. In the course Heuer asked his
analysts if they had considered adversary deception and each time analysts would reply
they saw no signs of deception. The problem, as Heuer pointed out to his analysts, was
that they must focus on what is not readily apparent, because by definition deception
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should not present tell -tale signs. (Heuer 2009). Given this problem, Heuer created ACH
to encourage analysts to think about rival hypotheses, especially the deception
hypothesis. Soon after teaching the technique in his counterintelligence courses, Heuer
realized the technique was applicable to other forms of analysis. Today, ACH is probably

the most utilized structured analytic technique and has seen many modifications (Pool

2010, p. 19). For example, Stech and Elsaesser (2005) automated ACH with Bayesian logic.

Others have made broader refinements, such as Wheaton and Chido (2006) who created
structured ACH, which allows analysts to simplify technique.

During the 1980s initial interest and use of structured analytic techniques
remained low, although leadership by Robert Gates, the CIA Deputy Director of
Intelligence from 1986-1989, brought greater attention to the analytic process, which in
turn kept structured analytic techniqu es alive in the form of training materials. From his
inaugural speech as DDI, Gates sought to make clear that he would not accept weak
argumentation that did not differentiate
Gates sought to bring in multip le perspectives to the intelligence process by bringing in
outside academics and other non-CIA specialists (Davis 1999). However, Gates greatest
impact on the analytic process was creating a stringent review process that increased the

standard of evidence in analysis (Davis 1999)
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2.3.2 New Era, New Analysis

The disintegration of the Soviet Union dramatically affected intelligence analysis,
particularly the types of probl ems that analysts grappled with. Treverton (2009) argues
the breakdown of the 2-bloc intern ational system changed the composition of intelligence
analysis problems from simpler oO0puzzlesd to h
solved with more information, mysteries are difficult to solve even with information
saturation. For example, a puzzle is how many nuclear weapons does North Korea have,
but a mystery is what Kim Jung Und6s intenti ot
types, the role of the quantitative methodologies Heuer examined in his 1978 lessened.
One CIA analyst interviewed for this research who began his career in the 1980s
corroborates this point: while he initially used mainly quantitative methods his work in
the 1990s onward shifted to semiquantitative and collaborative methods. 18
As security threats changed from more puzzles to mysteries, the analytic process
itself was transformed by shifting policy maker demands and advances in data collection.
The speed at which analysis was conducted quickened during the 1990s as intelligence
analysis went from more general analysesto being tailored for specific decision makers.
For example, Davis (1997, p. v) notes the long analytic papers focused on the worldwide
Soviet threat that were standard in the 1970s

briefings and short but insightful written and multimedia products covering a broad

18 Interview with a CIA methodologist, June,2014.
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range of regional and transnational i ssues. 6
1990s increased the volume of data so that the IC is now capable of collecting it on the
scale described in the introduction of this chapter. The result is an IC under data
ooverl oaddé at an ever increasing pace (Fishbe
Against the background of changing international threats, a quicker intelligence
cycle, and data overload, the IC suffered from several intelligence failures that
engendered greater scrutiny of how the IC conducted analysis, and ultimately led to
greater implementation of structured analytic techniques (or as it was known at the time,
alternative analysis). One such failure was thel C6s i nability to fores
invasion of Kuwait. According to Davis (2002) the central problem was analysts and
policy makers held tightly to the assumption Iraq was still recovering from its bloody
war with Iran, and that not challenging this belief led to shallow analysis, and ultimately,
an inaccurate judgment. Concerned by this failure, Deputy Director of Intelligence
Douglas MacEachin personally reviewed a | arge
and found 1/3 had no discernable argumen t (Davis 1999, p . XViii)
arguments in the 1970s and 1980s, MacEachin concluded the mind held unchallenged
assumptions, that if not identified could lead to error.
To address the problem of implicit assumptions, MacEachin developed linchpi n
analysis, a diagnostic technique for checking assumptions. Since social science
vocabulary was not favored among analysts, MacEachin gave alternative terms to the
techniqueds component s: hypot heses wer e ter
odr i v er schniguearled lty analysts listing all underlying drivers and linchpins
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on a piece of paper. Then the analyst could conduct a form of sensitivity analysis by
examining how changing the assumptions might impact linchpins. If executed properly
the benefits of linchpin analysis were a clarified chain of logic for the decision maker and
examination of implicit assumptions. To implement linchpin analysis, MacEachin created
oTradecraft 2000, 6 a course that ran int the e
of the Sherman Kent Sc ho ddbudesnteligence tiaininglcemter, t h e
that opened in 2000 (Marrin 2003).

I n addition to the inaccurate estimates of
IC and how it conducted analysts faced withe ring criticism in the late 1990s. In 1998, the
Indian government conducted a nuclear test, much to the surprise of the IC. At the time
the strongly held assumption was that the current administration in New Delhi had little
interest in following through wi th the test, despite campaign promises suggesting
otherwise. In an IC review of the intelligence failure, the chair of the commission
concluded that analysts failed to foresee the nuclear test because they assumed the ruling
Indian party strategy was the same as Western party: make promises in the campaign
and renege once in power (Select Committee on Intelligence1998).

Little more than a year later, the IC was again faced criticism, this time accused of
an inaccurate appraisal of the world-wide weapons of mass destruction threat. An
outside commission run by Donald Rumsfeld concluded that analysts paid insufficient
attention to denial and deception (Davis 2002). In particular, the commission argued that
analysts should search for multiple hypotheses and seek to disprove the widely held
hypothesis that challenger states such as North Korea were behind in their inter-
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continental ballistic missile programs. However, Mitchell (2006) argues that the
Rumsfeld commission, instead of representing a sincere attempt to critique IC analysis,
reflects a wider effort by conservative hardliners to manipulate the intelligence analysis

process to support the Republican position. Regardless of political motivations, the
combined effect of the Rumsfeld commission with the Jeremiah report was an increase in
the use of structured analytic techniques and the inclusion of more outside experts,

(Davis 2002), a trend that would only accelerate after the September 11 attacks.

2.3.3 Intelligence Reform and Terrorism Prevention Acto f 2004 and Large-Scale

Implementation

While shifting requirements of the post -Cold War world and intelligence failures spurred
greater interest in structured analytic techniques, the 1990s were but a prelude to what
was to come. After the Iraq invasion tur ned up no weapons of mass destruction, the
analytic practices of the IC came under tight scrutiny as panels, committees, and
commissions initiated investigations and urged reform. The impetus for reform led to
the Intelligence Reform and Terrorism Prevention Act of 2004 (henceforth: the
Intelligence Reform Act). The sections relevant to structured analytic techniques in the
Intelligence Reform Act (sections 1017 and 1019) set forth a mandate for the use of
alternative analysis techniques --the earlier term for structured analytic techniques --
through the creation of an Integrity and Standards and Analytic Ombudsman positioned

in the newly created Office of the Director of National Intelligence (ODNI). Richard
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Immerman, a professor of history at Temple Univ ersity was tapped for the position and
tasked with ensuring that high standards of analysis are maintained throughout the IC,

including the use of alternative analysis, as structured analytic techniques are termed in
the legislation.

One of the first tasks for Immerman and his staff was creating common analytic
standards across al|l of the 1 Cbds diverse 16
Directives (ICDs), memoranda designed to provide guidance on policy and regulations
to the IC. ICD 206 (2007) carbe traced to the deficiencies in analysis found in the Iraq
weapons of mass destruction estimate estimate, specifically the lack of sourcing. The
directive requires that analysts consistently provide sourcing for their judgments. ICD
203 (2007) was formd at ed t o oOsharpen the <critical t hin
productsdé and included seven analytic standar
Political Considerations, Timeliness, Based on All Available Sources of Intelligence, and
Exhibits Proper Standards of Analytic Tradecraft (Immerman 2011, p. 170). This directive
provided the framework for a new class <call e
analysts. At one level the purpose of the course is organizational, as it brings together
analysts from all IC agencies to develop a common analytic vocabulary, but at a deeper
level it is, of course, about improving how analysts draw inferences. For example,
analysts ol earn not to |l ock on to one hypothe
tbut to brainstorm on the whole range of poss
of improving analysis, Analysis 101 contains lessons on various types of structured
analytic techniques (Immerman 2011).
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2.3.4 Factors Affecting the Implementation of Stru ctured Analytic Techniques

As of 2011 approximately 4,000 analysts, nearly a quarter of the IC workforce, have taken
the Analysis 101 course (Defense Intelligence Agency 2011). Yet it is unclear if the
coursework has led to greater use of structured analytic techniques. Additionally, it is not
known what variables might affect the use of the techniques. These include
organizational elements generally (Richard and Oh 1993) such as the existence of analytic
training (Moore and Hoffman, n.d.) and the role of individual and organizational belief
systems (Weiss and Bucuvalas 1980). For example, Marrin (2012) argues that in order for
analysts to use the techniques they must be convinced they are effective for improving
analysis.

Intelligence researchers and traners, David Moore and Robert Hoffman (n.d.),
argue the training has had little effect on how analysis is conducted because the
curriculum does not take into account analyst
time is given to practicing the techniques. For this reason Moore and Hoffman conclude
that the |1 Cds approach to instruction might
skilled use (or even any use)o6 of structured
the training regime itself must be overhauled if analysts are to use the techniques.

In addition to the issue of training, another factor affecting the implementation of
structured analytic techniques is the role of time pressure. One anonymous analyst

interviewed by Moore and Hoffman (n.d., p. 2) claimed "practitioners are likely to be
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puni shed for critical thinkingé and presumal
Obecause it takes |l onger and | ooks and feels
heavily weighted toward fast -paced "production” using computerized tools rather than
gray matter." This point has been backed up by unclassified ethnographies in the IC. Both
Dixon and McNamara (2008) and Johnston (2005) suggest analysts are reluctant to utilize
techniques because of he increasing current reporting requirements that emerged in the
1990s and accelerated after September 1 (Johnston 2005, pp. 267). A survey by the
Rand Corporation supports these findings: of three dozen analysts and managers, 30
percent identified t ime pressure as a threat to conducting quality analysis (Treverton and
Gabbard 2008). At same time many techniques require a perceived, significant time
investment to decompose a problem and externalize the information to paper or a screen
(Heuer 1999, p. 86). However, Heuer and Pherson (2011 both proponents of the
techniques--argue that the time investment in techniques is well worth it, and in fact, can
shorten the turnaround time for analysis over the long -term. For example, according to
some FBI analysts, ACH saves time because it acts as a written record of important facts
about a case that can be retrieved quickly by pulling up the matrix. 19
At a more fundamental level, an implementation factor is the perceived value of
the techniques. Anecdotal accaints from the IC paint a portrait of analysts wary of the
value of the techniques, especially amongst older analysts, which Moore and Hoffman

(n.d., p. 2) attribute to the inability of st

19 Private communication with Richards Heuer (August 2014)
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aconvincingcasetha t hey ought to try something new.

widespread this view is held in the IC because there is no study or survey including a
guestion directly addressing the perceived value of structured analytic techniques,
although two studies pr esent related information.

survey of an unreported number of analysts and managers found that almost a quarter

of respondents identified inadequate o0tool

o0t ool sdefinedsandimiay include information technology tools, such as databases.
Marrin (2012) conducted an informal survey via the International Association for
| nt el |l i genc e -serdaf morettharo30 @ntelligenicesstudies scholars, including
some former practiti oners, and found that most respondents were wary of the value of
structured analytic techniques. In short, there seems to be a suspicion that structured
analytic techniques do not improve intelligence analysis, which Marrin (2007) argues
0can c¢ hanugpe of structurechreethods can be demonstrated to provide clear
benefits to the practitioner. ..o

Despite the training difficulties, time pressure, and low perceived value of the
techniques, the implementation effort might be gaining a boost from a greening IC. Since
the early 2000s the IC has reflected the wider demographic trends of the US workforce
with Baby Boomers retiring in ever large numbers. In addition, the growth of the IC after
the September 11" attacks has increased the number of new hires, andpresumably,
younger analysts to fill entry -level positions. Whatever the cause, the numbers suggest
an IC in transition: approximately 11,000 analysts of the total 20,000 were hired after
September 11'. This trend is important because some observers, sgh as Immerman
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(2011) argue 06Generation Y® is more ocomforta

enabl e coll aboration and integration. o6 Fi

ngar

t hat persuading new anal yst s wdkdiffeveatly thanthe new t e

generations they are succeeding I s easy.
young analysts is frequently juxtaposed
upper management who received different training a nd were enculturated in an IC

oriented towards Cold War threats.

2.4 SUMMARIZING THE ARGU MENT

Evaluating intelligence analysis requires a reliable and appropriate measure of analytic
guality. In this chapter, a new two part measure of quality focusing on a nalytic rigor and
accuracy was proposed. Applying this standard to intelligence analysis, the expert
judgment model of intelligence is unlikely to reliably produce high quality analysis.
Decades of research suggests that two factors, the limitations of am | y st s &
machinery and the complexity of the international affairs, limit the role of expertise in
foreign affairs intelligence analysis. Perhaps the best illustration of the diminishing
returns of expertise in foreign affairs was demonstrated by Tetlock (2005) who found that
the best experts are as likely to be accurate as the flip of a coin.

One approach to improve intelligence analysis is to re-frame it as an inexact

science requiring structured analytic techniques to leverage and reliably extract the
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expertise of analyst. While this reframing provides a general rationale, there is a lack of
t heoretical grounding for the techniques over
justification, while notable as a first attempt to provide a justifica tion for all structured
analytic techniques, is flawed because it assumes that slow calculative thinking is a
superior to intuitive thinking. In fact, research suggests that both types of thinking are
just as susceptible to screening and distorting evidence (Kahan et al. 2006, pp. 1093.094).
Additionally, Heuer and Phersonds rationale f
techniques use both types of thinking. To address the gap, a causal theory of the
techniques was forwarded. According to this t heory, structured analytic techniques
deepen and expand intelligence analysis by getting analysts to consider more
perspectives, evidence, and hypotheses through the use of techniques of varying
strengths and weaknesses.

Synthesizing and reframing the lite rature on how the techniques might improve
analysis is useful, but it does not address how they might be implemented in the IC. A
brief review of the history of the techniques in the IC presents promise for
implementation but also serious obstacles. On the positive side, there is increasing
interest from reformers to implement the technigues on a wider scale with each successful
high-profile intelligence failure over the last 25 years. The Indian nuclear tests and the
Iraqg War brought greater scrutiny on a nalytic practice and calls to formalize analysis.
However, the watershed moment thus far is the Intelligence Reform Act, which

mandated the training and use of the techniques. Still, these hopes have been tempered
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with the everyday limitations of analysis in the IC, including time pressure and the
reticence of some analysts to try a new approach, among other obstacles.

Turning the inquiry to applying the framework developed in this chapter to
evaluate the implementation and effectiveness of the techniquesis the subject of the next

chapter. Doing so presents a formidable but not insurmountable challenge.
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3.0CHAPTER 3: RESEARCH DESIGN AND METHODOLO GY

The eminent baseball statistician Bill James
form of welakwmiess2®04, p. 257). I n Jamesd quot
met hod i nquiry: each methodds strength is al s

methods might increase generalizability of the inference through probability theory, but
generalizability is purchased at the steep cost of depth of understanding. The opposite
could be said of ethnographic methods; the depth of understanding provided by the
method reduces its generalizability. 20 This research project incorporated the logic of
multi -method inquiry by leveraging the strength of numerous methods to build
ointerl ocking patterns of converging evidence
This chapter lays out a blueprint for addressing the implementation and
effectiveness of the techniques (see Tabl&.1). Several variables have been identified that
might impact the use of the techniques including the perception of the techniques (Marrin
2007; Heuer and Pherson 2011, p. 337), and demographic characteristics of analysts, such
as age (Immerman 2011; Fingr 2008), and training (Moore and Hoffman, n.d.). To
address this question, semistructured interviews were conducted with intelligence
experts, and a survey and follow -up interviews were conducted at an intelligence agency

(Section 3.1). The second reseah question addresses the effectiveness of structured

20 For an explanation of the methodological costsof various methds, seeWilliam N. Dunn, Public Policy
Analysis:An Introduction. Upper Saddle River, NJ: Pearson,2012,pp. 18-19.
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analytic techniques. To answer this question, a systematic review and field experiment
were conducted (Section 3.2).

Table 3.1: Research Questions

Issue Question
Implementation How often are structured analytic techniques used in the
intelligence community and what variables affect their use?
Effectiveness Do structured analytic techniques improve the quality of
intelligence analysis and, if so, under what circumstances?

3.1 FIELD STUDY: IMPLEME NTING STRUCTURED ANALYTIC TECHNIQUES

To answer the implementation question, a field study design was conducted, a
nonexperi ment al i nguiry to oOsystematically p
without manipulating the study variables (Kerlinger and Lee 2000, p. 585). Previous field

research in the IC has brought insights on a variety of topics such as analytic culture

(Johnston 2005), the use of intelligence sharing tools (Dixon and McNamara 2008),

analytic tradecraft (Treverton and Gabbard 2008), and civilian intelligence education

(Spracher 2009). Building on this tradition, in the field study three methods were used:
semi-structured interviews with intelligence experts, a survey of an IC agency, the State
Department ds Bureau of | n)faedfdllowgup mteréewawitd Res e a
INR analysts. Each method was selected on complementary strengths. For example, since

the strength of semi-structured interviews is in gaining in depth understanding, this
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method was supplemented with a survey to gain great er measurement precision (Dunn

2008, pp. 1819).

3.1.1 Semi-structured Interviews with Intelligence Analysis Experts

The focus of thesemist ruct ured i nterviews were okey inf
of the IC willing to share their knowledge of structure d analytic techniques and the
analytic reform movement (Bernard 2006, Campbell 1955). In this study, informants are
termed oOintelligence analysis experts, o6 defin
example, informants had to have significant time i n the IC (10+ years) during the years
of the analytic reform movement (2004 onward).

Informants were selected through purposive and snowball sampling strategies.
These strategies were used because of the focus of the inquiry on accessing expertise in
the population rather than generalizability (Bernard 2006). The first step in the sampling
strategy was to generate a list of approximately 10 intelligence experts in consultation
with the assistance of Dr. Phil Williams, one of the committee members. Next, each expert
was contacted to set up interviews either in person or over the telephone. Since most
respondents were in the Washington, D.C. area, two trips were made there in February
and June of 2014. Upon interviewing informants, each was asked to identify other
intelligence experts so as to 6snowball d the
purposive and snowball sampling strategies, a total of five intelligence experts were

identified. The remaining five did not respond to inquiries for intervie ws.
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The main research instrument was a semistructured interview protocol (see Table
3.1). This instrument was used to focus the conversation on variables related to

implementation of the techniques while allowing for the freedom to examine emerging

concepts (Lee 1999, p . 62) . For example, one qu
analysts are wtilizing structured analytic t
addressed how training impacts i mplementation
doyou believe analysts are for wusing structured

length of the interviews was 30-60 minutes during which detailed field notes were taken.
Due to the sensitivity of the topic, | did not record the interviews.

Table 3.2: Stected Interview Questions and Variables

Variable Question

Training How well prepared do you believe analysts are for using structured

analytic techniques?

Perceived Value | In your opinion, what is the perceived value of structured analytic

techniques among the oaveraged analyst?

Time Pressure What effect do you think increasing time pressure has on the use of

structured analytic techniques?

Demographics The intelligence community appears to be seeing a demographic

shift, with an influx of younger anal ysts. Do you think this will have

an impact on the use of structured analytic techniques? Why or why
not?

3.1.2 Survey and Interviews at the Bureau of Intelligence and Research

The semkstructured interviews with intelligence experts provide a good overall s napshot
of the implementation of the techniques and the analytic reform movement, but the

comparative advantage of interviewing over other methods is in depth of understanding,
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not measurement precision. This weakness is especially pronounced in understanding
the extent to which analysts use structured analytic techniques on the job as key
informantsd I mpressions can be highly fall:@
was conducted. However, conducting a survey in the IC is no easy task, as evidenced
by the fact that, there is only one survey in the unclassified domain. Spracher (2009)
conducted a survey of 30 new analysts at the Defense Intelligence Agency. The difficulty

of conducting a survey in the IC stems from the fact that intelligence -related research

bl

problems are examples of odifficult to access

problems involve actors who seek to oguard

who is allowed (not) to know, and have no interest in being obs erved or understood by

h

othersé (Maravic 2012, p. 153). Common exampl

corruption, terrorism, international crime, and, of course, intelligence agencies.

Consequently, a gatekeeper was needed, an individual who could o6voucho6 for

research and provide access to areas and people otherwise denied to outsiders (Kenney,
2013, pp. 2930). For this research | was fortunatdi and gratefuli to gain access to INR
through another committee member, Dr. Shawn Bird.

The 80 respadents included in the final survey were intelligence analysts
currently employed at INR or other employees who were formerly analysts, such as
intelligence managers. For this research, an analyst is defined as an INR employee who,
in his or her current or previous work, applies or applied their expertise to weight data
and test hypotheses about important international events (Johnston, 2005, p. 3). To
construct the survey, the tailored method
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motivational features in compatible and mutually supportive ways to encourage high
guantity and quality response ¢etal.20li,ep. 1)ur veyo
Underlying the tailored design approach is the belief that both researcher and respondent
are engaged in an extange relationship where each party seeks a benefit (Blau 1964).
Flowing from this exchange relationship is the implication that the key to getting high
guantity and quality responses lies in constructing surveys that increase benefits, while
decreasing the costs of participation. For example, to increase the benefits of taking the
survey, the invitation to participate for this survey, as well as the opening script, offered
the respondent the opportunity to get the final results of the survey. To keep the costs of
participation low, the survey was designed to be completed quickly, with the average
response time for the survey ranging from 2 -3 minutes.

The survey instrument contains 10 questions with 6 focusing on the main variables
(see Table 3.2 below).These questions and the format of the questionnaire went through
several revisions, with close consultation of the dissertation committee to increase
validity and clarity. Another important issue is reliability, the extent to which different
respondents understood question items similarly. Reliability of the survey was calculated
using a test-retest reliability by having six respondents retake the survey two months
later. Reliability of an instrument is high if there is a strong correlation between the
guestion items between the first and second occasion the respondent took the survey. A
strong correlation is 1 while no correlation is 0. The correlation between the questions
regarding the use of the techniques was low-moderately strong (.42). While the survey
qguestion provided examples of structured analytic techniques, analysts might have been
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unsure what counted as using a technique. Fortunately, other questions, such as whether

the analyst received training, were perfectly correlated (1.0).

instrument is moderate to highly reliable.

Table 3.3: Survey Variables and Questions

In short, the survey

does it take you to
complete an  analytic
project?0

-A week or two
-A month or two
-Three months or
more

Variable Question Scale Reliability
(0-1)

Use of Technigues| 0How often do you use |-Occasionaly/ 42
(Dependent Variable) structured analytic | Rarely

techniques on the job® -Never
Preparedness/Training | 6Several kinds of | -Yes 1

Gstructured analytic | -No

techniquesd are used by

analysts.  These include

Analysis of Competing

Hypotheses (ACH), link

analysis, and red teaming,

among others. Have you

received any training in

any of these structured

analytic techniques?
Perceived Value of|0To what extent, on |-A greatdeal 1
Techniques: Rigor average, do you think | -A fair amount

structured analytic | -A little

techniques help analysts | -Not at all

think in a more effective

way (e.g. consider new

perspectives, challenge

mental models, etc.)®
Perceived Value of | Towhat extent, on average, | -A great deal .86
Techniques: Accuracy | do you think structured | -A fair amount

analytic techniques help | -A little

analysts be more accurate| -Not at all

or "right" in their analytic

judgments?
Time Pressure oOn average, how long | -A day or two 1
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Age Cohort OHow many years have | N/A N/A
you been an analyst? (continuous)

The survey was distributed over email to provide a useful and cheap medium for
accessing respondents (Dillman et al.2011, p. 44). Respondents were identified via an
internal email list of 350 INR employees which inc luded analysts and non-analysts (to
screen out individuals not meeting the respondent criteria, a question was included that
asked the respondent for his or her job title). While the exact number of analysts at INR
is not known , there are approximately 200.22 Implementation of the survey was done
through two rounds, with the first running July 29 -August 5, 2014 and the second
running August 8 - August 15, 2014. Over the two rounds, 137 surveys were initiated,
including 95 with at least 80 percent or more of the questions completed. Of the 95
responses, 80 respondents could be described as analysts under their current or former
job titles. The remainder included othernon-anal yst job titles, such
and oforeign affairs officer. o

An impor tant consideration is whether the sample can be generalized to the
remainder of INR analysts. One potential obstacle to generalizing to the rest of INR is if
the analysts that did not respond were different in meaningful ways from those that did
respond; this is called nonresponse error (Dillman et al.2011, p. 17). Perhaps the most
important way that analysts responding could differ from those that did not, is in their

use of the techniques. For example, only those who use the techniques might have been

21 Personalcommunication with INR analyst (January 23,2015).
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interested in responding to the survey. However, the results of the suggested this type of
nonresponse error was avoided because those who reported not using the techniques are
well -represented as approximately 30 percent of respondents reported never using the
techniques.

Another issue is whether the sample size of 80 is sufficient to generalize to the
remaining 200 analysts. To determine this number requires calculating the appropriate
sample size for a population of 200 (see equation 1). The appropride sample size (Ns)
based on a set of parameters, such as the acceptable level of sampling error (B), the
amount of confidence desired in estimates (C), the level of variation in the main
characteristic (p), and size of the population from which the sample is drawn (Np).

Figure 3.1: Formula for Estimating Sample Size (Dillman et al 2011)

Ns = (Np) (p) (1-p)
(Np 1) (B/C)2+ (p) (LA p)

For this research, the acceptable level of sampling error was set at + 10 percentage
points and the confidence was held at the 90 percent confidence level. Prior to
implementation of the survey, the expected variation on the main variable of interest, the
use of the structured analytic techniques, would be a roughly 50/50 split between us ers
and non-users. Compiling this information into the formula (see equation 2) provides the

appropriate sample size of 65, which is well below the 80 that completed survey, therefore

all owing the use of statistical anplytiocadredther e s

first time a survey has been generalizable to an IC agency.
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Figure 3.2: Calculation of Appropriate Sample Size

65= (200) (.5) (1.5)
(200-1) (.10/ 1.65R + (.5) (.5)

The survey data was analyzed using chi square tests to determine if the study
variables were related. The test is useful in two situations: when the data is categorical
and the researcher is interesta in testing the hypothesized relation between two
categorical variables. Given the focus of the first research question on determining the
link between categorical variables hypothesized to affect the use structured analytic
techniques, the chi square te$ was the most appropriate for analysis of the survey data.
In addition, a strength of this statistical test is that it does not assume normality; however,
it does require that cell counts are not less than five. In order to keep cells above the five
threshold, each of the chi square tests necessitated combined categories. For example,
there was a low number of analysts who served during the Cold War era and interim
period between the end of the Cold War and September 11h. Therefore these categories
were collapsed into Pre-September 11",

Survey respondents were asked if they would be willing to be interviewed for a
follow -up interview. Of the 20 analysts that indicated that they would be willing to
participate in a follow -up interview, 9 agreed to a 15 minute phone follow -up interview.
Respondents were asked openended questions similar to those in the survey to gain

more description of the study variables (see table 3.3). During the interview, detailed
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notes were taken and uploaded into NVivo then analyzed using a grounded theory
approach t o under stand t he underl ying proce
techniques (Glaser 1978). Grounded theory is helpful when there is inadequate or little

theory to explain a particular phenomenon (Creswell 2013). This is the case with theory

on the implementation of structured analytic techniques; beyond some scattered

literature and anecdotal accounts there is little available information. The data from the

interviews, contained in a set of digitized field notes , were uploaded to the qualitative

data analysis program NVivo (QSR International 2013). Next the data was analyzed
through the method of 6constant comparisond ( (

1985). To use constant comparison researchers engage a sorting process identifying

specific ideas called o06codeso6 and then throug
to more general oO0themes. 0 For example, one i
haters in the ol der gtheeuseeof sarticiurechanalyticdechmiguest ni n

This snippet of text was coded under the broa
under the themevelntiavtdoual 6 This process was
of themes describing the interview s (see Methodological Appendix A for the complete

coding tree).

Table 3.4 Follow-up Interviews Questions

Variable Question
Age Cohort The intelligence community appears to be seeing a demographic
shift, with an influx of younger analysts. Do you think t his will have
an impact on the use of structured analytic techniques? Why or why
not?
Preparedness How well prepared do you believe analysts are for using structured
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analytic techniques? Have you received training in structured
analytic techniques?

Percaved Value of | In your opinion, what is the perceived value of structured analytic
Techniques: Rigor techniques among the oaveraged analyst at INR?

Time Pressure What effect do you think increasing time pressure has on the use of
structured analytic techni ques?

3.2 EVALUATING STRUCTURE D ANALYTIC TECHNIQUE S: A SYSTEMATIC

REVIEW AND FIELD EXP ERIMENT

Evaluating the techniques in the IC is difficult due to the secrecy surrounding intelligence

analysis. Therefore, addressing the question of if structured analytic techniques improve

the quality of analysis required a careful selection of multiple methods and research

designs. The assumption of the design is that if multiple sources of evidence from data
sources converge that are similar to how intelligence analysis is practiced in the IC, then
a strong inference can be drawn. A systematic review and an experiment were chosen to
complement the strengths of the other. The systematic review synthesized the evidence
on all the techniques but this wider perspective is purchased at the cost of specificity as
looking at all the techniques in aggregate makes detailed observation of each difficult. To
address this weakness, the experiment evaluates two specific technique$ Analysis of

Competing Hypotheses (ACH) and the | ndicators of Change or Signposts technique.
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3.2.1 A Systematic Review of Structured Analytic Techniques

To generate a consolidated body of evidence on structured analytic techniques, a

systematic review was conduct ed. Dienfethadé&d,

identi fy, sel ect, and critically appraise

(Cochrane Collaboration 2014). The power of compiling and synthesizing research was
first grasped in medicine (Cochrane Collaboration 2014), and has extended to other areas,
such as public policy, most notably in the form of the Campbell Collaboration. For
example, a Campbell Collaboration systematic review by Lum et al. (2006) on
counterterrorism policy research from 1971-2002, found that of the approximately 14,000
reports only 7 had moderately rigorous research designs.

What differentiates the systematic review from its close relative, the literature
review? The answer is in the transparency of the method, beginning with how studies
are selected and cocluding with the synthesis of findings. In a literature review, the
selection of studies is idiosyncratic and often unclear to the reader, which is problematic
because the researcher may inadvertentlyi or even advertentlyi omit studies, and
consequently, bias their results. In addition, the lack of clear procedures also makes
reproducing the results of a literature review difficult, if not impossible. Yet, the problems
with literature reviews do not stop there: they also lack the ability to determine what level
of effect (if any) one variable had on another (Cooper 2010, p. 7) while taking into account
the quality of the study design and therefore the strength of the inference that can be

drawn about what was found.
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Still, there are also considerable weakresses that limit the applicability of
systematic reviews as they are traditionally conducted, most notably the reliance on
guantitative data. This limitation is especially problematic in fields where quantitative
data is hard to come by as is the case inntelligence studies (Zegart 2007). To address this
limitation, an alternative form of systematic review was used in this research, the case
survey method (Lucas 1974; Dunn and Swierczek 1977; Pawsort al.2005). While known
by numerous names, this approach has been used to study a variety of different
phenomena, ranging from urban policy (Yin and Heald 1975) to organizational change
(Dunn and Swierczek 1977). Instead of a traditional systematic review that extracts only
numerical data, the case study method extracts narrative descriptions of outcomes and
converts them into numerical data using a coding instrument. In this way, the case study
method overcomes the reliance on quantitative data.

The first step in a systematic review is the specification of the population of
research studies, the unit of analysis. In this research, studies included both intelligence
and non-intelligence analysis studies. The decision to include both of these study types
was based on the assumption that intelligence analysis does not differ significantly from
other forms of information analysis, such as business and policy analysis. While analysis
in other fields is not identical to intelligence analysis, owing to the secrecy of sources and
methods (Warner 2002), the general pocess is similar. For example in intelligence
analysis, as with other forms of analysis, it occurs in complex, high stakes environments
often under time pressure (Johnston 2003, pp. 6263). For example, financial analysts
might have to forecast highly uncertain outcomesii perhaps a high-impact low -
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probability event, such as a market crash--where their analyses could sway a multi -
million dollar decision. This argument and example is suggests non -intelligence studies
are sufficiently similarto be generalized and useful to intelligence practitioners.

The data source for the systematic reviews was Google Scholar because it has
extensive coverageofpeerr evi ewed research. According to or
Scholar covers 98 to 100 percent of scholarlygurnals from both publicly accessible Web
contents and from subscripton-based databasesod ( Cehal.f2013)010) .
corroborated this claim and found that Google Scholar covered 100 percent of a sample
of medical studies. In addition to published research, Google Scholar also covers non
published, or o6grayo6 |literature in the form o
Scholar 2014).

Search terms were generated using the names of the 12 structured analytic
techniques from the Tradecraft Priner (2009. Other search procedures included: searching
for keywords in the title only to focus on the most relevant studies, excluding non -English
studies, patents, and citations listings. Six of the techniques did not return any results:
Key Assumptions C heck, Quality of Information Check, High -Impact/Low -Probability,
|l ndi cators of Signpost/ Change-nThinkihgaThedther? 6 Anal
techniques varied greatly in the number of search hits: Alternative Futures Analysis (753
hits), ACH(20) , Red Teaming (21), Team A/ Team B (17
Advocacy (31).

Since it was logistically difficult to examine all studies from Alternative Futures
Analysis and Brainstorming, a random stratified sample was conducted, a samplin g
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strategy that involves the division of a population into smaller groups (known as strata)

to ensure equal representation of an important attribute (Kerlinger and Lee 2000, p. 179

180) . I n this study, an i mportanteforastiatai but e

were divided into high ranking and low ranking studies in the search results. To

determine high-l ow ranking and define the strata,

Beel and Gipp (2009) reversed engineered the Google Scholar search algithm (it is a
trade secret) and found that the search results conform to the Matthew Effect: 20 percent
of articles consistently appear at the top of the search results. Therefore, to sample high
and low ranked articles equally, the population was divided , into a high (top 20%) and
low strata (bottom 80%). The sample size was determined by setting the confidence level
at 95 percent confidence interval and a margin of error at £ 10 percentage points. For
example, Brainstorming returned 838 hits and the sample size calculation at 95 percent
confidence interval and a margin of error at + 10 percentage points was 87 studies. Broken
into the two stratum, there were 17 high ranked articles (the top 20%) and 70 low ranked
articles (the bottom 80%) downloaded.22 This process was repeated for Alternative
Futures Analysis and for the other techniques all studies were downloaded (and did not
require sampling). The sampling and downloading process yielded 259 studies (out of a

total 1,724 search hits) and required apgoximately 10 hours.

22To randomly sample, the followin g procedure was followed: Using arandom number generator to
selecttwo setsof numbers page number and study position. For example, if there are 20result pages
possible and there are 20 studies per page, the randomly generated number 0220would require
downloading the study from the 20" position on page 2.
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Next, the intelligence and non-intelligence research reports were downloaded and
abstracts read to determine if the study provided some report, verbal or numerical, of the
techniqued s edh figerortaccuracy. Studies also had to make an attempt to evaluate a
specific, i1identifiable instance of a techniqqu
could be helpful to intelligence analystséod)
for several other reasons. For example, 95 studes described how to use a technique in a
particular application but provided no explicit evaluation and 36 studies discussed
conceptual issues related to using a technique (see Table 3.4). The exclusion process
yielded 46 evaluative studies and required ap proximately 10-12 hours to carefully read
through the abstracts.

Table 3.5: Excluded Studies

1 Was a bookii only articles and short manuscripts were considered for logistical
reasons (2 studies)

71 Describes how to use the technique in an application but provid es no
evaluation of effectiveness (95 studies)

1 Only discusses issues related to the use of the technique (36 studies)

1 Duplicates a previous observation (e.g. multiple studies covered the IC Team
AlTeam B exercise from the 1970s)23 (4 studies)

1 Excluded studies looking at educational outcomes, such as creative writing
skills.24 (6 studies)

1 Proposes an improvement or modification of the technique -but no evaluation
(13 studies)

1 In another language (not available in English) (1 study)

2ln these cases, the study with the stronger design (0}
selected, if designs were identical the first sampled study was included, if there was still a tie, then the

newest study was included

24 \While these outcomes are of partial interest, they are not closely related to outcomes related to

intelligence analysis
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1 Was the comparison of one vaiation of a technique against another (28 studies
compared one variation of a technique against another )

1 Technique addressed in study was not one of those included in this study as
defined in the Tradecraft Primer(28 studies)

In this systematic review, the relevant information was extracted from the studies
and transformed into numerical values for analysis. For example, relevant information
included, the research design of the study and the reported effectiveness of the technique
on rigor and accuracy. Effectiveness was determined by coding each study according to
the reported effectiveness of the technique on four levels: 1) the technique had a negative
effect; 2) no effect; 3) mixed effect; and 4) positive effect.

To assess credibility, the internal validity of the 46 studies were assessed with the
Maryland Scientific Methods Scale (MSMS) (Sherman 1998) which was modified to add
a sixth level to include studies using meta-analysis (see figure 3.5 below). The least
credible studies fall into MSMS levels 1 and 2. These studies either are a correlation
between the use of a technique and a reported effect on rigor and accuracy (level 1) or are
a simple pre-test and post-test design (level 2). More than half of all the evaluative
studies, 24 in total, had low credibility. Moderately credible studies fall into levels 3 and
4. These studies build on level 2 research by adding a comparison group (level 3) and
controlling for variables that might explain the outcome in the study (level 4); 7 studies
were coded as moderately credible. Highly credible studies are those that either use

random assignment or were systematic reviews employing meta-analysis, a statistical
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technique used in traditional systematic reviews to synthesize the impact of the

intervention. 15 studies were coded as highly credible.

Figure 3.3: The Maryland Scientific Methods Scale

Level Description Example
I Correlation between a structured analytic Analysts report using brainstorming
o technique and a measure of either rigor or generates more ideas
% accuracy measures
< 2 Measures of efficacy before and after using a Analysts generate more ideas after using
Lt),, technique, with no comparable control brainstorming
é condition
3 Measures of efficacy before and after using a Analysts generated more ideas in a
technique in experimental and comparable treatment group but there was no
control conditions improvement in efficacy in a control group
4 Measures of efficacy before and after the Analysts generated more ideas in a
program in multiple experimental and control treatment group but there was no
° units, controlling for other variables that improvement in efficacy in a control group
) influence analytic performance controlling for level of expertise and
E cognitive reasoning style
% 5 Random assignment of technique and control Analysts were randomized into a treatment
5 conditions to units group using techniques and a control group
=
6 Study is a systematic review Multiple research reports of brainstorming
were analyzed using meta-analysis

To analyze the data, the relation between study quality and reported effect,

Rosent hal and Rubinds (1982) binary effofect si

BESD is to determine o0the effect on the suc
i mprovement rate, selection rate, etc.) of thi
di splayed as the o0change i n sucimgaoanentate,e (e. ¢

selection rate, etc.) attributable to a certain treatment procedure (Rosenthal and Rubin
1982, p. 166). The BESD is particularly useful for demonstrating in simple terms the

impact of an intervention or, in this case, an analytic techniqu e. Effectiveness data was
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analyzed by generating a table containing the BESD for each technique. An example is
presented below to illustrate how the BESD is displayed with simulated results. In the
left-hand column selected techniques are listed and in the middle two columns, reported
effectiveness of those techniques. In the far right column, the number of research reports
for each technique. For example, in the simulated results, the evidence for red teaming is
mixed (50 percent effective, 50 percent indfective), but this result is based on only 5

research reports.

3.2.2 An Experiment of ACH and Indicators

Whil e the systematic review provided a
experiment was also conducted to take a closer look at two techniques, ACH and
Indicators. However, developing an experiment for structured analytic techniques
needed to be generalizable to intelligence contexts and internally valid. To accomplish
this lofty task, graduate security and intelligence students worked on a real -world
intelligence task to determine if the techniques improve the rigor and accuracy of
analysis.

Study participants were graduate students from the Security and Intelligence
Studies (SIS) program at the Graduate School of Public and International Affairs (GSPIA)
at the University of Pittsburgh. While it would be ideal to conduct the evaluation with
actual analysts, the students provided a useful proxy since they are developing the same

core competencies analysts hold, such as domain (e.g. area studies expede) and
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procedural knowledge (e.g. critical thinking skills). 25 Students were recruited through
three methods: an email on the student list-serv, flyers posted around GSPIA, and class
announcements. In total, 21 students volunteered for the experiment and in exchange
were provided a small financial incentive ($20).

To increase the generalizability of the results, an intelligence task was used with a
moderate level of complexity and structure: estimating the percentage of chemical
weapons the Assad regimewould destroy before a UN Resolution deadline. Tr ever t onds
(2008) conceptual framework is instructive for classifying this experimental task (see
Figure 3.4). Simple intelligence tasks are 0}
Locating where Osama Bin Laden is located, for example, hasa fairly straight -forward
solution strategy (e.g. analyze human intell.|
complicated by some rare discontinuities, but generally have some key variables with
somelevelof predictability. An example is the Paki
Laden raid: the U.S. government probably expected there would be some diplomatic fist
shaking, but knew it was unlikely Pakistan would retaliate militarily. Lastly, complexities
lack any clear solution strategy consensus. The reaction of potential lonewolf terrorist to

the Bin Laden killing is an example of a complexity because it is difficult to determine

how to even begin to answer this question. Of the potential hundreds of t housands or

25 According to the GSPIA website, the security and intelligence studies major 0 p r e psaudeatsfor
careersin the security or intelligence fields with various think tanks or intelligence agencies,such asthe
FBlor C1 A0 Ma jinoSecurity and Intelligence St u d Graduate School of Public and International
Affairs, accessed/ May, 2015.Available at:
https://www.gspia.pitt.edu/Academics/DegreePrograms/MasterofPublicinternational Affairs/Majorin
SecurityIntelligenceStudies/tabid/95/Default.aspx
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millions of potential radicalized individuals, it is hard to know where to begin looking

for the proverbial needle in the haystack. The Syrian chemical weapons task falls in the

mi ddl e of the continuum cl oser tiveoanstvdrseareo p uz z |
possible (the percentage of weapons destroyed) andkey variables are identifiable to assist

in the analysis, yet rare discontinuities are possible (e.g. the war escalates ad rebels steal

chemical munitions).

Figure 3.4: Intelligence TaskComplexity

Less Complex More Com
Puzzles Mysteries Complexities
*Definitive answers *Some key variables *Changing circumstances
*Product: solution assist *Product: sensemaking
*Example: *Product: forecast *Discontinuities common
Locating Bin Laden *Discontinuities rare *Exampl e: Mu s
*Example: Pakistani reaction to Bin Laden killing
government 6 s r es
Bin Laden raid

To the increase internal validity of the experiment, a pretest-posttest design was
used (Shadish, Cook, and Campbell 2002). Student participants were randomized into
two experimental groups: one using ACH and the other using the Indicators and
Signposts of Change techniqgue (henceforth: o]
requires analysts to work as a team to | ist
see if a postulated situation is developingo

analyst could list indicators of an upcoming coup, for example (e.g. the pre sence of

rioting, political assassinations). ACH based on the falsification logic of Karl Popper that
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knowledge should advance through a process of conjectures and refutations. The use of
ACH is fairly straightforward: analysts start by creating a matrix a nd then insert evidence
in the rows and hypotheses in the columns. Next, each piece of evidence is compared
with each hypothesis to attempt to detfer mi ne
the extent to which each of piece of evidence is consistent (orinconsistent) with each
hypothesis.

Both experimental groups patrticipated in the experiment during the final week of
March 2014 and first week of April 2014 to minimize any advantage one group might
have as the destruction process progressed. One week pwor to the start of the main
experiment, a pilot test was run to check the experimental procedures and instruments
with three doctoral students. The Indicators groups, 3 in total with 3 -4 students in each,
participated in the experiment during the final we ek of March. Student participants
reported to a small conference room and were read the informed consent script as per the
Institutional Review Board requirements. Next, each participant was given three
documents: the UN chemical weapons resolution, a map of Syria showing chemical
weapons sites and areas controlled by the rebels, and a timeline of the weapon disposal
process. Participants were given 510 minutes to review these documents and then
provided a judgment sheet and cognitive reasoning style test. Upon completion of the
judgment sheets, participants were led through the two steps of the Indicators technique
exercise.

Students first provided possible indicators that might affect the speed at which
weapons were removed and destroyed (see a truncded example below in Table 3.6).
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Second, each indicator was assessed on 3 point scale for importance on the destruction
process (1=very important, 2=somewhat important, 3=not important) and likelihood of
the indicator occurring (1=very likely/happening now , 2=somewhat likely, and 3=not
likely). For example, one group determined that a major earthquake would have a
moderate impact on the destruction process, but determined such an event was unlikely.
All of this information was recorded on a whiteboard. Upon completion of the technique,
participants were provided with a blank version of the same judgment sheet they
completed at the beginning of the exercise. To avoid biasing the answers of other groups,
participants were asked to not provide any information o r their answers to their
colleagues. The entire process required approximately three hours.

Table 3.6: Truncated Indicators Grid

Indicator Importance Likelihood
Participant | Participant | Participant | Participant

#1 #2 #1 #2

Anti -regime  forces  blocking 2 2 2 3

routes out of country

OPCW candot find 3 3 3 3

Acts of God (weather/natural 2 2 3 3

disaster)

Rebel groups obtain chemical 1 2 2 3

weapons

OPCW comes under attack 2 1 1 1

Escalation of violence makes 1 1 1 1

areas unsafe

OPCW ability to verify and locate 1 1 2 1

all sites

Assad regime may delay 1 1 1 3

International incident may draw 3 3 3 3

attention away

Assad regime overthrown 2 2 3 3
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Assad regime becomes totally 1 1 2 3
uncooperative

Another party gets draw into the 2 2 3 3
conflict

While the Indicators was relatively simple to implement without training
participants, ACH requires training to implement effectively (Heuer and Pherson 2011,
p. 315). The average length for instruction for new analysts in the IC to learn a battery of
analytic techniques is two weeks (Defense Intelligence Agency 2011), therefore, the
assumption was made that several hours are spent learning each technique. Interviews
with State Department Bureau of Intelligence and Research confirmed this assumptionii
each technique requires 23 hours of instruction. 26 To simulate this level of training and
ensure that participants understood how to use ACH, a four hour workshop was
conducted. The curriculum included the rationale for the technique and a full length
practice example using a digital version of ACH. After the workshop each participant
was provided a short quiz to determine how well they understood the rationale and use
of ACH. Across all students, the score was82 percenton the quiz.

The ACH groupsii 4 in total containing 4 students in eachi followed nearly the
same procedures as the Indicators group with the exception that a different technique
was used. As with the Indicators groups, the ACH groups were provided with the same
documentsii the UN resolution, timeline, and mapfi and asked to make estimative

judgments. Next, a facilitator led the use of structured ACH, a simplified version of the

26 Interview with INR analysts, Washington, D.C., February 24-26,2014.
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technique that requires analysts to start with the simplest set of hypotheses (Wheaton
and Chido 2006). For example, he two working hypotheses in the experiment were either

the weapons would be destroyed or not before the June Bt deadline. This form of ACH

was used to reduce the amount of time that is required with a standard ACH which

allows for expansive set of hypotheses. To conduct the exercise, participants were first
asked to generate pieces of evidence that would disconfirm the two hypotheses then
asked to determine if pieces of evidence could be combined or eliminated. In Figure 3.5,
below, the pieces of evidena are listed along the left side of the matrix. Next, each piece
of evidence was assessed for whether it had a positive or negative bearing on the
hypotheses. Where there was disagreement over a simple vote was taken and a flag
placed to indicate disagreement, visible as on small flag on the right of Figure 3.5. Then
students were asked to consider the sensitivity of each piece of evidence to consider what
effect changing a piece of evidence might have on the hypothesis. Lastly, students were

provided the judgment sheets and asked to record their answers.
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Figure 3.5 An Example ACH Matrix

H: 1 H:2
The chemical | The chemical
weapons weapons
agreement will | agreement will
be completed | NOT be
completed
Wheighted Inconsistency -11.0 -0.0
Score or
Enter Evidence
E13 Russmn military aid has c
increased recently
Syria has expressed
E12 | willingness to compy with M M
agreement
E11 US.condemn.ed use of N N
Syrian chemical weapons
The perceived costs of
destroying weapons
Il c
=10 outweigh the perceived
benefits
Willingness to use chemical
E9 |weapons signals reluctance c
to destroy them
Chemical weapons take an
extra 90 days to destroy |
ES i
rendering the proposal
unrealistic

Accuracy was determined by using UN and OPCW reports on the destruction

process. The final update before June 30th 92 percent of the weapons were destroyedr
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removed (Organisation for the Prohibition of Chemical Weapons 2014). Therefore,
judgments closer to the 92 percent mark were considered more accurate. A factorial
analysis of variance (ANOVA) was used to compare the judgment means between the
experimental groups to determine if there was a statically significant difference. The
ANOVA tests was also used to determine if there was any significant change in
judgments before and after using a technique. While robust to the normality assumption,
ANOVA requir es that variances be relatively equal between groups-homogeneity of
variance assumption. To test for this assumpt
determined for the comparisons between groups (Levene Statistic= .054, Sig.=.947) and
within groups, including the comparison of pretest and posttests of ACH (Levene
Statistic= .238, Sig.=.629) and Indicators (Levene Statistic= .160, Sig.=.695), the
homogeneity of assumption was not violated.

Rigor was determined by coding the narratives of the study par ticipants to
determine how well each experimental group explored hypotheses (Miller, et al.2006;
Zelik, et al 2007). In the example below (Figure 3.6), two hypotheses were stated that
could affect the implementation of chemical weapons agreement (both highlighted), the
former to speaking to the rationality of Assad and the latter to the perceived calculus of
destroying the weapons. Unique hypotheses were coded for participant and aggregated
for each experimental group.

Figure 3.6: Snippet of Narrative with Hypotheses
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Assad has shown his willingness to use chemical
weapons, and the consequences thus far have not

outweighed the benefits.

Next the hypotheses were enumerated and combined for each group and put on a
distribution (see Figure 3.7). ) and a logarithmic curve fitted to the distribution. The
logarithmic curve approximates a distribution of hypotheses that fits most knowledge
systems where the ratio of trust to doubt favors the former (Campbell 1977, Dunn 2001,
p. 6). Visually, this means the more positively skewed the distribution to the left the more
trust there is in a set of favored hypotheses; the less skewed to the right, the less trust and
agreement in the hypotheses. For example, below in Figure 3.8 are the hypotheses for the
Indicator s participants before using the techni qgue
judgments closely fit a logarithmic curve of R 2= .950, suggesting agreement on the main
hypothesis, time was insufficient for the removal process and therefore it was unlike ly to
occur.

Figure 3.7: Example of Distribution of Hypotheses
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3.3 CONCLUSION

Evaluating structured analytic techniques is no easy task. The secrecy of the IC
and methodological challenges of evaluation creates multiple obstacles. However,
through employi ng multiple methods to build interlocking evidence, it is possible to
gauge and draw strong inferences. This chapter laid out five methods to evaluate the two
research questions. The implementation question was addressed by combining semt
structured interv iews with intelligence experts and a survey including follow -up
interviews at an IC agency. Each method has complementary strengths: the interviews
provide contextual description and the survey allows for the use of statistical procedures
to generalize to the rest of INR.

Answering the effectiveness question required combining a systematic review
with an experiment. While the systematic review provided a broad overview of all known
research studies on the techniques, the experiment examined particular teciniques and
mechanisms. Combined, these two methods yield credible evidence on whether the
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techniques are effective for improving analysis and under what circumstances. The
following chapters put these methods into practice with the aim of determiningift he | Cd s

efforts to improve foreign affairs judgment have been successful.
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4.0 CHAPTER 4: WHO USES STRUCTURED ANALYTIC TECHNIQUES AND

WHY?: ASURVEY IN TH E INTELLIGENCE COMMU NITY

An open question is how often analysts actually use the techniques. Anecdotal accounts
suggest analysts are reluctant to use the techniques on the job (Moore and Hoffman n.d.;
Folker 2000). Scholars and practitioners posit several possible explanations why this
might be the case, including the perception of the techniques (Marrin 2007; Heuer and
Pherson 2011, p. 337), and demographic characteristics of analysts, such as age
(Immerman 2011; Fingar 2008), and training (Moore and Hoffman, n.d.). Yet, the most
cited reason why analysts do not use the techniques is time pressure(Heuer 1999, p. 85
86; Folker 2000; Khalsa 2009). As explained i€hapter 2, the techniques are perceived to
entail significant costs in time and resources. However, beyond anecdote there is little
empirical suppor t for this explanation.

This chapter addresses this gap by presenting the result of a survey of 80 analysts
at the State Departmentdés Bureau of I ntellige
20 intelligence analysts and experts. The purpose was to uncerstand: 1) how often
analysts use the techniques; and 2) what factors are related to their use. The results of the
study confirm anecdotal accounts that analysts do not use the techniques on a regular
basis. The more important question, however, is why analysts might not use the

techniques. In this study, one variable proved most important. whether an analyst
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received training or had been exposed to the techniques through previous employment

or education. To a lesser extent, perceived effectiveness of thetechniques was also
correlated. Importantly, there is no correlation between the average length of analysts

projectsii a measure of time pressure-and their preference to use the techniques. This is
an important finding because it goes against common wisdom that time pressure is the
main reason analysts do not use the techniques.

The chapter proceeds as follows: in section 4.1 the study hypotheses are restated,
some background on INR provided, and the descriptive statistics from the survey
presented. In sedion 4.2, the finding that training is the most important variable is
presented. In section 4.3, three other variables are explored: perception of the techniques,
time pressure, and analyst age. The chapter closes with a restatement of the central

arguments and findings.

4.1 FRAMING THE STUDY: T ESTING THE VARIABLES AT STATE

DEPARTMENT INR

Exploratory interviews conducted for this research with intelligence experts suggested
that there is increasing openness to structured analytic techniques over the last de@de.
Warren Fishbein, an intelligence expert and facilitator of an early effort to implement the

techniques in the 1990s, noted that there is greater recognition in the IC that a purely
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expertise-based approach to analysis is insufficient2? Similarly, a CIA analytic
methodologist noted that the daily life of analysts has changed over the last two decades,
with a greater willingness to coll aborate ar
beforehand and wuse structured dPkEPaublemsonn bef c
former Director of the Center for the Study of Intelligence at the CIA, echoes this change
in priorities by noting that what constitutes
regional and functional expertise to include procedural knowledge of how to use
structured analytic techniques. 29 Despite these anecdotal accounts, it is not clear to what
extent structured analytic techniques are used on the job and what variables affect

whether an analyst decides to use them.

4.1.1 Study Hypotheses

Moore and Hoffman( n.d.) and Folker (2000) have identified the role of training as an
important variable for explaining the adoption of the techniques
Hypothesis 1: There will be a statistically significant (p=<.05) and positive relation between

whether analystiave training in the techniques and use them on the job.

27 Interview with Warren Fishbein, June 11,2014.
28 Interview with Warren Fishbein, Junel11,2014.
29 Interview with Paul Johnson,June9, 2014
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The role of belief systems (Weiss and Bucuvalas 1980), in particular, how analysts
perceive the usefulness of the techniques (Marrin 2007) was expected to be a determinant

of whether analysts use the techniques on the job.

Hypothesis 2: There will be a statistically significant (p=<.05) and positive relation between how

effective analysts perceive the techniques and their use of them on the job.

Another variable is the time pressure an analyst is under. The focus on fast paced
production of intelligence is claimed to reduce the ability of the analyst to use the
techniques (Johnston 2005; Dixon and McNamara 2008).

Hypothesis 3There will be a statistically significant (p=<.05) and negative retatbetween

anal ysts®& average analytic project and their

The demographic shift in the IC towards a younger workforce has led some observers to

note that younger analysts will be more comfortable using structured analytic techniques
(Immerman 2011; Fingar 2008).

Hypothesis 4There will be a statistically significant (p=<.05) and negative relation between

anal ysts®é age and their use of the techniques

412 State Departmentds Bureau of I ntelligence

The study hyp otheses were tested through a survey and interviews with analysts at one

of the oldest agencies in the IC. Originating from World War I, INR was formed from
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the wartime intelligence agency, the Office ¢
and later transferred to the State Department (incidentally, the clandestine wing of OSS
became the institutional basis of todayds CIl A
U.S. diplomacy throughall-sour ce i ntelligence analysims and
the State Department for ensuring policy review of sensitive counterintelligence and law
enforcement activities around the worldé (U. S
important mission, INR is tiny both in manpower and resources compared to larger
intelligence agencies. I n the words of one
compared to larger agencies, such as the NSA and CIA (Rood 2006).

These limitations notwithstanding, INR has received significant attention in the
past decade. The most notable example occurred in the lead up to the Iraq War when INR
gave the sole dissenting opi nicallad the Natiotnhle | Cd s
Intelligence Estimate (NIE)--of Saddam Husseinds nucl ear progrt
firm positve or negative judgment on the existence o
was not enough evidence to draw an inference.
interest, little is known of its analytic practices, a gap this research explored through a

survey and interviews at the Bureau. 30

30 For example, see:Justin Rood, 0 A n a | Thiz laside the one spy agencythat got pre-war intelligence
on Irag--and much else--r i g WMashidgtonMonthly, January/February 2005.To my knowledge the only
in-depth study | N Rdnalytic practicesis an older study by O 6 L e @974):O'Leary, Michael K., etal.
"The Quest for Relevance:Quantitative International Relations Researchand Government Foreign Affairs
Analysis." International StudiesQuarterly (1974):211-237.
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4.1.3 Gauging the Use of Structured Analytic Techniques at INR

The survey responses suggested that structured analytic techniques are not regularly
used at INR. In fact, approximately a third of analysts report never using the techniques
on the job. The remaining two thirds of analysts are split between those that rarely (33
percent) or sometimes (21 percent) use the techniques (see figure 4.2). The extent to which
these numbers reflect the wider IC is only partially known. Inte rviews with INR analysts
suggest that analysts working in larger agencies such as the CIA, DIA, and NSA do use
the techniques, although the exact number is not available 31

A skeptic could argue that structured analytic techniques are not needed at INR
because it is already punching well above its weight without using the techniques. This
argument, however, makes an unstated assumption. Specifically, that INR could not
improve its performance further through using the techniques. Given the promise of the
techniques, which is explored in depth in Chapters 5and 6, it is worth exploring what
circumstances might berelated to whether an analyst chooses to use them. The following
sections address these questions at the individual and institutional -level by examining

training, demographics, time pressure, and perceptions of the techniques.

Figure 4.1 Use of Structured Analytic Techniques at INR

3lInterviews with INR analysts, Washington, D.C., November 2014.
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4.2 STUDY HYPOTHESIS 1: ANALYST TRAINING

There is little institutional support for training analysts in structured analytic techniques

at I NR. As one analyst stated, OINR has no fo
0 | éhadstraining in structured analytic techniques, but not a lot, it was the equivalent

of hearing someone t al3Asthdsostatements suggest, ne® INR mi n u t e
analysts are not required to takethe4we ek O Anal ysi s 101, gdrovide cour s €
common analytical methods to the IC (Kelly 2007). While the interviews did address why

INR is exempted, perhaps one reason is is that the agency maintains a certain level of

autonomy from the rest of IC.

32 Interviews with INR analysts, Washington, D.C., November 2014.
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Given the limited opportunities for INR an alysts to learn the techniques, the
results of the survey were not surprising: approximately three -quarters of analysts
reported having no training. In the place of training in the techniques, INR analysts
receive training in the traditional paradigm which the Intelligence Reform Act sought to
augment . This training, or as it S better
Johnstonds (2005) et hnography of the anal yti
anal ysts were brought ieymendestpuodyiesgi ondars
with decades of experience (Johnston 2005). During this process the analyst learns in the
basic 0ins and outso6o of their agency with mo.
writing skills, rather than learning more form al methodologies, such as structured
analytic techniques.

Beyond training, INR analysts reported they had limited assistance for using
structured analytic techniques. At larger agencies, such as CIA and DIA, there are
otradecraft cel |l std calclleadli aged walrliad t hat a
prevailing wisdom of analysts. 33

These analytic teams are staffed by methodologists who assist analysts in selecting
and implementing methods. 34 At INR there is some analytic support in the form of an

analytic tradecratt office, although the office is staffed by a single methodologist. 35

33Foronea n a | yxpdriénsesworking in ared cell unit, see:d0 G| o/Aganda: Red Cell

Intelligence analyst describeshis role as'devil's advocate'in the C | A Udiversity of Delaware Daily,
April 5,2012,available at: http://www.udel.edu/udaily/2012/apr/global -agenda-red-cell-040512.html
34Interview with CIA Methodologist, Washington, D.C., June20,2014.

35 Interview with INR analyst, Washington, D.C., November 11,2014.
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Analysts interviewed for this study reported that there are other routes for gaining
experience with the techniques.3®¢ For example, several analysts reported that interagency
discussions with the CIA and the National Intelligence Council (NIC) sometimes involve
the use of collaborative techniques to mediate analytic disputes, such as structured
Brainstorming and an informal version of Analysis of Competing Hypotheses. 37 A couple
of analysts received training through previous employment at other agencies. For
exampl e, one analyst stated that whether
[the analyst was] educated before they came to INR and on what experience they are
bringi ng 3Motsurprisingjy,dhle anélysts interviewed for this study that came
from larger agencies such as the DIA, reported using the techniques on the job at INR
because of their previous training. 39

Opportunities to get exposure to the techniques through training appears to be
strongly related to whether analysts use them on the job. This point was confirmed by
the survey data: the relation between whether an analyst reported receiving training and
if they use the techniques was highly significant (chi square=13.593, p=.001). The high
level of significance of the results (p=.001) suggested that there is less than a one percent
chance that this relation is invalid in a normally -distributed population. Or in other
words, the observed results are extremely unlikely to occur by chance alone. In addition,

the strength of the relation between training is moderately strong with a Cramér's V value

36 Interviews with INR analysts, Washington, D.C., November 2014.
37 Interviews with INR analysts, Washington, D.C., November 2014.
38 Interview with INR analyst, Washington, D.C., November 10,2014.
39 Interview with INR analyst, Washington, D.C., November 10,2014.
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of .412. This result is notable because a 0 indicates no association and a 1 perfect

association between training and use of the techniques.

The results of the survey suggested exposure to the techniques through training
matters and, possibly, the quality of training. Of the 29 INR analysts reporting some
training in the techniques, the 20 that reported quality training also reported they use
structured analytic techniques on the job; only a single analyst that reported quality
training did not report using the techniques on the job. However, caution should be taken

in assessing this finding as respondents were not asked to clarify in follow -up interviews

what <constitutes oquality training.d6 Future

explore quality training.
If training is a key variable at the analyst -level, but what explains the lack adoption
or promotion of the techniques at the institutional -level? The short answer is analytic

culture. There are two competing, but non-exclusive analytic cultures in the IC: the

r

traditionali st culture focused on deegptdésubj e

culture focused on the use of explicit methodologies, such as structured analytic
techniques. Since the beginning of the analytic reform movement the generalist culture

has gained more adherents at larger agencies such as the CIA and NSA. In the genatist

culture, anal ysts are prized for their o0o0rgan
current intelligence ...6 (Marrin 2013, p . 3!
research areas focused on specific regions and functional areas (e.gsmall arms,

terrorism), in theory, applying a o0tool boxdé of
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problems. Since 2001, there are more civilian intelligence studies programs built to
prepare more generalist analysts for the IC (Crosston and Coulthart, forthcoming).
INR is again, an exception to the rule. While the generalist culture appears to be
becoming dominant in other agencies, INR is a stronghold for the traditionalist culture.
For example, instead of regular rotations, INR analysts are typically assigned to analyze
one region or functional area for the duration of their career. After several years on
assignment, INR analysts are expected to gain deep subject matter expertise, if they have
not already done so--INR also recruits experts from academia and the private sector
(Rood 2006). Adding to the emphasis on subject matter expertise, Foreign Service Officers
(FSOs) are rotated through the Bureau to bring firsthand knowledge and area expertise
with them. According to one such FSOworkingatINR: o0éby being out ther
I can begin to read situations. .. F8Osis | eaverl
probably due to traditionalist culture that INR eschews analytical training in the

techniques which may in turn exp lain the results of the survey.

4. 3PERCEPTIONS OF THE TECHNIQUES, TIME PRES SURE AND

DEMOGRAPHICS

While not as strong as the relation between training, perceptions of the techniques appear

to be correlated with adoption (study hypothesis 2). This result speaks to the importa nce

40 Interview with Foreign Service Officer, Washington, D.C., November 25,2014,
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of convincing analysts that there is value in using the techniques. Other variables such
as, demographics (hypothesis 3) and time pressure (hypothesis 4) were not supported by

the survey data.

4.3.1 Perception of Structured Analytic Techniques

Study results suggested INR analysts perceive the techniques as fairly effective in
improving rigor and to a lesser extent, accuracy. Most survey respondents reported that
the techniques improved accuracy either a fair amount (17 percent) or a little (60 percent).
Interestingly, 20 percent reported that the techniques had no effect on accuracy.
However, respondents seemed to have more faith in the techniques for improving rigor.
Rigor was described to respondents as the extent to which analysis incorporates multiple
hypotheses, viewpoints, and encourages creative thinking (for an extended description
of analytic rigor, see Chapter 2). Among the survey respondents, 32 percent believed the
techniques i mprovddaaidabndi d40pegrceat 0a
echoed the importance of improving rigor through exploring multiple hypotheses by
noting that some structured analytic techniques, such as the Analysis of Competing
Hypotheses (ACH), would have been useful in the Iraq weapons of mass destruction

case#!l Still, among analysts this view was tempered by the belief that analysis should

f

ai

not beceonttoroilc. 6 A s ma | il 5 perecemibreportethie teehmiquesy s t s

4lnterview with INR analyst, Washington, D.C., November 11,2014.
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were not effective in improving rigor, ver sus the 20 percent that believed they had no

effect on

ti med and

accur acy.

onot useful ,
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While not as strong as the relaton between training, perceptions of the techniques

effect on rigor appears to be correlated with use (chi square=3.83 p=.049). The strength of

the relation between perception and use of techniques is not strong, but still notable

(Crameér's V= .225). Accuacy was not statistically significant (chi square=1.241, p=.265).

These results suggest that there is a relation between perception of the techniques and

their use

by analysts,

al though this

vari abl

exposure to training. These results also speak to an important and obvious point that

without a convincing case that analysts ought to try something new, they resist using the

techniques (Moore and Hoffman n.d.; Heuer and Pherson 2011, p. 337). Additionally, the

responses on perceptions of accuracy suggest analysts have more faith in the techniques

to improve the rigor.

Figure 4.2: Perception of Techniqueg3

Response

Rigor

Accuracy

A great deal

5%

A fair amount

32

A little

58

Not at all

5

3%
17
60
20

42 Interviews with INR analysts, Washington, D.C., November 2014.

“BSurvey

guestions:

0To what

extent,

on

analysts think in a more effective way (rigor); To what extent, on average, do you think structured
analytic techniques help analysts be more accurate or "right" in their analytic judgments? (accuracy)
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The INR study presents an interesting puzzle: if most INR analysts believe the
techniques are useful, why do they not use them on the job? Two possible explanations
emerged in the analyst interviews that might explain the gap between perceived value
and adoption: th e role of subject matter expertise and problem type. As the discussion
above makes clear, traditionalism is the dominant analytic culture at INR. Several
analysts reported that their focus on subject matter expertise made structured analytic
techniquesre dundant . o0The general belief at | NR, 6 s

of expertise you should be doing rigorous thinking that structured analytic techniques

make you do. 6 This view was typically expres
the boxdéd: junior analysts were perceived to n
mi ght miss a key piece of information or hypo

you are better versed [in the subjectthiar eal] j
w a y 44 Tdis belief among INR analysts was unexpected because a rationale for using the

techniques is to assist all analysts, including subject matter experts (Heuer and Pherson
2010, pp. 56 ) . I n contrast to the tr asuppottifronttel i st s
cognitive psychological literature that experts might not only be susceptible to the same

errors as novices, but also that experts make their own unique analytic errors, such as

having unwarranted confidence in their judgments. 45

44 Interview with INR analyst, Washington, D.C., November 24,2014.

45 For a discussion of the limits of expertise in intelligence analysis see: Hal R. Arkes and JamesKajdasz,
0 | nt uTheoiiesc B e h a vin lotellfyenceAnalysis: Behaviorahnd SocialScientific
FoundationsBaruch Fischhoff and Cherie Chauvin (eds.), Washington, D.C.: National Academies Press,
2011
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Another explanation is that the types of analytic problems that INR analyzes. One
analyst noted that the type of problems INR analyzes are qualitatively different from
agencies such as the DIA. The analyst noted that the types of analytic problems at these

types of agencies appear to be wellstructured, especially those dealing with military

|l ogi stics and planning (0e.g. where the tanks
with | eader 6s i n # Another analyst cencuded brethisi peiriit stating
"l'inear techniquesdé which presumably include

appropriate for linear problems and sometimes we have linear problems and sometimes

we donot . But my wWoeokieit 8§ mas ml xednbadg’eThig t he]
belief suggests that some INR analysts are not familiar with the broad range of structured
analytics, many of which are useful for diverse tasks including well -structured and ill -
structured problems. For example, the Indicators or Signposts of Change techique can

assist analysts in structuring problems, which could include identifying drivers that

affect a | ead eChapterafananexperimennesaludtisgehes technique).

4.3.2 Time Pressure

Since September 1"and t he beginning of t he oOoWar on T
analysts to produce analysis has increased, while the intelligence production has sped up

(Johnston 2005, pp. 2&27; Dixon and McNamara, 2008). However, the survey and

46 Interview with INR analyst, Washington, D.C., November 14,2014.
47 Interview with INR analyst, Washington, D.C., November 14,2014.
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interviews from INR suggested that the amount of time pressure, measured by the
average project an analyst works on,is not related to whether they use the technigues

I n this study time pressure was operati ol
guestion: 00n averiatget akheowydwngo doempl et e an
Analysts were asked about their average analytic product rather than asking about how
much time pressure they felt, to gain a fairly objective measure of how pressed they are
for time. Analytic products can com e in the form of presentations, reports, and memos
for intelligence consumers. There were 11 analysts under heavy time pressure with their
average analytic product taking 1-2 days of work. Of these analysts 7 reported using the
techniques. This result is unexpected given the claim busy analysts do not have time to
use the techniques. The largest groups were those reporting a moderate amount of time
pressure, a week to two weeks for their average product. Of the 45 analysts under this
category, 32 reported using techniques versus 13 that do not. As for the 24 analysts that
face the least time pressure, a month or more, the results again are not in the expected
direction: 15 report using techniques versus 9 that do not. The statistical analysis suggests
that there is not a relation between time pressure and the use of structured analytic
techniques (chi square= .616, p=.735). It is important to note that INR might be different
than other agencies in terms of time pressure. One analyst reported that she had bea at
INR for several years and reported that when she worked at another IC agency the time
pressure was considerable. Future research will need to delve into whether the time
pressure factor is more important at other agencies.

Figure 4. 3: -Répored Average AnalyBoeProtluct at INR
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4.3.3 Demographics: Age

Former Deputy Director of National Intelligence for Analysis, Thomas Fingar (2008, p.

24) argues that persuading younger analysts

differently than the old e r generationso is easy. | mmer mar
noting that ©6Generation Y& is more ocomfortab
enable collaboration and integrationd than pr

are correct, younger analysts should report using the techniques more than their older
colleagues (study hypothesis 3). The results of the survey and interview data tell a
different story.

Analysts were asked to report how long they have worked in the IC, as a proxy

for their ag e . Based on the years of service, analy
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the Cold War (pre-1991), postCold War (1992-2001), and post9/11 (2002-onward). For
example, an analyst with 25 years in the IC would be counted in the Cold War cohort
because they began their career in the late 1980s. The survey results at INR are reflective
of this wider demographic shift in the IC; more than half of analysts joined after
September 110 (See figure 4.5, below). In fact, almost three quarters of INR analyst
surveyed joined INR after the commencement of the War on Terror; 25 percent higher
than the average in the rest of the IC (Fingar 2008). The remaining 17 percent of analysts
at INR are evenly split between those that joined during Cold War or the interi m period
between the Cold War and September 11". In short, if the results are representative, INR

is a young agency.

Figure 4.4: Age Cohorts at INR

73%
Post9/11
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Of the 59 post-9/11 analysts, 40 report some use of the techniques. In other words,
almost two thirds of these analysts report using the techniques. The results for the pre
9/11 analysts are less clear: of the 21 analysts that joined before September 11th, 12 report
using the techniques. These data seem to show a weak trend, as pos®/11 analysts do

seemto use the techniques more than their older colleagues; however, a chisquare test

of the survey results erases any doubt that

whet her they use the techniqgues (chi fOffluar e=

indicates a very weak correlation, as a 0 indicates no association and a 1 perfect
association. The intelligence reformers appear to be wrong, at least as far as INR is
concerned.

These results are puzzling: how can age not play a role, especiallysince newer INR
analysts are more likely to be exposed to training, the most important variable identified
in this study? The answer seems to loop back to the issue of institutional support: there
are few opportunities for young INR analysts to gain fami liarity and expertise with the
techniques. A young analyst entering INR is unlikely to be very different in analytic
training and culture than a senior analyst who joined the Bureau twenty years ago. In
short, youth probably matters less at INR than at | arger agencies such as the CIA, where
the analytic culture has shifted to a more generalist paradigm in the last ten years and

techniques are mandated more widely at t
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[the techniques] were mandated above and if our leadership made a push the techniques,

they would be 48 mplemented. O

4.4 SUMMARY OF RESULTS A ND CONCLUSIONS

The survey and interviews of INR yielded answers to the research question: How often
are structured analytic techniques used and what variable s affect their use? In particular,
three key findings emerged. First, the survey responses suggested that 1 in 3 analysts do
not use structured analytic techniques. While these results can only be cautiously
generalized beyond INR, they are the first comprehensive reporting of the
implementation of structured analytic techniques.

Second, the main variable that is related to the use of structured analytic
techniques at INR is the existence of analytic training. The survey and interviews suggest
training is at least moderately correlated with the use of the techniques. Another variable
positively correlated with the use of the techniques, although to a lesser degree, was
whether analysts perceive the techniques to be effective for improving the rigor of thei r
analysis. Interestingly, while most INR analysts see benefits of using the techniques,
many do not use them on the job because either they believe they are more appropriate

for novices or consider the techniques inappropriate for their analytic tasks.

48 Interview with INR analyst, Washington, D.C., November 14,2014.
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Finally, other variables cited in the literature, such as age cohort and time pressure
had no statistically significant relation with the use of the techniques. The latter finding
is of great importance because time pressure is the most cited reason whyanalysts cannot
use the techniques on the job (Heuer 1999, p. 886; Folker 2000; Khalsa 2009). As an
outlier in size, culture, and performance, INR is quite different than other agencies.
Therefore, future research will need to determine the extent to whi ch these variables
affect the preference to use structured analytic techniques at other, larger agencies such

as the CIA and NSA.
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50CHAPTER 5: O0OWIR7T0 WORSY ST EWRBRWOFRGSTRIETURED

ANALYTIC TECHNIQUES

Research on intelligence analysis appeas to have changed little in the last several

decades. Mangio and Wilkinson (2011, p. 19) discuss the cognitive bias, mirror imaging

and conclude that since the 1960s the intelligence literature has discussed it repeatedly.

Providing little or no evidence, the research community nevertheless has repeated the

basicmessage O mi rror i maging is bad and an anal yst

is true for structured analytic techniques: over the last decade the literature exhorts

analysts to use the techniques but provides little or no proof of which techniques are

effective and under what circumstances. This observation has not been lost on the wider

scientific community. In 2010 and again in 2011, the National Academy of Sciences

convened special canferences to assess intelligence and methodologies. The finding of

the conferences is clear: omany methods us:

Community (1 C) have not been formally evaluat
As the above quote makes clear,beyond some isolated attempts to examine

specific methodologies and issues?® no systematic review of structured analytic

49 For an example of validation of intelligence methodology, see:Mandel, David R."Canadian
perspectives: Applied behavioral sciencein support of intelligence analysis." Invited paper presented at
the Public Workshop of the National ResearchCouncil Committee on Behavioral and Social Science
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techniques has ever been conducted until now. This chapter presents the results of a
systematic review of structured analytic techniqu es to address this gap. A systematic
review is a method to sum up the best research on a specific question. As opposed to a
traditional literature review, a systematic review is a transparent method to find,
evaluate, and synthesize, the results of relevart research (Campbell Collaboration n.d.).
This chapter presents the results of a systematic review of the 12 structured analytic
techniques fr om HAnal$tic Tradecrafe Rrimef2O0DY, db\ering more than
200 studies sampled from a population of thousands of research studies.

The 46 evaluative studies were identified from 261 studies on 6 of the 12 structured
analytic techniques. Each of the 46 evaluative studies was assessed for credibility by
examining its internal validity using the Maryla nd Scientific Methods Scale (MSMS)
(Sherman 1998) and whether a technique was reported in the study as effective for
improving rigor or accuracy. Studies with higher MSMS scores were deemed more
credible than those with lower scores. The review found a lo w credibility evidence base
for three techniquesi Alternative Futures Analysis, Red Teaming, and Team A/Team
Bfi and no evaluative studies for six techniques (Key Assumptions Check, Quality of
Information Check, High -Impact/Low -Probability, Indicators of Sign post/Change,
oWhat | f?6 Anal Inghinking). Begrdttaidyuthere is tbw credibility or no

evidence for 9 out of the 12 technique3his gap will need to be addressed by future

Researchto Impr ove Intelligence Analysis for National Security. Washington, DC: The National
Academies. 2009.
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research, some initial steps of which are taken in Chapter 6 by evaluating the Indicators
of Signpost/Change technique.

Despite the evidentiary gaps in our knowledge of the efficacy of most structured
analytic techniques, three techniques did have arobustevidenceb as e: Devicy, 6 s Adyv
Analysis of Competing Hypotheses (ACH) and Brainstorming. Brainstorming, which
had a moderately credible evidence-base, was effective in only 40 percent of the studies.
Interestingly, collaborative Brainstorming led consistently to a negative effecon the
quality and quantity of ideas generated. Evaluative studies of ACH suggest it assists
analysts in seeking disconfirming evidence, although it did not assist analysts in properly
weighting disconfirming evidence across three high credibility studies. A Ithough many
studies suggest there is no link between seeking disconfirming evidence and judgment
accuracy, there is a possible link between evidence weighting and judgment accuracy.
This result is consistent with previous research on the importance of weighting and
updating beliefs for improving foreign affairs judgment accuracy (Tetlock 2005, p. 217).
Devil 8s Advocacy was found to be effective 1in
and improving accuracy over consensus-seeking groups, especially in taks where
groups must select one optimal solution.

Section 5.1, presents the descriptive results of the systematic review, the sources,
subject matter, reported effectiveness, and credibility of the studies analyzed in the
review. The second half of 5.1 provides a broad outline of the overall results of the
systematic review. Section 5.2 presents findings regarding three techniques with at least
moderately strong evidence. These findings are helpful in understanding the conditions
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under which the techniq ues are effective. The chapter closes with a summary of the main

findings and their implications.

510VERVI EW: 0 WHAS? OWORK

The systematic review identified 46 evaluative studies of 6 of the 12 techniques:
Alternative Futures Analysis, ACH, Brainstorming, Devi | 6s Advocacy, Red
Team A/Team B. After analyzing the studies for a reported effect of the techniques, and
assessing the strength of the research design to determine the credibility of the studies,

the results suggested there is moderatel credible evidence to suggest that the 6
techniques, in aggregateare effective in improving the rigor and accuracy of analysis in

just over half of the studies (skip ahead to
wor kso). Howev e r rall shapshob, thel evilende-Basedor some techniques

are not equally credible as some have stronger research designs than others. Three
techniques, ACH, Brainstorming, and Devil 6s
credible evidence base. Interestingly,there was a moderately negative correlation (-.49)

between study credibility and the reported effect size of the technique. In other words,

the lower the credibility of the study the more likely the technique will be reported

effective.
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5.1.1 Selecting and D escribing the Evaluative Studies

Of the 261 studies sampled (seeChapter 3 for the identification and selection procedures)
there were 46 evaluative studies identified. To be included the study had to provide a
report, either verbal or numerical of the effect of a technique on analytical rigor or
accuracy. Hypot heti cal reports (e.g. OACH cou
were excluded. The remaining studies were excluded for a variety of reasons. For
example, 95 studies described how to use a technique in a particular application but
provided no explicit evaluation and 36 studies discussed conceptual issues related to
using a technique. For a full list of exclusion criteria and procedures, see Chapter 3 and
Methodological A ppendix B.

The 46 evaluative studies came from diverse sources. In terms of format, most
studies came from journals (30) with the remainder from conferences (6),
theses/dissertations (5), monographs (4), and other (a blog entry) (1). The focus on
journals is not surprising, but the inclusion of studies from non -publ i shed, ogr
|l iteratured in this review reducespotentialyl i cat i c
increases the validity of these results. In terms of subject areas, most evaluative studies
came from business and management (18 studies), followed by security studies (7),
psychology (7), conservation (6), and other subjects (8).

The review included 12 techniques from the Tradecraft Prime(2009) (see figure 5.1,
below). Among these techniques there were 6 that had no evaluative research: Key

Assumptions Check, Quality of Information Check, High -Impact/Low -Probability,
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Indicators of Signpost / Change, 0 Wh at I f ? 6 -InAThirkingy Upos ,
closer examination, most of these techniques have one trait in common: each was
developed specially for the Tradecraft Primer(2009) by intelligence trainer, Randy
Pherson, and therefore are prabably not old enough to have research traditions to
produce evaluative studies.

Figure 5.1: Techniques Included in this Study

Key Assumptions Check
Quality of Information Check
Indicators of Signpost/Change
Analysis of Competing Hypotheses
Devi |l 6sacyAdvoc
Team A/Team B
High -Impact/Low -Probability Analysis
OWhat | f?06 Anal ysis
Outside-In Thinking
Red Team Analysis
Alternative Futures Analysis

Other techniques, some from security and intelligence studies, such as ACH, Red
Teaming, and Team A/Team B, have a longer history, and therefore, had a few evaluative
studies (8 in total). The remaining three techniquesii Alternative Futures Analysis,
Devil 8s Advocacy, ilawdhe Bmgast rasgarch trasitionsgand most
evaluative studies (38), much of which comes from disciplines outside security and
intelligence studies. The only chronological and discernable pattern is that there are
decades where more evaluative research was conducted for certain techniques. For
example, Brainstorming i ncluded 5 studies from psychology from the late 1990s and early

2000s, but after this point there were less evaluative studies.

122

and



Figure 5.2: Number of Evaluative Studies
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5.1.2 Assessing the Credibility of Evidence

From the description above, some techniques have more evaluative research than others,
however, not all studies are created equal and vary greatly in terms of the believability
of the reported findings. Scholars of methods and research design term this believability
as ocredi bil i tibleé study, thesgreater corfidenae thelintervention (in this
case, a technique) had the reported effect (Cook and Campbell 1979; Shadisbkt al.2002).

To assess credibility, a MSMS score was determined for each study (see Figure 5.3).

Figure 5.3: Modified Maryland Scientific Methods Scale
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Level Description Example
9 I Correlation between a structured analytic Analysts reported Brainstorming generates
% technique and a measure of either rigor or more ideas
8 accuracy measures
A 2 Measures of efficacy before and after using a Analysts generated more ideas after using
9 technique, with no comparable control Brainstorming
condition
3 Measures of efficacy before and after using a Analysts generated more ideas in a
technique in experimental and comparable treatment group but there was no
control conditions improvement in efficacy in a control group
4 Measures of efficacy before and after the Analysts generated more ideas in a
o program in multiple experimental and control treatment group using Brainstorming but
= units, controlling for other variables that there was no improvement in efficacy in a
E influence analytic performance control group controlling for level of
O expertise and cognitive reasoning style
o
ol 5 Random assignment of technique and control Analysts were randomized into a treatment
= conditions to units group using Brainstorming and a control
group
6 Study is a systematic review Multiple research reports of brainstorming
were analyzed using meta-analysis
Placing the evidence alongside the reported effectiveness of the techniques
provides an overall snapshot of owhat wor ks

determined by coding each study according to the reported effectiveness of the

technique: 1) the technique had a negative effect; 2) no effect; 3) mixed effect; and 4)

positive effect. Techniques that were listed as having a positive effect on rigor or accuracy

were considered oef f ec foreach.te6hnidue wad eatcudated yr e di b i
averaging the MSMS score for all of a-6),t ec hni
medium (3-4), and low (1-2) after rounding up to the nearest whole number. For example,

if a set of studies had an average of MSMS sore of 3.8, then it would be rounded to 4 and

fall into the moderate credibility range (3 -4).
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Overall, there is moderately credible evidence for the 6 techniques with evaluative

studies (the average is 2.8 on the MSMS scale) (See Figure 5.4). The tedtjme with the

strongest evi

Compared to

dence

consensus

base (a

f or ms

MS MS

of

score of

anal ysi s

effective more than 70 percent of the time. While a relatively small litera ture, the ACH

studies are highly credible (4.4) and suggest that the technique improves analysis over

control groups in half of the reports. The technique appears to partly address

confirmation bias but not improve forecast accuracy. Brainstorming had mixe d

effectiveness and a moderately credible evidencebase (3.8). Nominal or noninteracting

brainstorming groups produced more and better quality ideas than collaborative

brainstorming groups. The studies from the remaining techniques, Alternative Futures

Analysis, Red Teaming, and Team A/Team B, all have low credibility evidence.

Figure 5.4: What Works?: A Display of the Overall Results

Technique Effective” Ineffective

Analysis of Competing Hypoth. 50% 50% 4
Devil’s Advocacy 72 28 I
Brainstorming 40 60 10
Alternative Futures Analysis 82 18 17
Red Teaming 100 0 3
Team A/Team B 0 100 I

All Techniques 57% 43% 46

Evidence Credibility

Medium

*Techniques were considered “effective” if the study reported a positive impact on rigor or analysis

+“Evidence” is the rounded up mean of all studies’ based on the Maryland Scientific Methods Scale scores
(1-2= weak; 3-4= moderate; 5-6 strong)
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The results of the Alternative Futures Analysis studies are of particular note
because while the technique has the mostevaluative studies and appears to be highly
effective, it had one of the least credible evidence bases. Similarly, Red Teaming appears
to also be highly effective in the studies, despite having low credibility evidence. Many
researchers including Pillemer and Light (1984, p. 47) have observed similar results in
systematic reviews. They have found a negative relation between research quality and
the strength of effects, that is, studies with weak designs are associated with high
effectiveness. It is worth noting that the Team A/Team B technique also had a weak
evidence base although the technique was not found to be effective because partisans
used it as a way to push their political views (Mitchell 2006). Researchers have observed
similar results in systematic reviews and found a relation between studies with weak

designs and reports of either very high or very low effectiveness.

Table 5.1: Binary Effect Size Display of Study Quality and Reported Effectiveness

Low Medium+High Total
Ineffective 3 (15%) 16 (64%) 19 (42%)
Effective 17 (85%) 9 (36%) 26 (58%)
Total 20 (100%) 25 (100%) 45 (100%)

A Binary Effect Size Display (BESD) was used to calculate the relation between
study quality and effectiveness. The BESD is useful because it visualizes the reléion

between the two variables in the table and provides a simple correlation. A calculation of
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the cells suggests that there is a moderate negative effect 0f0.49. This result is notable
because the statistic ranges from between-1.0 and + 1.0. A valueof 0.0 indicates no
association and a value of 1.0 perfect association, whether positive or negative. The
implication of this finding is that as long as evaluative designs are weak, we can expect
that the techniques will be reported as effective when in fact a stronger design might yield

mixed or negative effects. These results paint an overall picture of the evidence for
structured analytic techniques, but it is necessary to determine under what conditions the

techniques are effective or may lead to negaive results. The next section delves into these

specific issues.

5.2 UNDER WHAT CONDITIO NS ARE THE TECHNIQUE S EFFECTIVE?

As the above section detailed, there are 25 evaluative studies with moderate to strong

designs; these studies cover 3 techniques. Threefindings emerge for creativity,

hypothesis testing, and competitive analysis. The four ACH studies suggest how analysts

weight evidence might be more important than whether the analyst sought out
disconfirming evidence. Another unexpected finding is that Brainstorming in face -to-face

groups consistently reduces the quality and quantity of ideas. Instead, it appears that
analysts should first brainstorm individual!/l
Advocacy appears to improve the accuracy of judgments and strengthen assumptions, a

finding not present in control groups. However, to ensure that the technique is effective,
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it appears that analysts should use it in tasks where groups must select one optimal
solution from an array of solutions. The next sub -sections describe the research from the

moderate and high credibility studies and then provide a synthesis of the main findings.

5.2.1 Analysis of Competing Hypotheses Studies

In total, there were four ACH studies that had at least moderately strong designs.

5.2.1.1 Brant A. Cheikes, Mark J. Brown, Paul E. Lehner, and Leonard Adelman (2004)
In this study, 24 participants from a large research and development corporation
volunteered to participate in an experiment evaluating ACH. The experiment was
conducted over email. Participants were randomly assigned to an ACH condition and a
non-ACH condition. ACH did not reduce availability bias in either group. The authors

also examined the distortion effect in confirmation bias (e.g. whether participants
misinterpreted evi dence as confirming when it should be disconfirming) and a weighting
effect of confirmation bias (e.g. giving more importance to support evidence versus
providing similar evidence for a non -preferred hypothesis). ACH did assist participants
in avoiding th e distortion but only participants with intelligence analysis experience

avoided the weighting effect.
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5.2.1.2 Gregorio Convertino, Dorrit Billman, JP Masur, Peter Pirolli, Jeff Shrager (2006)
The study compared collaborative vs individual (Nominal) use of a digital version of
ACH, as well as groups made of members with diverse (Heterogeneous) beliefs vs
Homogeneous beliefs. 33 participants were recruited from Stanford University and the
Palo Alto Research Center. The results suggest that heterogenous collabative groups
working alone experience a decrease in confirmation bias while using ACH versus
homogenous collaborative groups that actually saw confirmation bias accentuated while

using ACH.

5.2.1.3Andrew Brasfield (2009)

70 undergraduate and graduate intellige nce studies students attempted to forecast the
2008 Washington State gubernatorial election winner. Study participants were organized
into ACH and non -ACH groups controlling for the political affiliation. All groups
worked independently for a week and ACH groups used a digitized version of the
technique. The ACH group had a slightly higher accuracy at a non -significant level

(P=.421). The technique was highly effective at addressing confirmation bias (P=.000).

5.2.1.4 Kristan Wheaton (2014)

In this study 115 intelligence studies students were assigned to a control group and
groups with variations of ACH, including a group without the ability to weight evidence,

a group with the ability to weight evidence, and a group with the ability and training to

weigh evide nce. The groups were given an hour to forecast the winner of a Honduran
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presidential election. The most accurate group was the control group followed by the

ACH group with training and ability to weigh evidence. Wheaton concludes that

oaccur at e ame tromnaaatystsswhoceither a) intuitively weighted evidence

without the help of a decision tool or b) were instructed how to use the decision tool with

special focus on diagnosticity and evidence wte
accurate groups were also more biased, and while ACH generally helped mitigate bias,

it did not i mprove forecasting accuracy. o0

5.2.2 Analysis of Competing Hypotheses Discussion

Since the 1980s, the cognitive biases framework has been one of the main frameworks of
inteligence analysis, ushered in through Heuer ds
1990s. As a result of applying the heuristics and biases framework to intelligence
analysis, discussion of how to improve analysis typically involves ways of mitigating
cogni ti ve bi ases, I n particul ar, confirmation
informationét hat confirm the tha seekiot dissoanf y hel
those that support an opposite conclusioné [ e
1999, p.312). As this definition suggests, there are two properties of confirmation bias:
seeking confirming evidence of a favored hypothesis and discounting evidence against
the anal ystds favored hypothesis.

Results from the systematic review suggest that weighting evidence accurately

might be more important than simply seeking disconfirming evidence for a favored
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hypothesis. For example, Cheikeset al.(2004, p. 15) found that there was little evidence
to support the claim that their participants distorted negative evidence into positive
evidence but rather for weighting positive evidence more heavily. Wheaton (2014) found
a similar result: his participants were led to disconfirm their hypotheses by ACH but not
necessarily to weigh evidence properly. In Cheikesetald s experi ment only t
intelligence analysis experience saw a benefit for weighing evidence properly (but
Cheikes et al. did not test the accuracy of judgments). Perhaps most importantly, the
debiasing of participants in Wheaton and Brasfie | d6s (2009) experi ments
hi gher forecast accuracy. I n fact, in Wheaton
judgment accuracy was when participants either intuitively weighted evidence or had
instruction on how to weight evidence. For e xample, Wheaton found some participants
avoided confirming a favored hypothesis but unless they had addition instruction on
weighting evidence, they did not see an increase in accuracy.
The implication of this finding is that analysts should be taught h ow to weight and
assess the credibility of evidence (Wheaton 2014). The importance of weighting sources
and evidence conf i r ms-14T)dindingtlaktidedest fdteeadtbrs arep p . 12
those who update their beliefs. Moving forward for the develop ment of analytic
methodologies, researchers and practitioners need to investigate how evidence

weighting can be explored to create more valid judgments.
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5.2.3 Brainstorming Studies

In total, there were eight Brainstorming studies that had at least moderately strong
designs.

5.2.3.1 Henry Lindgren and Fredrica Lindgren (1965)

The study involved 134 university students in a three -phase experiment: in phase 1
participants worked alone without instruction in brainstorming; in phase 2 they
brainstormed in groups; and ph ase 3 again alone. Three judges rated the response for
creativity. Intercoder reliability for the judges was high (Kendall's coefficient of
concordance was highly significant .76). The results suggest there were significant
difference between phase 1 and2 (p=.01). The authors also found no link between culture
and the effectiveness of Brainstorming. There was a slight decline in idea quantity and

guality from phase 1 to 3.

5.2.3.2 Anne Offner, Thomas Kramer, Joel Winter (1996)

In this study, 180 undergraduate students were randomly selected into nominal
(noninteracting) and face-to-face collaborative (interacting). Four variables were
manipulated 1) whether a trained facilitator was present; 2) a group recorder; 3) Periodic
pauses (interacting groups only); or 4) 5 minute rest periods. The results suggest that
brainstorming groups with a facilitator outperformed groups without a facilitator but
these groups did not outperform nominal (noninteracting) groups. Other remedies for

improving collaborative groups, s uch as the use of a flip chart, were not effective.
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5.2.3.3 René Ziegler, Michael Diehl and Gavin Zijlstra (2000)

In two experiments involving 120 high school and college students, the authors sought
to determine the effect of cognitive stimulation, through h aving group members read
ot hersdé ideas. To examine this issue,
comparing two and four member computer brainstorming groups with and without the
opportunity to exchange ideas. The results suggest that computer mediated
communication did not result in any increase in creative idea production. These results
suggest that using computer mediation might not be effective in improving group

collaborative creativity.

5.2.3.4 Sally Blomstrom, F. J. Boster, K. J. Levine, E. M. J. Butler, and S. L. Levine (2000)
207 university students were randomly assigned to one of six experimental conditions
resulting in 3 person groups, which included 34 brainstorming and 34 nominal groups.
Of the 34 brainstorming groups, 11 were given no training in brainstorming, 11 were
given a seven-minute training session, and 12, a 15minute training session. Of the 34
nominal groups, 12 were assigned to the no-training condition, 10 to the seven-minute
training condition, and 12 to the 15-minute training condition. Nominal groups
outperformed brainstorming groups in all conditions. Trained groups outperformed

untrained groups in terms of ideas generated.
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5.2.3.5 Karen Leggett Dugosh, Paul B. Paulus, Evelyn J. Roland, and Huei -Chuan
Yang (2000)

To examine the effect of cognitive stimulation, the authors conducted 3 experiments
which included more than 200 university students randomized into various treatment
conditions, such as hearing ideas of others via audio recordings. The results of the study
suggest Bainstormers can be cognitively stimulated as a result of exposure to the ideas
of others. Two factors were identified that can influence the effectiveness of this
stimulation: 1) the number of ideas a Brainstormer is exposed to and 2) the amount of

talkin g beyond idea expression to which a person is exposed.

5.2.3.6 Henri Barki and Alain Pinsonneault (2001)

This study examined the quality of ideas created through electronic brainstorming (EBS).
96 university student participants were randomized into sixteen 6-member established
groups and sixteen 6-member ad hoc groups participated in the study, each randomly
assigned to 4 groups: verbal, nominal, EBS anonymous, EBSon-anonymous. The results
of the study suggest that nominal brainstorming groups performed si milar if not better
than EBS groups. Other variables that were manipulated, such as the effect of trying to

0seedd the group with extra ideas, did not ha

5.2.3.7 Nicholas Kohn (2008)
In 3 experiments involving 160 participants, the author found t hat when participants

exchanged ideas in group settings less ideas were explored. In the first experiment the
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productivity of nominal (noninteracting) and collaborative brainstorming groups were

compared. Collaborative groups explored less categories of ideas than nominal and it

appears that the exchange of ideas in collaborative groups led to group conformity.

Building off this last point in experiment 2, the author found that conformity increases as

the number of ideas a brainstormer is exposed to increases. In experiment 3, the author

found that participants systematically expose:
to conform to the other personds ideas than

Taking breaks was effective in increasing brainstorming efficiency.

5.2.3.8 Susan Stevens, Courtney Dornburg, Stacey Hendrickson and George Davidson

(2008)

The study was an experiment including 69 employees at Sandia Lab working on a real-

world owickedly difficultdé chall engeftwoEmpl oy
groups: collaborative electronic brainstorming or nominal electronic brainstorming. The
results of the experiment suggest that o0indiywv
in terms of number of ideas produced and significantly (p<.02) outperfo rmed groups in

terms of the quality of those ideas. 6 Quality

original, feasible, and effective, in the task.
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5.2.4 Brainstorming Discussion

A lesson of the analytic reform movement has been to improve collaboration between
agencies and individuals. The message has bee
is adorned with the motto: 0Col |l aboration. C
n.d.). According to Heuer and Pherson (2011, p. xvi) structured analytic techniques are
enabl ers of coll aboration as the techniques p
this generates more divergent information and more new ideas than any unstructured
group processod (p. XxXvVvi). However ,h gestthereareesul t s
circumstances when structured collaboration in the form of face -to-face brainstorming
can actually lead to less and lower quality ideas than when analysts work alone then
collaborate.
Across all 8 studies non-interacting, nominal brainstorm ing groups consistently
generated more and higher quality ideas. Research suggests that when groups engage in
face-to-face collaboration they typically struggle as social conformity and pressure limit
output (Thompson and Wilson 2014). To address this problem, studies in this review
deployed a variety of tactics including, using electronic conferencing, (Dornburg et al.
2014; Ziegler, et al 2000), a facilitator (Offner et al 1996), and training (Blomstrom et al
2000), but none of these enabled groups tooutperform noninteracting groups in
divergent tasks.
The implication of this finding is that if analysts wish to use Brainstorming to

produce more and better ideas, they should work independently and then pool ideas.
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Attempting to use a face-to-face collaborative group, as suggested in the Tradecraft Primer

(2009, p.p 2%29) to generate a pool of ideas is unlikely to produce the best outcome, as

the 8 evaluative of Brainstorming studies unanimously demonstrate. An upshot of this

finding is that intelligenc e agencies need to rethink how they conduct collaboration. For
example, the survey of the State Departmentds
previous chapter suggested that most, if not all, structured brainstorming is done

collaboratively.

525 Devil s Advocacy Studies

Il n total, there were nine Devilds Advocacy st

designs.

5.2.5.1 Charles R. Schwenk (1984)

In this study four methods were tested, one based on expertise, and three dialectical

methods, including Devi | 0s Advocacy. Study participan
prediction task. The results of the study suggest the dialectical methods were superior

when the assumptions in the experimental task were inaccurate. The author also tested

how task involvement af fect performance of each method and found that greater

i nvol vement by participants |l ed the dialecti

Advocacy and expertise methods.
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5.2.5.2 David Schweiger, William Sandberg, and James Ragan (1986)

In the study, 120 MBA students were randomly assigned to four -person groups and
randomly assigned to 3 methods groups: di al e
consensus. The dialectical I nquirer I's si mil
harness conflict, but through a different procedure. Each group was tasked with

analyzing a business management task. Groups were rated on the number of
assumptions explored, quality assumptions, quality of recommendations, and a number

of other criteria. Where appropriate these criteria were ranked by judges and an

acceptable level of intercoder reliability determined. The results of the study suggest that

di alectical i nquiry and Devil ds Advocacy | ed

assumptions than the consensus method.

5.2.5.3 Wil liam Sandberg and Paula Rechner (1988)

120 middle-managers from a Fortune 500 company were randomly assigned to 3 methods
groups: di al ectical i nquirer, Devil s Advocac
tasked with two business management tasks. Theresults of the experiment were almost
identical to Schweigeretal.( 1986) experi ment: dialectical i n
led to higher quality recommendations and assumptions than the consensus method. An

additional finding was that group experien ce with the technique improved performance;

in the second task after gaining experience, groups saw increased quality of decisions.
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5.2.5.4 Charles Schwenk (1988)

I n the study the authors examined the &effec
commitment. 112 undergraduate business students were randomized into four groups:

1) a group receiving success feedback where they were informed their choices in a

scenario led to profit (success feedback); 2) a group informed their choices led to a loss;

(failure feedback); 3) a group receiving failure feedback along with a recommendation to

keep investing,; and 4) a group receiving fail
report guestioning their assumptions. The
treatment reduced the effects of escalating commitment but the difference with other

groups was marginal (p= <.10).

5.2.5.5 Charles Schwenk (1989)

The author conducted a meta-analysis of four studies testing dialectical methods,
including Devil ds Adver¢lad0)ySchwénhk and @osier (198@),ad) , Co
Schwenk (1982) (note: none of these studies were covered elsewhere in this systematic

review). Combined, these studies included 252 study participants. A comparison of the

studies suggests that basing decisions onan expert is effective w
assumptions are correct. However, owhen the a

the conflict introduced by both the DA and DI improves decision -ma ki ng. 6
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5.2.5.6 Audrey Murrell, Alice Stewart, and Brent Engel (1993 )

In this study the authors sought to understand how task type affected the effectiveness

of Devil &6s Advocacy. The study considered thr
performance is determined by the aggregation of individual effort of all grou p members;

2) disjunctive, where the group must select one optimal solution from an array of

solutions championed by individual group members; and 3) conjunctive, where

performance of the group depends on the individual contributions of each group

members holding different information. 101 MBA students were randomly assigned to

Devil 8s Advocacy or consensus methods and the
di sjunctive task. I n additive tasks consensu
Advocacy as the latter retards decision making in this task type. Both methods are equally

effective for conjunctive tasks. However, when task structure involves finding a best
decision from several alternatives ( aectde sj unc:

than consensus methods.

5.2.5.7 Lai Tung (1992)

The author conducted an experiment with 48 groups of 4 members each (192 subjects) to

compare a consensusbased approach to two different conflict-b ased met hods, D ¢
Advocacy and dialectical inquiry. T he results of the study suggest that the conflict-based

methods produce more valid assumptions than consensus methods. However, groups

using consensus methods perceive their assumptions are stronger than conflictbased

methods. The upshot of this resultist h a't whil e methods | i ke Dev
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produce judgments with stronger assumptions, groups may not believe this about their

judgments.

5.2.5.8 M.A. Quaddus, L,L, Tung, L. Chin, P.P. Seow, and G.C. Tan (1998)

In this study the authors started from the assumption the group conflict is productive if

channeled properly. To examine this dynamic they designed a study with 116 students
randomi zed into a decision conferencing syste
Advocacy or consensus approaches. The results are mixed as the authors found that

between the three groups there was no difference in terms of conflict generation. Also,

there were not any differences between groups in terms of the productivity of conflict

5.2.5.9 Lai Tung and Mohammed Qu addus (2001)

The author examined process level variables such as the type and management
strategies of conflict, nor the productivity of the conflict resulting from the use of these
approaches. The study was an experimental design consisting of 37 groups with 5
me mber s randomi zed i nto di alectical I nquiry
approaches. It was found that Devil s Advoca
(issue-based conflict) over the other two methods. There was no difference between

groups in terms of producing unhelpful forms of conflict (interpersonal conflict).
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526 Devil 6s Advocacy Discussion

Since the 1970s the IC experimented with competitive analysis. Mitchell (2006, p. 145)
describes competitive anal wydsiagaind gachootherdm ci s e s
debating contests designed ostensibly to produce a superior intelligence product from

the same pool of raw data. The idea is that 0606
they are driven by the clash of competing ideasinast r uct ured format. 6 1| n
conflict should lead to superior analysis.

This systematic review uncovered eight evaluative studies that had at least
moderately strong research designs for one
Advocacy. Across nearly all of the studies, conflict-based approaches (which includes
Devil s Advocacy) outperformed consensus meth
and validating assumptions. The technique might also be able to mitigate escalating
commitment (Schwenk 1988), which can helpful as it could force analysts to consider
revising their beliefs in the face of increasing stakes. Task type also mattered for the
effectiveness of Devil 8s Advocacy: when expe
Advocacy was not effective (Schwenk 1989). In tasks where groups must select one
optimal solution from an array of solutions the technique is probably more effective.

However, when group performance is determined by the aggregation of individual effort
of all group members, the technique may hamper the decision making process (Murrell

etall 99 3) . One potenti al problem is that Devil d
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the decision process as less satisfying than consensubased methods, thus leading

analysts to avoid using the technique (Tung 1992).

5.3SUMMARY OF FINDINGS

The systematic review provided both positive and negative results on the effectiveness
of structured analytic techniques. In terms of positive results, the techniques were
effective in more than half ofthe st udi es. I n particul ar,
evidence base and was effective in most applications. However, there is still the question
of how effective the remaining 6 techniques are, given that they have not been evaluated.
An unexpected findin g was the negative relation between study credibility and reported
effectiveness; the lower the credibility the greater the reported effect of the technique.
While these results provide a general overview of the evidence on the techniques,
specific findings were extracted and synthesized from the most credible research on
ACH, Brainstorming, and Devilds Advocacy.
results of the Brainstorming studies were unanimous: brainstorm alone then use a
facilitator or an aggregation mechanism, such as a facilitator or software program, to
combine ideas. These results are also reflected in the wider literature beyond this review
examining how face-to-face collaborating groups struggle to be creative. The studies of

ACH suggested a new direction for research examining the role of evidence weighting.
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ACH was shown to assist analysts in seeking disconfirming evidence but the technique

did not address how analysts weighted disconfirming or confirming evidence which
seemstobemr e i mportant for attaining judgment
found to be effective in validating assumptions and accuracy compared to groups seeking
consensus, especially tasks were where groups must select one optimal solution. In tasks
where groups must work together and each group member contributes, however, the
technique can obstruct the decision making process by reducing the likelihood that group
members will contribute to the analysis (Murrell et al.1993, p. 410). Future research will

need to address the gaps exposed by this research. In particular, evaluative research is
needed for the 6 techniques with few evaluative studies to understand the conditions

under which these techniques are effective.
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6.0 CHAPTER 6: AN EXPERIMENT OF ANALYS IS OF COMPETING

HYPOTHESES
The results of the systematic review in the g
workso in intelligence anal yte-flace collabottioe cak ey f i |

limit the number and quality of ideas generated by a group due to social pressure and
conformity. Also, the research on Analysis of Competing Hypotheses (ACH) was
equivocal; it is not clear if encouraging analysts to disconfirm their favored hypotheses
will improve judgment accuracy. There are other areas where there are significant
knowledge gaps, including the lack of evaluative research on 6 of the 12 techniques and
research on how cognitive reasoning style may interact with the use of the techniques.
This chapter tests the findings from the systematic review on collaboration and
ACH and expands the knowledge base to include an ancillary technique called Indicators
of Signpost/ Change techniqgue (henceforth: ol 1
War for strategic warning (Grabo 2002). The chapter al®o covers the role of cognitive
reasoning styles. Gaps of this kind were addressed using an experiment with 21 graduate
intelligence and security studies students randomized to roughly equal -sized groups
using ACH or Indicators. The participants made esti mates of the percentage of chemical
weapons destroyed by the Syrian government as per the requirements of the United

Nations Security Council Resolution 2118.
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The results of the study partially confirmed the finding that face -to-face
collaboration limit s idea quantity: the ACH group saw a decrease in the quantity of their
ideas and Indicators group saw no change. The importance of this finding is that without
a sufficient exploration of hypotheses, analysts will not be able to triangulate their
judgments as the theory laid in Chapter 2 suggests. Another interesting finding is that
there was no relation found between confirmation bias i measured by the certainty
participants had in their hypotheses-- and judgment accuracy. This result supports
findings from Brasfield (2009) and Wheatonods
of Indicators were disappointing as the technique did not improve the rigor or accuracy
of analysis. The results of this study suggest there is nointeraction effect between using
structured analytic techniques as represented by ACH and Indicators, with cognitive
reasoning style. All study participants, regardless of cognitive reasoning style, were
equally affected by the two techniques.

In section 6.1, the experimental task and study hypotheses are described. In
section 6.2, the results of the study are presented with a focus on testing the study
hypotheses. Section 6.3 moves into more a more irdepth discussion of the results and
implications for practice and future research. The chapter closes with a restatement of

the central arguments and conclusions.
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6.1 FRAMING THE STUDY

The study tested four hypotheses using an experiment with 21 graduate security and

intelligence studies in a simulated in telligence task.

6.1.1 Task Background and Procedures

In the wake of the Arab Spring in 2011, Syria was rocked by internal violence between
the authoritarian Assad regime and a mosaic of competing rebel groups. The resulting
power struggle is fueling one of the bloodiest conflicts of the 21st century with an
estimated 76,000 killed in 2014 alone (Gladstone 2015). In August, 2013, the Assad regime
used rockets tipped with nerve gas against an opposition neighborhood in Damascus,
Syriads capi tmates vanCsausificaatly tepending onithe source, but range
from the USG6s assessment of approximately 1, ¢F
(Nikitin et al.2013, p. 15). While this was not the first time the Syrian government had
used chemical weapons on civilians--it had done so on a smaller scale previously in the
years0--the scale and visibility of the attack brought intense international attention.

In early September, as the US was weighing military options, the Syrian
government signaled it was willing to seek diplomatic solutions to the crisis. From these

early talks, a framework emerged for eliminat

50 For a discussion of previous attacks, see:Mary Beth D Nikitin, Paul K. Kerr, Andrew Feickert.0 Sy r i ad s
Chemical Weapons:Issuesfor Co n g r €angressionaResearctservice September30,2013,pp- 11-15,
available at: http://www.fas.org/sgp/crs/nuke/R42848.pdf
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joining the Chemical Weapons Convention and working with the Organisation for the
Prohibition of Chemical Weapons (OPCW). In late September, United Nations Security

Council passed Resolution 2118 setting a target of mid2014 for the removal and

destruction of Syriads chemical muni tions.

In mid -March 2014, an open call for this research was made for study mrticipants

at University of Pittsburghoés Graduate School

Participants were offered a small financial incentive ($20). Most of the participants were
first year students (13) and the remainder second year (8). The average age of participants
was 25, although 5 did not report their ages. These results are similar to those from the
INR study and broadly representative of the demographic profile of the IC towards a
younger workforce (Immerman 2011; Fingar 2008). Approximately 60 percent of the
study participants were male which is almost identical to a 2009 estimate of the IC a whole
and the results of the survey at INR (47 men and 33 women filled out the survey). In sum,
the demographic and skill profile of the p articipants are similar to IC analysts.

The 21 participants were randomized into one of the 3 groups using ACH or 3
groups using Indicators. All groups conducted a three hour analysis session with a
facilitator to make | udgyecompy withehg aestdictiang
schedule and fill out a cognitive reasoning style questionnaire. Each participant was
provided a backgrounder on the Syrian chemical weapons agreement and judgment
sheets both at the start of the analysis session and afterACH groups received three hours

of training on the technique prior to the analysis session.
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6.1.2 Study Hypotheses

The experiment addressed four hypotheses:
Hypothesis 1: Faem®-face group collaboration will reduce the number of hypotheses considered by
each group

The review of the medium and high credibility Brainstorming studies in  Chapter
5, suggests that faceto-face collaborative groups limit creativity through social pressure
and self-censorship. This finding is also echoed in diverse literatures, such as social
psychology (Thompson and Wilson 2014), forecasting (Armstrong 2006), and was
recognized in early efforts to develop forecasting techniques (Rescher 1998). Therefore, it
was expected that the hypotheses participants generate in aggregate before collaborating,
will be greater than after the number of hypotheses generated after faceto-face
collaboration, regardless of the technique used. This hypothesis is particularly important
for ACH because the technique calls for analysts to collaborate in order to generate a full

set of plausible hypotheses (Heuer and Pherson, 2011, p. 32).

Hypothesis 2: ACH will decrease certainty of the rival hypotheses

According to the Tradecraft PrimefU.S. Government 2009,p . 14), O0OAnal yst
are susceptible to being unduly influenced by a first impression, based on incomplete
data, an existing analytic |Iine, or a single e
is designed to mitigate this effect and force analysts to attend to multiple rival

hypotheses, thereby decreasing their certainty in a single or small set of hypotheses.

149



Indeed, the systematic review in Chapter 5 provided some evidence that ACH addresses
this proble m (Brasfield 2009; Wheaton 2014). Therefore, it was expected that after using

ACH participants should have less certainty in a single or a few hypotheses.

Hypothesis 3: Increased uncertainty of multiple rival hypotheses will not be related to improved
judgment accuracy

Brasfield (2009) and Wheatonos (2014) stu
analysts to disconfirm their favored hypothesis may not result in more accurate

judgments.

Hypothesis 4: An open cognitive reasoning style will be positively atetelwith hypothesis
exploration after using ACH and Indicators

Tetlock (2005) found that study participants with an open cognitive reasoning
style were overwhelmed by many rival hypotheses after using Alternative Futures
Analysis. On the other hand, those with more closed cognitive reasoning styles were not
likely to consider new hypotheses after using the technique. A similar question is whether
Indicators or ACH will result in more consideration of more rival hypotheses by those

with open styles versus those with closed styles.
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6.2 TESTING THE STUDY HY POTHESES

The results of this experiment cohere with many of the findings from the systematic
review. There was modest support for study hypothesis 1, that face-to-face collaboration
reduces group creativity. While the Indicators group saw no change in the number or
quality of hypotheses generated, the ACH group saw a decrease in the number of
hypotheses. However, there was more support for study hypothesis 2 as ACH groups
did have a reduction certainty surrou nding the main hypotheses. The most striking
result was that ACHOs assistance i n encour ag
hypothesis does not improve forecast accuracy. There was no support for study

hypothesis 4 that reasoning style interacts with the use of the techniques.

6.2.1 Study Hypotheses 1 and 2: Collaboration and Multiple Rival Hypotheses

The Indicators groups identified 6 rival hypotheses, which included the lack of
transparency and ongoing civil war. To measure how much disputation was pre sent,
participantds narrative responses were coded
logarithmic curve was fitted to the distribution (see Chapter 3 for details). The
logarithmic curve approximates a distribution of hypotheses that fits most knowledge

systems. Dunn (2001, p. 10) suggests that the conformity of hypotheses to the distribution

can be assessed by applying goodnes®f-fit procedures with a semi-logarithmic

transformation. Before using Indicators, the dist r i buti on of partici pa
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closely fit a right -skew distribution observed in knowledge systems of many types. The
goodness-of-fit measure R?= .950, suggests t a high degree of conformity (95 percent) in

the groupod6s hypot he sferes usinglthe Indidatore technigoer, mhast, be

participants cited the same hypotheses when providing a rationale for their judgments.

Figure 6. 1: | ndi c a tbeforsusingrthe teghrigsle hy pot heses
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After making their initial judgments, the Indicator s participants used the
technique in the experimental task and made their judgments once more. Turning to the
findings in Figure 6.2, there is mixed support for study hypothesis 1 on the effects of
group collaboration. After using the technique, participan ts did not identify new

hypotheses beyond the original six, but did not see a reduction either. Interestingly,
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Indicators seems to have slightly increased uncertainty across the distribution of
hypotheses which is indicated by the flattening of the distri bution and the slight
reduction in the right -skew. In particular, there seems to have been more doubt in the
oOinsufficient timed hypothesis. After wusing t
most to least cited and it appears that Indicators particip ants were more inclined to see
the Syrian government as blocking or delaying the process to their advantage.

In summary, the Indicators technique appears to have not increased the number

of hypotheses considered by the participants and led to a minor decrease in the certainly

participants had in the central hypotheses.

Figure 6. 2: | ndi c a tafier ssinggthre techpique hy pot hes e:s
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The ACH results tell a somewhat different story. Before using ACH, participants
in this experimental group identifie d ten rival hypotheses in their judgments (see figure
6.3). As with the pretest of the Indicators group, the hypotheses generated by the ACH
groups before using the technique fit a logarithmic curve well with a R 2 value of .941,
similar to the .95 value of the Indicators groups. Again, these initial pre -test results
suggest certainty in a few rival hypotheses, specifically in the lack of transparency and
Syrian delaying being the main hypotheses to explain the outcome of the removal and

destruction process.

Figure 6.3: ACH defaauprdthe tachniqoet h e s e s
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Use of ACH seems to have reduced certainty slightly over Indicators, thus
providing some support for study hypothesis 2. After using the technique ACH groups
saw a flattening out of hyp otheses as the top three hypotheses received equal support
from participants (see figure 6.5). The logarithmic curve also fits less well in the posttest
judgments, with an R2measure shifting from .941 to .808; this change represents a modest,
but greater change in pretest to posttest than the Indicators groups (Re= .950 to R=.847).
This modest evidence that ACH decreases confirmation of a single favored hypotheses
coheres with evidence from Cheikes et al.(2004), Brasfield (2009), and Wheaton (2014).

Examining the effect of collaboration on creativity, the results support study
hypothesis 1 that faceto-face collaboration reduces creativity. In the pretest condition,
participants identified 10 rival hypotheses, however, after using the technique the
number dropped to 8. This is not a large decrease, but the omitted hypotheses after face
tof ace coll aboration might have had an i mpact
example, the hypothesis that Syriads peasrti al
could be completed by the June 30th deadline
narratives after using ACH. Greater consideration of this hypothesis might have led
participants to estimate the number of weapons to be removed and destroyed to be

higher, and perhaps, more accurate.

Figure 6.4: ACH @fteousipgihe te¢hyiqueot he s es
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6.2.2 Study Hypothesis 3: Hypothesis Disconfirmation and Accuracy

The final update before June 3@ on the chemical weapons removal and destruction
process was 92 percent (Organisation for the Prohibition of Chemical Weapons 2014).
Therefore, a judgment closer to the 92 percent mark was considered more accurate. Study
Hypothesis 3 states that there should be no relation between increasing uncertainty and
accuracy. The findings of this experiment bore out this result. In fact, even though the
ACH group had less certainty in their hypotheses, their accuracy was slightly lower than
the Indicators group. Two studies have found a similar result: assisting analysts to
disconfirm their hypotheses does not necessarily improve forecast accuracy (Brasfield
2009; Wheaton 2014).
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An unexpected and interesting finding was the greater variation in ACH
judgments compared to those from the Indicators groups. The Indicators group s 0
judgments cluster closely around 67 to 75 percent as indicated by the boxplot in figure
6.6, while ACH judgments had much wider dispersion. One possible explanation for is
outcome is that focusing on multiple rival hypotheses among ACH groups led to m ore
variation in their judgments. To test this assertion, it was necessary to inspect the pretest
and posttest judgments for both experimental groups.

Figure 6.5: Between Groups Comparison
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The pretest and posttest measures of Indicators groups suggesthat the technique
increased the divergence of judgments, although this difference does not rise to a level of
statistical significance (F=.172, p=.685) (see figure 6.7 below). Indeed, the means changed
very little from the pretest to posttest (estimated 72% initially then after using the
technique dropped to 68%) suggesting that the Indicators technique had little or no effect
on accuracy. ACH participants also did not see a statistically significant difference
between pretest and posttest judgments (F=.2865, p=.611) with the means changing little
from the pretest to posttest. Participants estimated 57 percent initially, then after using
the technique, the average dropped to 55 percent (note: the dark line indicates the
median, not the mean judgment) (See fgure 6.5). The only noticeable change in the
accuracy measure is that the variation in judgments appears to have increased, or in other
words, consensus on the number of weapons that would be destroyed seems to have
decreased after using the technique. Tre red lines in figure 6.5 highlight this change
below.

Figure 6.6: Pretest and Posttest of Indicators
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Figure 6.7: Pretest and Posttest of ACH
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6.2.3 Study Hypothesis 4: Interaction effect of the techniques and reasoning styles

Given the open cognitive reasoning style of the foxes, it was expected they would identify

a greater quantity of hypotheses. To investigate these variables, the participants were
divided into those with more open (6foxesd)
andnoveltyofhypot heses exami ned. Whet her a hypothes
determined by where it fell on a distribution of hypotheses generated by foreign affairs

experts. As with the student participants, experts were asked to make judgments and

provide rational es. Hypotheses were then coded and aggregated on a cumulative
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