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Abstract 

The roles of intergeneration inheritance and intrageneration molecular dynamics in 

shaping living cells 

 

Harsh Vashistha, PhD 

 

University of Pittsburgh, 2021 

 

 

 

We study two important dynamical processes in the bacterium E. coli. The first focuses on 

understanding how the inheritance of non-genetic components influences cellular properties and 

restrict heterogeneity in future generations. Heterogeneity in physical and functional 

characteristics of cells proliferates within an isogenic population due to stochasticity in 

intracellular biochemical processes and in the distribution of resources during divisions. 

Conversely, it is limited in part by the inheritance of cellular components between consecutive 

generations. The aim of this study is to characterize the dynamics of non-genetic inheritance in the 

simple model organism E. coli, and how it contributes to restraining the variability of various 

cellular properties. We describe the design of a novel microfluidic device that can trap sister cells 

in the same environment for 10s of generations. We introduce a new method for measuring 

proliferation of heterogeneity in bacterial cell characteristics, based on measuring how two sister 

cells become different from each other over time. Our measurements provide the inheritance 

dynamics of different cellular properties, and the ‘inertia’ of cells to maintain these properties 

along time. We find that inheritance dynamics are property specific and can exhibit long-term 

memory (∼10 generations) that works to restrain variation among cells. Our results can reveal 

mechanisms of non-genetic inheritance in bacteria and help understand how cells control their 

properties and heterogeneity within isogenic cell populations. In the second study, we turn our 

attention to the specific question of cell size control in bacteria and focus on the role of the Min 

proteins dynamics in determining cell size. We demonstrate that the Min proteins, known to exhibit 
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pole-to-pole oscillation responsible for localizing the septal ring to mid-cell in E. coli, play a 

crucial role in setting the cell size. We show that manipulating the concentrations ratio of the Min 

proteins in the cell destabilizes their oscillation temporarily and leads to a delay in the formation 

of the division ring until the cell reaches a size that would stabilize the oscillation again. As a 

result, cells divide at a new stable size which is longer than observed in earlier cell-cycles with the 

preceding concentrations.  
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1.0 Introduction 

Dynamical processes in biology have been extensively studied by physicists as they play a 

pivotal role in shaping both physical and functional properties of the cells. These processes occur 

on a wide range of timescales that can be as short as milliseconds, such as in the case of firing 

action potentials in neurons1,2, and as long as several generations, such as adaptive responses of 

cells to environmental changes through genetic mutations or epigenetic modifications3–5. 

Understanding how the dynamics of different processes contribute to the role they play in 

performing certain tasks in a quantitative manner is an essential first step that will help us move 

from a descriptive level to a more realistic account of biological processes. This will allow us to 

develop accurate mathematical models to describe living organisms that would allow prediction 

of outcomes. One of the earliest examples of success in this regard is the role of dynamic instability 

of microtubules assembly in morphogenesis, locomotion and cell division6–8. The erratic growth 

dynamics of microtubules has been shown to play a crucial role in separating copies of sister 

chromatids in opposite directions during cell division9. In this thesis, I investigate the dynamics of 

two such processes that occur at long and short timescales in the bacterium E. coli and quantify 

how they influence cell properties at different levels. 

The first dynamical process I study is the epigenetic (non-genetic) inheritance and how it 

contributes to maintaining cellular properties over time. Epigenetics, refer to cellular processes 

and components, excluding the DNA, that influence the cell’s properties and function. These 

include all the proteins, RNAs, and chemicals in the cell, as well as chemical and conformational 

modifications of the DNA, which bears the code for producing all proteins and RNA in the cell. 

Living cells maintain their phenotype, i.e., physical and functional properties, through a myriad of 
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complex interactions between all these components, which are passed on from one generation to 

the next. The transfer of cellular components between generations ensures that cells conserve their 

characteristics along time. Extensive research has been dedicated to understand how genetic 

information is inherited and decoded by cells to grow, develop and perform tasks10, which has 

allowed us to achieve important and fundamental understanding of genetic inheritance and 

evolutionary processes. On the other hand, the role of inheritance of non-genetic components in 

cell growth and function is much less understood despite increasing interest in recent decades. 

Nevertheless, the important role of epigenetics and their inheritance has been demonstrated in 

many studies. For example, Adam et al. showed that bacteria can evolve antibiotic resistance by 

epigenetically inheriting variant gene expression profiles, mediated by DNA methylation patterns 

or by chromatin modifications, for multiple generations11. Another example comes from 

interspecies nuclear transfer experiments, where a nucleus from common carp was transferred into 

enucleated egg of a goldfish12. The vertebral number of the resultant cloned fish were found to 

correspond to that of the egg donor goldfish rather than to that of nucleus donor carp. This 

demonstrates the importance of non-genetic material in determining the characteristics of cells and 

organisms (in this case). Several studies have shown that in bacteria, the transfer of genetic 

information through DNA is a very robust process, and any changes happening to it occur only on 

the scale of several 10s of generations through rare processes like genetic mutations or gene 

acquisition or loss13–15. However, the non-genetic components are subject to different levels of 

noise due to the stochastic nature of intracellular biochemical processes and of the distribution of 

resources during cell division16–18. For example, In a recent study it was shown that asymmetric 

partitioning of efflux pumps during cell division results in heterogeneity in antibiotic resistance in 

genetically identical bacterial cells19. Also, stochastic effects in gene expression have been shown 
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to produce huge cell-to-cell variation in an isogenic population20,21. This randomness can play 

important roles in biological processes and lead to large variability in almost all measurable 

properties among individual cells in a very short period of time. In other words, cells that inherit 

similar characteristics can develop over time into different phenotypic states despite having 

identical DNA, experiencing homogeneous environmental conditions, and starting their life with 

the same initial conditions (same mother). This raises the question: how reliable and stable is the 

inheritance of non-genetic components? And over what timescale do cellular properties change 

due to stochasticity of biochemical processes and cell division? In Chapter 3, we obtain answers 

to these questions by quantitatively measuring the inheritance dynamics of cellular phenotypes 

along generations and determining their stability and persistence in the face of molecular noise 

and environmental fluctuations.  

Non-genetic inheritance mechanisms and dynamics have been at the center of biological-

physics research for decades. However, the lack of proper tools that would allow quantitative 

measurement of this dynamics has hindered its progress and prevented us from understanding the 

mechanism controlling it. Conventionally, researchers have used methods like agar pads or liquid 

culture to study cell growth22,23. These methods can provide information about average population 

behavior but fail to capture subtle phenotypic differences between individual cells. Another 

limitation of these methods is that they cannot provide constant growth environment for an 

extended time. Since subtle changes in growth conditions can affect the non-genetic components 

on a very short time scale, it is very crucial to maintain a constant environment to extract the long-

term memory effect associated with inheritance of non-genetic components in the cells. This 

necessity led to the invention of a new device known as the “mother machine” that utilizes 

microfluidic technology to trap and monitor growth dynamics of 100s of bacterial cells for an 
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extended period of time in constant environmental conditions24,25. This device provides high 

throughput single cell data of various cellular properties such as cell size, protein content, and 

growth rate as a function of time in very long cellular lineages. These data have been used to gain 

insight into non-genetic inheritance and cellular memory and results obtained have consistently 

showed that non-genetic memory in bacteria is almost completely erased within two generations25–

28. This consensus is based on calculation of average autocorrelation function (ACF) of different 

cellular properties. Nevertheless, such short memory fails to explain several phenomena including 

the long time a single cell requires to explore the entire range of variability covered by the 

population25, or the long-term memory of antibiotic resistance that bacteria acquire epigenetically 

upon exposure to antibiotics11. This we speculate is due to the fact that different cells in the 

microfluidic traps of the mother machine experience different environments at different times 

resulting from the dynamic interaction of the cells with their surroundings, which in turn creates 

diverse microniches in these traps. Each of these microniches exhibits distinct dynamics over time 

resulting from the individuality of the cell-environment interaction. Thus, averaging over many 

traps erases the dynamics of cellular memory. In order to understand how heterogeneity in physical 

and functional characteristics of cells proliferate within an isogenic population and how it is 

limited in part by the inheritance of non-genetic cellular components between consecutive 

generations, we need new methods that can separate cellular factors from the environmental ones. 

To solve this problem, we have developed a new microfluidic device that enables us to 

simultaneously trap two cells immediately after they divide from a single mother and sustain them 

right next to each other for tens of generations, while removing their offspring from the trap29. 

This allows us to compare the cellular properties of these two sister cells for several generations 

and estimate the time scale over which two identical cells become different from one another. 
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Since the sister cells have the same DNA and are also growing in the same environment, 

differences that we observe between them are non-genetic and not associated with variations in 

environmental conditions as both cells are maintained in the same environment throughout the 

experiment. I describe the design and fabrication process of the device in Chapter 2. The 

measurements done using this device provide the inheritance dynamics of different cellular 

properties, and the ‘inertia’ of cells to maintain these properties along time. Our results reveal 

several important features of cellular memory. The first is that different traits of the cell exhibit 

different memory patterns with distinct timescales. In addition, we find that some features exhibit 

complex dynamics and not a simple exponential decay of memory over time. These results indicate 

that cells exhibit different levels of restraints in controlling the divergence of their properties over 

time, which clearly refute the claim of the nonexistence of non-genetic memory in bacteria. These 

results can reveal mechanisms of non-genetic inheritance in bacteria and help understand how cells 

control their properties and heterogeneity within isogenic cell populations. I discuss this new 

method and results in detail in Chapter 3. 

Bacteria have been able to survive for millions of years without getting extinct due to their 

remarkable capability of adapting to changing environmental conditions30,31. There are predefined 

regulatory pathways to establish adaptive gene expression states that get activated when cells face 

familiar changes in their environments. However, cells often encounter novel stressful conditions 

that cannot be alleviated by these pre-defined pathways. In this situation, individual genes achieve 

new gene expression levels through a stochastic search for improved fitness32,33. To test the extent 

of non-genetic inheritance influence over cellular properties in the presence of novel stressful 

situations, we subject bacterial sister cells to various degrees of environmental stress and examine 
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the dynamics of their phenotypic correlations over time. This is discussed in detail as well in 

Chapter 3. 

The dynamical process of inheritance of non-genetic components influences cell properties 

over a timescale of multiple generations. On the other hand, there are many cellular processes 

happening on shorter timescales that play an important role in determining cellular properties in 

each generation. In chapter 4, I turn my attention to a process happening at a such short timescale 

and focus on the specific question of cell division and size control in bacteria. Thus, the second 

dynamical process I investigate is the oscillation of the Min-system proteins, which act to position 

the septal ring responsible for dividing a bacterial cell into two daughter cells. This oscillation is 

an essential process, without which cells cannot divide and thus will eventually die. It is also 

fundamental in maintaining cell size stable and prevent size divergence over time.  

Microorganisms like bacteria exist in diverse shapes and sizes. Despite this great variety 

observed between different species of bacteria, size and shape are uniformly maintained within 

each species. This implies that there is a significant value in maintaining the specific shape and 

size, which is best suited for a given environment and therefore, cells must have in place 

mechanisms to set this size. The bacterium E. coli has a relatively simple cell cycle during which 

it duplicates its DNA and accumulates cell mass approximately exponentially. At the end of each 

cell cycle, it divides into two equal-size daughter cells. This process of cell growth and division is 

subjected to different levels of noise that can lead to deviation from the stable size suited for a 

given condition. This suggests that these cells must have mechanisms to correct the aberration in 

the size introduced due to stochasticity of the involved processes. How cell size homeostasis is 

achieved is an important question and several models have been proposed to explain this apparent 

simple cell cycle and size dynamics. The most popular among these models are “timer”, “sizer” 
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and “adder” models. The timer model proposes that cells grow for a fixed time in each cell cycle 

irrespective of their birth size. This fixed time model cannot provide size homeostasis as the cells 

born smaller or larger than the desired size can never reach the stable size. The sizer model, on the 

other hand, proposes that cells aim to reach a specific size in each generation before they divide 

into daughter cells34. This suggest that the correction to the size aberration happens in just one 

generation. A more recent model popularly known as the “adder model” proposes that cells, 

irrespective of their initial size, add a fixed amount of cell volume in each cell cycle to achieve 

size homeostasis26,27,35. This implies that the cells born smaller or larger than the desired size will 

exponentially converge to the steady state size. Figure 1 summarizes the three most popular size 

homeostasis models.  

 

 

 

Figure 1 Cell size homeostasis models.  (A) Size added during cell cycle as a function of birth size. According to 

sizer model, cells divide after reaching a fixed size in each cell cycle, thus volume added by cells in each cycle is 

inversely proportional to their birthsize. Hence it shows a slope of -1. Assuming exponential growth of the cells, 

timer model proposes that cells grow for a fixed time in each cell cycle, hence it gives a slope of +1. Adder model 

proposes constant size addition in each cell cycle and gives slope of 0. (B) Convergence of cell size to the target 

size in subsequent generations according to the three models. Figure adapted from Facchetti et. Al, 201734. 
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While some of the correlations predicted by these phenomenological models, can indeed 

be found in the size dynamics measurements at the average population level, they do not reflect 

the mechanism of cell division and size homeostasis at the single-cell level. Even after extensive 

research, the exact mechanism of size control is still unknown and no model has been successful 

in capturing the complex features of the bacterial growth and division comprehensively. Recently, 

a mechanism has been proposed in support of the adder model. According to this mechanism, size 

homeostasis can be exclusively driven by balanced biosynthesis and accumulation of division 

proteins to a fixed number to facilitate cell division36. This simple mechanism explains adder 

behavior well but requires a stringent control on biosynthesis and cells to count a fixed number of 

molecules in each generation rather than their concentration.  The buildup of division protein to a 

threshold to trigger division has been suggested by previous studies37 as well but it cannot serve 

as the sole driving force for cell size homeostasis. For example, in Chapter 4 I show that at the 

single cell level when we compare the size added by two daughter cells during the first generation 

after cell division, the smaller daughter tends to add more volume than its bigger sister. If division 

is controlled by the buildup of the division protein alone, then both cells should add the same 

amount of volume irrespective of their relative initial sizes. To address the question of size 

homeostasis and advance our understanding of the underlying control mechanism(s), I study the 

process of cell division at the molecular level and examine the dynamical processes that play an 

important role in determining cell size.  

To determine their size, cells must have mechanisms that control the frequency of cell 

division and the position at which they divide to produce the “right” size daughter cells. In 1974, 

Teather et al. observed the division pattern of cells and suggested that there must be a substance 

that triggers cell division at a given site37. In early 90s, Bi et al.38 suggested that this molecule 
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controlling the division frequency is the FtsZ protein, a tubulin homologue, and later using 

immunoelectron microscopy confirmed that in each cell cycle a division site is generated at the 

mid-cell plane where FtsZ forms a ring-like structure with other divisome proteins39–41. Later, 

Tetart & Bouche showed that a reduction in FtsZ amount in cells results in a delay in cell division 

and produces a culture with larger cell size at steady state42. These studies confirmed that FtsZ 

plays an essential role in controlling the frequency of cell division in E. coli. The selection of 

division site and localization of FtsZ in E. coli is regulated by a complex dynamics of the MinCDE 

system through a negative regulatory mechanism43–46. The MinCDE system inhibits assembly of 

FtsZ ring near the polar regions through a self-organized gradient of MinC, the FtsZ inhibitor. The 

concentration of MinC remains high at the polar regions and minimal at the middle of the cell 

allowing FtsZ to bind only near the midplane.  This concentration gradient is generated by complex 

dynamics of the MinCDE system. MinD-ATP binds to the cell membrane near one of the polar 

regions and recruits MinC at that site. MinE removes MinCD complex through hydrolysis of 

MinD-ATP. Unbound MinD-ADP converts back to MinD-ATP and goes to the other polar region 

and bind again to the cell membrane. This results in pole-to-pole oscillations of these proteins. 

Figure 2 summarizes the complete MinCDE system dynamics. It has been shown that these 

oscillations have a typical wavelength that depends on the relative concentrations of these proteins, 

reaction rates and cell geometry47–51.  
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Figure 2 Min protein oscillation dynamics.  MinD-ATP binds to the cell membrane near the polar region and 

recruits MinC. MinC being the inhibitor of FtsZ, prevents the binding of FtsZ in that region. Another protein, 

MinE chases MinCD complex and dissociates it from the membrane by converting MinD-ATP to MinD-ADP. 

Free MinD-ADP converts back to MinD-ATP and bind to the other polar region and recruits MinC. This results 

in pole to pole oscillations of MinCDE system that helps in correct placement of division septum in growing E. 

coli cells. Figure adapted from Lutkenhaus J., 200746. 

 

 

In Chapter 4, I propose that the optimum cell size for division changes with the change in 

frequency of oscillations of Min proteins determined by their relative concentrations. The 

combination of cell length and oscillation frequency determine the shallowness of MinC gradient 

at the division site and affects the timing of the FtsZ ring formation. I give experimental evidence 

to support the proposed mechanism by changing the relative concentrations of the Min proteins, 
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which in turn affects the timing of the FtsZ ring formation and consequently the bacterial cell size 

at division. I detail my experimental methods and results further in Chapter 4. 



 12 

2.0 Materials and methods 

In this chapter, we present the design and fabrication of microfluidic devices used in this 

study. We also explain the experimental methods and list the sources of the materials in terms of 

chemicals, plasmids and bacterial strains used in this study. 

2.1 Fabrication of microfluidic devices 

Standard experimental methods like agar pads and batch cultures are excellent tools for 

population level studies but do not tell us much about the dynamics at the single cell level. As a 

result, the important information about the phenotypic differences among individual cells is often 

lost. In order to understand how the population behavior emerges from the behavior of single cells, 

it is essential to quantify phenotypic differences among cells and study growth dynamics at the 

single-cell level for extended periods of time. Therefore, there is a need for new and advanced 

methods to address these questions. Recent advantages in technology have enabled researchers to 

overcome these barriers and obtain long-term single cell data by developing excellent microfluidic 

devices. These devices are micro-scale machines that have highly parallel system of micron-size 

channels that allow successful trapping and tracking of thousands of individual cells at the same 

time. These devices also allow for real time change and control of the experimental conditions. 

Due to their high throughput and faster output time compared to conventional methods, these 

devices have been very successful in several different areas like point of care diagnostics52, single 

cell analysis53, chemical analysis54 and sequencing55.  
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To prepare these microfluidic devices, first the desired pattern of the micro-channels is 

fabricated on a substrate using photolithography. Then, the elastomers like polydimethylsiloxane 

(PDMS) are used to create the prototypes of the devices used in the experiments. PDMS is a 

preferred choice for making these devices because it is inexpensive, non-toxic and easy to mold. 

It is transparent, bio-compatible and permeable to gases which makes it ideal for experiments 

involving long-term microscopy with living cells56,57.  

In this study we have designed two microfluidic devices namely “Mother machine” and 

“Sisters machine” to perform bacterial growth analysis at single cell level. The design and 

fabrication process of these microfluidic devices is detailed in the following sections. 

2.1.1 Mask preparation 

Masks for the microfluidic devices used in this study were designed using AutoCAD 

software (Autodesk) and then printed and purchased from Photo Sciences, Inc. (Torrance CA).  

 

 

 

Figure 3 Mask for the first layer of the microfluidic device designed in AutoCAD.  The first layer consists of 

arrays of growth channels designed to trap 100s of bacterial cells at the same time. Each row in the image 

contains 200 channels (1 µm width × 30 µm length). The distance between neighboring channels is 4 µm.   
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These microfluidic devices have microchannels of different heights and widths that allow 

us to trap bacterial cells for extended period of time and feed liquid medium to maintain constant 

growth conditions. To create different heights channels within the same device, the fabrication is 

carried out in two steps. The growth channels, which are 1 µm high × 1 µm wide and used to trap 

the bacterial cells, are fabricated first (Figure 3). This is followed by fabrication of the second layer 

of the larger channels, which are 30 µm high × 30 µm wide and used to pump in fresh medium to 

feed the trapped bacteria (Figure 4). 

 

 

 

Figure 4 Mask for the second layer of the microfluidic device designed in AutoCAD.  The second layer consists 

of 30 µm high × 30 µm wide big channels to supply fresh medium to the trapped cells and wash excess cells 

coming out of the narrow channels. 

 

 

Two different photolithography techniques were used to fabricate the two layers of the 

devices used in this study. Standard photolithography58,59 was used to create the first layer 

containing the growth channels of the “Mother machine” (Figure 5) (see section 2.1.2 for details), 

while 3D printing was used to fabricate the first layer of the “Sisters machine” (see section 2.1.3 

for details). The second layer for both devices was fabricated using standard photolithography 
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techniques (Section 2.1.4). All the steps of the fabrication were carried out in the clean room at the 

Nanoscale Fabrication and Characterization Facility (NFCF) of the University of Pittsburgh. 

 

 

 

Figure 5 Complete mask for the preparation of microfludic devices.  Top panel shows masks for both the layers 

overlapping on top of each other. Bottom left shows closeup of growth channels of mother machine. Bottom 

right shows growth channels of sisters machine. Growth channels of the sisters machine are open at one end 

lke mother machine but joined togther in a V-shape at the other end to facilitate trapping of the sister pairs. 
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2.1.2 Fabrication of the first layer for mother machine 

The first layer of mother machine consists of 30 𝜇𝑚 long and 1 𝜇𝑚 wide straight channels 

to trap the bacterial cells (Figure 5). The height of these traps is also kept at 1 𝜇𝑚 to restrict the 

free movement of the cells once they get inside the traps. This allows us to trap bacterial cells for 

extended periods of time and measure their growth dynamics.  

 

 

 

Figure 6 Hotplate, Reactive Ion etcher and Spincoater. Fabrication equipments located at NFCF at University 

of Pittsburgh. Pictures taken from NFCF webpage. 

 

 

To fabricate this layer, a 3-inch circular silicon wafer was baked at 200 ℃ for 5 mins by 

placing it on a hot plate (Barnstead Super-Nuova) (Figure 6A). Next, the wafer was cleaned with 

oxygen (O2) plasma for 5 minutes using a Reactive ion etcher (Trion Phantom III LT RIE) (Figure 

6B). The wafer was then spin-coated with a very thin (~1-2 𝜇𝑚) layer of S1805 optical photoresist 

using a spin coater (Laurell WS-400B) (Figure 6C) at 2000 rpm for 50 seconds (Figure 7). 
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Figure 7 Speed vs. thickness for various photoresists adapted from Rohm and Haas, 200660. The spinning speed 

required to achieve different thicknesses for the various photoresist materials. We use the S1805 photoresist. 

 

 

Following the coating step, the wafer was soft baked at 110℃ by placing it on a hotplate 

for 1 minute. Next, the wafer with the photoresist coat was placed on the Quintel Q4000 MA mask 

aligner (Figure 8) and aligned using the alignment marks. The mask aligner was set to vacuum 

contact mode with a wavelength of 365 nm and the wafer was exposed to an energy dose of 100 

mJ/cm2 for 20s as calculated from Figure 9. After the exposure, the wafer was baked again at 

115℃ for 1 minute by placing it on a hotplate. 
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Figure 8 Quntel Q4000 MA mask aligner located at NFCF at University of Pittsburgh. Picture taken from 

NFCF webpage. 
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Figure 9 Photoresist interference curve adapted from Rohm and Haas, 200660. Energy dosage to cure 

photoresist layers of various thickness. 

 

 

To wash the photoresist and develop the first layer mold, the substrate was washed with 

351 developer (15% conc. in H2O) for 30s. To create the permanent pattern, the wafer was etched 

using Reactive Ion Etcher (Trion Phantom III LT RIE) (Figure 6B) with the following recipe: 𝑆𝐹6 

= 25, 𝑂2 = 4, 𝐶𝐻𝐹3 = 10, for 100 seconds. Following the etching process, the height of the channels 

was measured using surface profiler (KLA-Tencor AlfaStep IQ Surface Profilometer) (Figure 10). 

The etching process was repeated until the desired height of the channels was obtained. Next, the 

wafer was cleaned with Piranha solution (3 H2SO4 : 1H2O2) for 10 mins to get rid of any excess 

photoresist. Following the piranha etch, the substrate was washed with water to remove any residue 

of the Piranha solution. 
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Figure 10 Surface Profilometer located at NFCF at University of Pittsburgh. Picture taken from NFCF 

webpage. 

2.1.3 Fabrication of the first layer for sisters machine 

The first layer of the "sisters machine" consists of 30 m long and 1m wide trapping 

channels similar to the mother machine (Figure 5). However, in this new device, every two 

neighboring trapping channels are joined via a v-shaped connection of the same width. The tip of 

the v-shaped connection is made 0.5m narrower than the rest of the channel to reduce the 

likelihood of cells passing from one side to the other. The height of these channels was also kept 

at 1m similar to the mother machine. Since the first layer of the sisters machine has some features 

with dimensions less than 1m, we used 3D printing on a silicon substrate to achieve the required 

high accuracy in channel widths and heights. First, a 1 mm x 1 mm silicon substate was cleaned 

with acetone and Isopropyl alcohol (IPA) in an ultrasonic sonicator (Branson) for 5 mins each to 
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get rid of any dirt on the surface. Next, it was cleaned with oxygen plasma in Reactive ion etcher 

(Trion Phantom III LT RIE) for 5 min to make sure the surface is clean of any kind of impurity 

before using it for 3D printing. The substrate was then immersed in surpass 3000 in a 50 ml beaker. 

After 5 min it was taken out and blow-dried using high pressure N2 gun. This step was done to 

achieve better bonding with the photoresist material used in the 3D printing step. A small drop 

(0.5ml) of IP-dip resist was put at the center of the substrate, which was then loaded onto the 3D 

printer stage using a substrate holder. The printing process was executed using Nanoscribe 

Photonic Professional (GT) (Figure 11) operating on 63x objective lens to achieve better feature 

resolution. Upon completion of the printing process, the substrate was unmounted and dipped in 

SU8 developer to remove excess IP-dip resist. After 8 mins it was taken out and dipped in IPA for 

2 mins to remove excess SU8 developer. Following this step, the substrate was left to air dry for 

5-7 mins. At this point, the substrate was ready with the growth channels molded onto it. It was 

left for a day to allow the bonding to stabilize before proceeding to following steps. 
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Figure 11 Nanoscribe Photonic Professional (GT).  3D printer located at NFCF at University of Pittsburgh. 

Picture taken from NFCF webpage. 

2.1.4  Second layer preparation for microfluidic devices 

The second layer of both microfluidic devices is identical. It consists of several 1mm long 

× 30 𝜇m high × 30 𝜇m wide main flow channels, used to supply nutrients to the trapped bacteria 

and wash out the excess cells (Figure 4). It was fabricated using the standard photolithography 

process. The sister machine substrate containing the 3D printed growth channels or the mother 

machine substrate, with the etched growth channels, were first coated with a thin layer of HMDS 

using HMDS oven (YES 3TA HMDS Vapor Prime Oven) (Figure 13A). Next, each of the 

substrates was spin-coated with SU8 2015 photoresist using the spin coater for 10 seconds at 500 

rpm followed by 60 seconds at 1500 rpm to achieve a 30 m thick layer (Figure 12).  
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Figure 12 Spin speed vs. layer thickness for SU8 photo resist. Picture adapted from Exposure (2000)61. 

 

 

The coated substrate was then baked at 65℃ for 5 minutes, followed by 50 minutes at 95℃ 

using a hotplate. This was followed by exposing the substrate to a LED light (390 nm – 10000 

mW) using MLA100 Direct Write Lithographer (Heidelberg Instruments) (Figure 13B). After the 

exposure, the substrate was baked at 65℃ for 3 minutes, and then at 95℃ for 15 minutes on a hot 

plate. To wash the excess photoresist and reveal the features of the second layer, the substrate was 

developed in SU8 developer for 1:45 minutes. The substrate was then examined under the Zeiss 

Axio Imager Motorized Optical microscope (Zeiss) (Figure 13C) for proper development of the 

features and developed again for a few more seconds if needed. Finally, the resulting mold with 

all the features was hard baked at 200℃ for 20 minutes using a hot plate.  
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Figure 13 HMDS oven, MLA100 Direct Write Lithographer and Microscope. Located at NFCF at the 

University of Pittsburgh. Pictures taken from NFCF webpage. 

 

 

Following the hard bake step, the master mold was silanized by placing it with a small 

amount (~1 ml) of trichlorosilane 99% (Gelest Inc., USA) in a vacuum chamber for 30 mins. 

Silanization creates a monolayer of silane over the substrate and makes sure that the PDMS does 

not stick to the wafer and can be easily peeled off without damaging the mold features.  

2.1.5 PDMS device preparation 

PDMS (Polydimethylsiloxane) was prepared by mixing silicon elastomer base and curing 

agent (Dow Corning, Sylgard 184 Silicone Elastomer) in 9:1 ratio (w/w) respectively. The mixture 

was stirred vigorously for 5-7 min to ensure even mixing. PDMS mixture was then poured over 

the silanized master mold placed in a 100 mm diameter Petri dish with its base covered with 

Aluminum foil. The Petri dish was then moved into a vacuum chamber for 35-45 min to degas the 

PMDS mixture and remove air bubbles introduced during the mixing process. The Master mold 

with the PDMS was then incubated in an oven at 65℃ for 8–10 hr to solidify. Next, the PDMS 

was peeled off and cut in a rectangular shape suitable to be fixed on top of a glass cover slip 
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(24×60mm, 0.16 to 0.19 mm thick). Two small pieces of PDMS were also cut and tiny holes were 

punctured in them to insert the inlet and outlet tubes. To bind the PDMS with glass 

coverslip/PDMS, glass coverslip and PDMS were placed in a Plasma cleaner PDC-32G (Harric 

Plasma) for 2 mins and then the exposed surfaces were placed in contact to allow the PDMS to 

bind with the glass/PDMS (Figure 14). The bound device was then incubated at 70℃ on a hot plate 

for 1 hr to strengthen the bonds.   

 

 

 

Figure 14 PDMS device preparation.  Cut PDMS parts and glass cover slip are treated with oxygen plasma and 

then attched together to form working PDMS device. 
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2.2 Chemicals used 

Table 1 Chemicals used during the experiments and their sources.  

Chemical Source Chemical Source 

 Ampicillin Sigma-Aldrich Co. Luria Broth (LB) Sigma-Aldrich Co. 

Arabinose Sigma-Aldrich Co. M9 salts MP Biomedical, LLC. 

Bacto agar Becton Dickinson MgSO4 Sigma-Aldrich Co. 

CaCl2 Sigma-Aldrich Co. Monobasic K2HPO4 EMD Chemicals 

Casamino acids MP Biomedical, LLC. NaCl Fisher Scientific 

Chloramphenicol Sigma-Aldrich Co. PDMS Dow Corning 

Glucose MP Biomedical, LLC. Tris BIO-RAD 

Glycerol EMD Chemicals Ultrapure Agarose Invitrogen 

  



 27 

2.3 Bacterial strains and plasmids 

Table 2 Bacterial strains and plasmids used in this study. 

Strain/Plasmid Description Resistance/Induction Source 

pZA3R-GFP Green fluorescent protein 

expressed from 𝜆 Pr promoter 

Chloramphenicol Salman 

pZA32wt-GFP Green fluorescent protein 

expressed from LacO promoter 

Chloramphenicol Salman 

pZA3R-mcherry Red fluorescent protein expressed 

from 𝜆 Pr promoter 

Chloramphenicol Salman 

mEos-minE/ minD a photoactivatable green to red 

fluorescent protein fused with 

MinE/MinD 

 

Ampicillin/arabinose Huang 

MG1655 Wild type E. coli strain  Salman 

MG1655, ftsZ::ftsZ-mVenus Strain with mVenus fused in an 

internal site of FtsZ gene. 

Kanamycin Huang 

 

2.4 Cell preparation for experiments 

The cultures for all the experiments performed in this study were initiated from glycerol 

stock stored at -80°C and grown overnight at 30°C, in either LB or M9CL medium depending on 

the intended experimental conditions. The following day, the cells were diluted in the same 

medium and regrown to early exponential phase, Optical Density at 600 nm (OD600nm) between 
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0.1 and 0.2. When the cells reached the desired OD600nm, they were concentrated into fresh testing 

medium to an OD600nm~0.3. The microfluidic device was washed with 20mg/ml Bovine Serum 

Albumin (BSA) in water for 15 mins, and then with fresh medium for 10 mins.  The concentrated 

cells were then loaded into the microfluidic device. Once enough cells were trapped in the 

channels, fresh testing medium was pumped through the wide channels of the device to supply the 

trapped cells with nutrients and wash out extra cells that are pushed out of the channels. The cells 

were allowed to grow in this device for several days, while maintaining constant temperature, 

using a microscope top incubator (Okolab, H201-1-T-UNIT-BL), and a continuous flow of fresh 

medium to feed trapped cells. The wild type MG1655 E. coli bacteria were used in all experiments 

described. Soluble protein content was measured through the fluorescence intensity of fluorescent 

proteins (FP) inserted into the bacteria on the medium copy number plasmid pZA62. The expression 

of FP was controlled by one of two different promoters. The Lac Operon (LacO) promoter was 

used to measure the expression level of a metabolically relevant protein, while the viral 𝜆 −phage 

Pr promoter was used to measure the expression level of a constitutive metabolically irrelevant 

protein. Two testing media were used in our experiments. M9 minimal medium supplemented with 

1g/l casamino acids and 4g/l lactose (M9CL) was used for measuring the expression level from 

the LacO Promoter, and LB medium was used for all other experiments.  

2.5 Image acquisition, and data analysis 

Images of the bacterial cells growing in the channels were acquired, unless stated 

otherwise, every 3 minutes (in LB medium) or 7 minutes (in M9CL medium) in DIC and 

fluorescence modes using a Nikon eclipse Ti2 microscope with a 100x objective. The size and 
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protein content of the cells were measured from these images using the image analysis software 

Oufti63. The data were then used to generate lineage traces and for further analysis as detailed in 

Chapter 3.0 and Chapter 4.0. Single-cell measurements were analyzed using MATLAB. Sample 

autocorrelation functions, Pearson correlation coefficients, sample distributions and curve fitting 

were all calculated by their implementations in MATLAB toolboxes. 
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3.0 Non genetic inheritance restraint of cell-to-cell variation 

One of the main challenges in biological physics today is to quantitatively predict the 

change over time in cells’ physical and functional characteristics, such as cell size, growth rate, 

cell-cycle time, and gene expression. All cellular characteristics are determined at all times by the 

interaction of genetic and non-genetic factors. While genetic information passed from generation 

to the next is the main scheme, by which cells conserve their characteristics, non-genetic cellular 

components, such as all proteins, RNA and other chemicals, are also transferred between 

consecutive generations and thus influence the state of the cell's characteristics (or its phenotype) 

in future generations64,65. The mechanism of genetic information transfer between generations, as 

well as how this information is expressed, are mostly understood66–68. This information can be 

altered by rare occurring processes such as mutations, lateral gene transfer, or gene loss69,70. 

Therefore, changes resulting from genetic alterations emerge over very long timescales (several 

10s of generations). On the other hand, inheritance of non-genetic cellular components, which are 

subject to a considerable level of fluctuations, can influence cellular characteristics at shorter 

timescales71–74. 

Here we focus on understanding how robust cellular characteristics are to intrinsic sources 

(stochastic gene expression and division noise) and extrinsic sources (environmental fluctuations) 

of variation, and how cells that emerge from a single mother develop distinct features and over 

what time scale. While our understanding of variation sources has increased significantly over the 

past two decades17,75,76, progress in understanding non-genetic inheritance and its contribution to 

restraining the proliferation of heterogeneity has been extremely limited. Extensive studies have 

been dedicated to revealing the different non-genetic mechanisms that influence specific cellular 
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processes and how they are inherited over time77–81. However, the cell's phenotype is determined 

by the integration of multiple processes. Thus, to predict the inheritance dynamics of a cellular 

phenotype, we need to measure the inheritance dynamics directly rather than characterizing the 

effect of individual inheritance mechanisms separately. Progress in this research has been 

drastically hindered by the limited experimental techniques that can provide reliable quantitative 

measurements. Here we have developed such a method that can allow us to measure the inheritance 

dynamics of the cellular phenotype directly and we utilize mathematical methods to estimate the 

time scales of the inheritance dynamics. 

3.1 Limitations of the mother machine for measuring cell memory 

The recent development of the microfluidic device named “mother machine”24,82, has 

provided valuable data of growth and division, as well as protein expression dynamics. These data 

have been used to gain insight into non-genetic inheritance and cellular memory. The results 

obtained have consistently showed that non-genetic memory in bacteria is almost completely 

erased within two generations24,25,83. This has been also the conclusion of theoretical calculations 

of cell size autocorrelation25,28; which are based on the adder model for size homeostasis26,27,35. 

The consensus of previous experimental studies is founded on the calculation of the autocorrelation 

function (ACF) for the different measurable cellular properties, such as cell size, growth rate, cell 

cycle time, and protein content. It is important to note that in calculating the ACF, measurements 

of cells from different traps of the mother machine are averaged together. However, small variation 

in the traps sizes can manifest during the fabrication process, which can lead to distinct 

environments in different traps84. In addition, cells might experience slightly different 
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environments at different times resulting from thermal fluctuations and their dynamic interaction 

with their surroundings, i.e., environmental fluctuations can influence the cell's growth and 

division dynamics, which in turn can change the cell's micro-environment through consumption 

of nutrients and/or secretion of other chemicals. As a result of the individuality of the cell-

environment interaction, different micro-niches can be created in different traps (as we 

demonstrate later), which give rise to diverse patterns of growth and division dynamics and 

therefore distinct ACFs (Figure 15) 25,83,84. Averaging over many traps, with such various ACFs, 

will thus erases the dynamics of cellular memory. 

 

 

 

Figure 15 The ACFs of individual lineages measured in separate traps. The ACFs of individual lineages, 

measured in the same experiment in separate traps in the mother machine, are presented in different colors. 

Each ACF was calculated from a lineage longer than 150 generations to maximize the statistics. Note that each 

ACF exhibits distinct dynamical pattern. Averaging all ACFs results in a simple exponentially decaying 

function with a decay time of ~2 generations depicted by the black line in the graph. 
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3.2 Sisters machine: a new technique for measuring epigenetic cell memory 

To overcome this hurdle, we have developed a new measurement technique, which enables 

us to separate environmental effects from cellular ones. The technique is based on a new 

microfluidic device that allows trapping two cells immediately after they divide from a single 

mother simultaneously and sustain them right next to each other for extended time. Thus, with this 

technique we track the lineages of the two sister cells (SCs) from the time of their birth and follow 

them as they age together for tens of generations. This enables us to measure how two cells that 

originate from the same mother become different over time, while experiencing exactly the same 

environment.  

 

 

 

Figure 16 Microfluidic device to trap sister cells.  Long (30𝝁𝒎) narrow traps (1𝝁𝒎 × 1𝝁𝒎) are connected on 

one end and open on the other to wide (30𝝁𝒎 × 30𝝁𝒎) perpendicular flow channels through which fresh 

medium is pumped. The traps are bent in a Vshape and joined together for sucessful trapping of sister bacterial 

cells. The tip is made ~0.5 𝝁𝒎 smaller than the width of the arms to restrict cells from moving from one arm 

to the other. 
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Our new microfluidic device, dubbed the "sisters machine" (Figure 16), consists of 30 m 

long narrow trapping channels (1m × 1m) open at one end to a wide channel (30m × 30m), 

through which fresh medium is continuously pumped to supply nutrients to cells in the traps and 

wash away cells that are pushed out of them (see Chapter 2 for the fabrication details). Here 

however, every two neighboring trapping channels are joined on the closed end through a v-shaped 

connection of the same width and height. The tip of the v-shaped connection is made 0.5m 

narrower than the rest of the channel to reduce the likelihood of cells passing from one side to the 

other (Figure 17A and B). 

 

 

 

Figure 17 Example measurement of sister cells. (A) Sister cells are formed in two separate arms of the traps 

when a mother bacterial cells elongates in v-shaped tip. (B) Time lapse images of sisters growing in separate 

arms of the trap. (C) Lengths of two sister cells growing in the microfluidic device.  
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Therefore, once it happens, the cells at the tip will remain there, while we track their growth 

and division events, and measure their size and protein expression (Figure 17C), until the next cell 

passage occurs, which can take 10s of generations. The environment in this setup is identical for 

both cells at the tip of the v-shaped connection, as they are kept in close proximity to each other. 

This ensures that differences observed between the two cells are due to internal cellular factors 

only. 

A comparison of the growth patterns of two pairs of SCs measured in the same experiment, 

where each pair share a common trap, reveals that while the growth dynamics of SCs are strikingly 

similar, they are significantly different between the two pairs (Figure 18A). This is further 

confirmed by comparing the distribution of the difference between the average growth rates of 

SCs to that of pairs of cells residing in different channels (Figure 18B). These results highlight the 

significance of the contribution of environmental fluctuations to cellular growth dynamics, and 

support the existence of different environmental micro-niches within our, and similar, microfluidic 

setups as mentioned earlier. 
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Figure 18 Individuality of cellular growth dynamics in different microenvironments in microfluidic device   (A) 

Depicts the cell length of two pairs of SCs measured in two different V-Shaped traps as a function of time. The 

length of each cell is presented in a "stitched" form, where the length of the cell in each cell cycle is adjusted to 

start from the length of the cell at the end of the previous cycle, ignoring by this the division events. This is done 

by dividing the length in each cycle by the starting length and multiplying it by the length of the cell at the end 

of the previous cycle. This presentation emphasizes the difference in the average growth rates measured in 

different traps. Note however, that each pair of SCs exhibits similar average growth rate. (B) Probability 

Distribution Function (PDF) of the absolute difference in the average growth rate of two SCs is compared with 

the absolute difference in the average growth rate of two randomly paired cells (RPs) growing in separate traps 

in the same device (see  Figure 21 for further elaboration on random pairing of cells). The standard deviation 

of the  difference for SCs (𝝈𝑺𝑪𝒔) is almost half of the  calculated value for RPs (𝝈𝑹𝑷𝒔). This shows that cells grow 

with different average growth rate in different traps and supports the idea of micro-niche formation in the 

microfluidic device. 
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Note however, that cell division in the new v-shaped channels does not alter the statistics 

of SCs' relative sizes, growth rates, or generation times, in comparison to that observed in the case 

of division in straight channels (Figure 19). 

 

 

 

Figure 19 The effect of the v-shaped channel on the distribution of the different cellular characteristics between 

SCs during division. (A) Probability Distribution function (PDF) of the difference in the first cell cycle time of 

two sister cells after separation relative to the population's average cycle time under the same experimental 

conditions. (B) PDF of the difference in cell length between the sister cells immediately after division relative 

to the population's average length at the start of the cell cycle. (C) PDF of the difference in the growth rate of 

the two sister cells after separation relative to the population's average growth rate. The difference measured 

in the straight channels here is larger than that measured in the v-shaped channels. This could be due to the 

fact that the two cells in the mother machine trap are at different distance from the nutrients diffusing from 

the flow channel into the traps. This has been shown before to result in variation in the cells growth rate84. In 

all graphs the blue curves represent the distributions measured in our new device with the v-shaped channels 

using 194 pairs, while the brown curves were measured in the straight channels of the mother machine using 

198 pairs. 
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Using this setup, we successfully trapped pairs of cells next to each other for 20 – 160 

generations. Images of the cells in both DIC and fluorescence modes were acquired every 3 

minutes. Under our experimental conditions (cells growing in LB medium at 32 C) the average 

generation time was 34±7 minutes, which provided ~11 images every generation. The acquired 

images were used to measure various cellular characteristics as a function of time, including cell 

size, protein concentration, growth rate, and generation time.  

To avoid artifacts arising in our calculations due to slight differences between experiments 

carried out on different days, we standardized the parameters by subtracting the mean and dividing 

by the standard deviation for each experiment before proceeding with the desired calculations 

(Figure 20). 
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Figure 20 Distributions of different cell parameters.  To avoid artifacts arising in calculations due to differences 

between experiments, raw data from each experiment were normalized by subtracting the mean (µ) and 

dividing by the standard deviation (σ). (A-B) distributions of cell cycle times (T) before and after normalization. 

(C-D) distributions of elongation rate (α) before and after normalization. (E-F) distributions of mean 

fluorescence intensity (f) before and after normalization. 
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Using this new setup, we were able to measure the cell memory of the different cellular 

traits. Memory reflects the cell’s tendency to pass on its traits to its offspring, and therefore 

measuring cell memory would allow us to determine how epigenetic inheritance restrain variation 

in cellular properties over time. To measure cellular memory, we replace the ACF, used in previous 

studies, with the Pearson correlation function (PCF) between pairs of cells: 

𝑃𝐶𝐹𝑦(𝑡) =
1

𝜎𝑦(1) . 𝜎𝑦(2)
∑(𝑦𝑖

(1)

𝑛

𝑖=1

(𝑡)−< 𝑦(1) >). (𝑦𝑖
(2)(𝑡)−< 𝑦(2) >) 

where y is the cellular property of interest, t is the measurement time, n is the number of cell pairs 

measured, 𝜎𝑦 the population standard deviation of y and (1) and (2) represent the two cells being 

considered 𝑃𝐶𝐹𝑦(𝑡) is therefore a measure of the correlation between the values of a specific 

cellular property at time t. We use this correlation function to compare three types of cell pairs 

(Figure 21): 1) Sister cells (SCs) are cells that originate from the same mother at time 0, and 

therefore the value of PCF at time 0 is 1. 2) Neighbor cells (NCs) are cells that reside next to each 

other at the tip of the v-shaped connection. However, NCs are cells that do not originate from the 

same mother. They are cells that happen to enter into both sides of the same v-shaped channel 

from the start of the experiment. We initiate their tracking though, only when they happen to divide 

at the same time, such that at time 0 they are both at the start of a new cell cycle, and if their length 

is almost identical at that point in time. This choice is to ensure that any long-term correlation 

measured in SCs does not stem from a size homeostasis mechanism, which would maintain the 

size of both cells similar for several generations if they start similar. 3) Random cell pairs (RPs) 

are cells that reside in different traps and their lineages are aligned artificially even though they 

can be measured at different times. In this case, t is measured relative to the alignment point, which 

is chosen to be at the start of the cell cycle for both cells. Since NCs and RPs do not originate from 
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the same mother at time 0, the PCF is measured from the first generation only, and we set it to be 

1 at time 0. Comparing the correlation of NCs, which experience the same environmental 

conditions at the same time, with that of RPs allows us to determine the effect of the environment 

on the correlation. On the other hand, the comparison of SCs with NCs provides the effect of 

cellular factors (i.e., epigenetics) that are shared between SCs, on the correlation function. This in 

turn allows us to determine the cellular memory of a specific property resulting from shared 

information passed on from the mother to the two sisters.  

 

 

 

Figure 21 Three types of pairs used for calculating PCF.  Sister cells (SCs) are the cells that originate from the 

same mother and reside in the same trap. Neighbor cells(NCs) do not originate from same mother but reside 

in the same trap. Random pairs(RPs) neither reside in same taps nor do they have same mother. 
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3.3 Results: Epigenetic inheritance of cell cycle time and cell size 

Using the above-described method, we measured the correlations between the different 

pair types for cell cycle time (T). We find that T of SCs remain strongly correlated for up to 8 

successive cell divisions when measured in LB (complex rich) medium at 32°C (Figure 22 see also 

Supplementary figures). On the other hand, the NCs correlation decays to zero within 3 generation 

under the same experimental conditions (Figure 22). These results clearly reveal the effects of 

epigenetics and environmental conditions on cellular memory when compared to the RPs 

correlation, which as expected decays to zero within one generation similar to the ACF (dashed 

red line Figure 22). 

 

 

 

Figure 22 PCF of cell cycle time measured in cell pairs as a function of number of generations. PCF of cell cycle 

time for SCs (122 pairs from 3 separate experiments) exhibit memory that extends for almost 9 generations 

(half lifetime ~4.5 generations). This is ~ 3.5x longer than the half lifetime of NCs PCF (calculated using a 100 

pairs from 3 separate experiments) , which is comparable to the ACF (half lifetime ~1 generation). Shaded area 

represents the standard deviation of the average. The equations in the graphs represent the best fit to the PCF 

depicted in each graph with g is generation number. 
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Note that this long memory observed here was independent of the environmental 

conditions of the experiments. Similar correlation between the cell-cycle times of SCs was also 

observed when the temperature is changed to 37°C, and when the LB medium is replaced with a 

minimal medium supplemented with lactose (M9CL) at the same temperature as before (32°C) 

(Figure 23). 

 

 

 

Figure 23 The PCF of cell cycle time (T) for SCs in different growth conditions.  The PCF of SCs cell-cycle time 

in LB at 37°C (57 pairs from 2 separate experiments) (A) and in M9CL at 32°C (29 pairs from 2 separate 

experiments) (B). Existence of strong correlation between cell cycle duration in both (A) and (B) demonstrates 

the robustness of non-genetic restraint in different experimental conditions. The lines in both graphs are the 

best fits to the data depicted in the graphs. The decay rate of the correlation in both cases is very similar to that 

observed in LB medium at 32°C described in the main text (y=exp(-0.23g)). 
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Next, we applied our method to cell size. Also, here our measurements show that SCs 

correlation decays slowly over ~7 generations (Figure 24, see also Supplementary figures), while 

the correlation of NCs exhibit fast decay to zero within 2 generations similar to the ACF (Figure 

24). Note that RPs exhibit no correlation from the start of the measurement (dashed red line Figure 

24). These results further demonstrate the existence of strong non-genetic memory that restrains 

the variability of cell size between SCs for a long time. Unlike the cell cycle time however, the 

effect of both epigenetic factors and environmental conditions on the cellular memory, appears to 

extend for a slightly shorter time.  

 

 

 

Figure 24 PCF of cell size measured in cell pairs as a function of number of generations.  SCs exhibit strong 

cell size correlation that decays slowly over a long time (half lifetime ~3.5 generations), while NCs show almost 

no correlation in cell size similar to ACF of initial sizes (half lifetime ~1 generation). PCF values for cell size 

were calculated in similar way to cell-cycle time, and were then averaged over a window of six consecutive time 

frames (15 minutes time window). Shaded area represents the standard deviation of the average. The equations 

in the graphs represent the best fit to the PCF depicted in each graph with g is generation number. 
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We also measured the correlation between NCs which do not start from the same initial 

size to understand whether the correlation that we are observing in the first generation is arising 

from size homeostasis mechanism. PCF of cell-cycle time (Figure 25A) and cell length (Figure 

25B) for NCs starting from random initial sizes are compared in both graphs with ACF and PCF 

for RPs. NCs starting with random initial sizes show almost no correlation in cell size or cell cycle 

time similar to RPs. 

 

 

 

Figure 25 PCF values of cell size and cell cycle duration as a function of time for NCs with different starting 

size.  PCF of cell-cycle time (A) and cell length (B) for NCs starting from random initial sizes are compared in 

both graphs with ACF and PCF for RPs. NCs starting with random initial sizes show almost no correlation in 

cell size or cell cycle time similar to RPs. 
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3.4 Variance as a new parameter to estimate the nature of restraint on variability 

To quantify the increase in variability among cells along time differently, we measured the 

change in the variance of a cellular property as time advances, which is expected to reach an 

equilibrium saturation value at long timescales. Measuring how the variance reaches saturation, 

provides information about cellular memory and the nature of forces acting to restrain variation. 

Assuming that 𝑥(𝑡) is a measurable cellular property, such as cells size, or growth rate, etc. We 

can present it as: 

𝑥(𝑡) = 𝑥̅ + 𝛿𝑥(𝑡) 

Where 𝑥 ̅is the average of 𝑥(𝑡) over time, and 𝛿𝑥(𝑡) is its fluctuations around 𝑥̅. The 

difference of this measured property between two cells: 

∆𝑥(𝑡) = 𝑥1(𝑡) − 𝑥2(𝑡) 

Where 1 and 2 represent the two different cells, will average to zero, i.e. < ∆𝑥 >= 0. Its 

variance on the other hand will be:  

𝜎∆𝑥
2 (𝑡) =< ∆𝑥2(𝑡) > −< ∆𝑥(𝑡) >2= 2 < 𝛿𝑥2(𝑡) > −2 < 𝛿𝑥1(𝑡)𝛿𝑥2(𝑡) > 

Where < 𝛿𝑥2(𝑡) >=< 𝛿𝑥1
2(𝑡) >=< 𝛿𝑥2

2(𝑡) > is the variance of 𝑥, which is the same for all cells, 

and < 𝛿𝑥1(𝑡)𝛿𝑥2(𝑡) > is the covariance of the fluctuations in both cells, which when normalized 

by 𝜎𝛿𝑥1
. 𝜎𝛿𝑥2

 would give the correlation, i.e. the Pearson Correlation Function (PCF), between the 

two variables. 

On the other hand, if we assume that 𝑥 is determined by two factors, internal cellular 

composition 𝐼(𝑡) and external environmental conditions 𝐸(𝑡) such that: 

𝑥(𝑡) = 𝐼(𝑡) + 𝐸(𝑡) 
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Then 𝜎∆𝑥
2 (𝑡) =< [(𝐼1 − 𝐼2) + (𝐸1 − 𝐸2)]2 > would depend on whether the two cells share 

the same environment and/or the same cellular compositions. Therefore, random pair of cells 

(RPs), which reside in different channels and thus do not share neither the environment nor the 

internal composition would exhibit a variance: 

𝑅𝑃𝑠: 𝜎∆𝑥
2 (𝑡) = 2𝜎𝐼

2 + 2𝜎𝐸
2 + 4𝑐𝑜𝑣(𝐼, 𝐸) 

Where 𝜎𝐼
2 =< 𝐼2 > −< 𝐼 >2 is the variance in the internal composition of the cell (similar 

for all cells and constant over time), 𝜎𝐸
2 =< 𝐸2 > −< 𝐸 >2 is the variance in the environmental 

conditions (also the same for all cells in the same experiment), and 𝑐𝑜𝑣(𝐼, 𝐸), is the covariance of 

the environment and the internal composition of the cell, which as discussed earlier can influence 

each other in a trap-specific manner. However, averaging many measurements from different traps 

erases this effect25 as clear from Figure 15 

For cells that share the environment but not their internal composition, i.e., neighboring 

cells (NCs), the variance would be: 

𝑁𝐶𝑠: 𝜎∆𝑥
2 (𝑡) = 2𝜎𝐼

2 

Note that when the NCs are chosen to have similar size and divide simultaneously at time 

zero, this variance for cell size would be small initially but its increase would not be constrained 

by the epigenetic similarity between the two cells as in the case of sister cells (SCs). 

And finally, for SCs, which share both the environment and their internal composition, 

which means that 𝐼1 and 𝐼2 can be correlated, then: 

𝑆𝐶𝑠: 𝜎∆𝑥
2 (𝑡) = 2𝜎𝐼

2 − 2𝑐𝑜𝑣(𝐼1, 𝐼2)  

Where  𝑐𝑜𝑣(𝐼1, 𝐼2)  is the covariance of the internal states of the cells as a function of time, 

i.e. the non-genetic memory of the cell.  
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Using the definitions above, it is easy to see the relationship between the variance and the 

PCF. It is also clear that the difference between NCs and RPs variances would provide the 

contribution of the environment, while the difference between SCs and NCs variances would give 

the contribution of the internal composition of the cell to the variance, or the epigenetic memory. 

The cellular memories of cell cycle time and length, measured using this method, agree 

well with our previous PCF results (Figure 26 and  Figure 27).  

 

 

 

Figure 26 Cell-cycle time variance ( 𝝈𝟐
𝜹𝑻) as a function of time.  (A-C) Individual traces showing difference in 

cell cycle times (𝜹𝑻) for SCs, NCs and RPs respectively. The variance (𝝈𝟐) of cell cycles times differences (𝜹𝑻) 

as a function of time (D) represent the variance of the plots in (A-C) calculated at different time points using 

𝝈𝟐
𝜹𝑻 =< 𝜹𝑻𝟐 > −< 𝜹𝑻 >𝟐 for SCs starts from a small value in first generation and saturate to a constant value 

after ~7 generations (similar to the timescale obtained from the PCF ~8 generations), while  𝝈𝟐
𝜹𝑻 for NCs and 

RPs remain constant over time. 
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Figure 27 Cell size variance (𝝈𝟐
𝜹𝑳𝟎

) as a function of time. Birth size variance was calculated similar to 𝝈𝟐
𝜹𝑻 in 

Figure 26. 𝝈𝟐
𝜹𝑳𝟎

for SCs increases slowly and saturates at a fixed value after ~7 generations (mean lifetime ~3.5 

generations) similar to the time scale observed in the PCF. For NCs with random initial sizes (A), 𝝈𝟐
𝜹𝑳𝟎

 remains 

constant similar to RPs.  𝝈𝟐
𝜹𝑳𝟎

 for NCs  with similar birth sizes starts from a value similar to SCs but shoots 

up to the saturation value within 1 generation. 

 

 

Thus, we have measured the relative fluctuations in the exponential elongation rate of cell 

pairs 𝛿𝛼 defined as: 

𝛿𝛼(𝑡) = 𝛼1(𝑡) − 𝛼2(𝑡) 

Where 𝛿𝛼(𝑡) =
𝑑 𝑙𝑛𝐿

𝑑𝑡
 is the exponential elongation rate of the cell, 𝐿(𝑡) is the cell length at 

time t, and (1) and (2) distinguish the cell pair (Figure 28 A-C). As expected, 𝛿𝛼(𝑡) for all pairs 

of lineages is randomly distributed with < 𝛿𝛼(𝑡) >= 0, (Figure 28D), as the elongation rate of all 

cells fluctuate about a fixed value identical for all cells in the population and depends on the 

experimental conditions. 
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Figure 28 Exponential elongation rate difference (𝜹𝜶) as a function of time. Individual traces showing the 

difference between the exponential elongation rates for SCs (A), NCs (B), and RPs (C). (D) The mean of (𝜹𝜶)  

for all cell pairs remain zero along time as expected. For details of (𝜹𝜶) calculations, please refer to the main 

text. 

 

 

The variance of 𝛿𝛼(𝑡) for both RPs (𝜎𝛿𝛼𝑅𝑃𝑠

2 ) and NCs (𝜎𝛿𝛼𝑁𝐶𝑠

2 ) was found to be constant 

over time and is similar for both types of cell pairs (Figure 29). However, the variance of  𝛿𝛼(𝑡) 

for SCs (𝜎𝛿𝛼𝑆𝐶𝑠

2 ) exhibits a complex pattern, which eventually converges to the same value as RPs 

(𝜎𝛿𝛼𝑅𝑃𝑠

2 ) and NCs (𝜎𝛿𝛼𝑁𝐶𝑠

2 ).  
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Figure 29 Variance  ( 𝝈𝟐
𝜹𝜶) as a function of the time.  (A) Variance  of the growth rate difference between cell 

pairs for NCs and RPs as a function of time (see main text for the details of the calculation). The variance 

remains constant for both the pairs. 

 

 

Figure 30 shows that unlike cell cycle time and cell length, the elongation rates of SCs 

immediately after their division from a single mother exhibit the largest variation. This variation 

decreases to its minimum value within a single cell cycle time (~30 min). Following this decrease, 

the variance increases slowly to reach the same saturation value measured for NCs and RPs. The 

time it takes for 𝜎𝛿𝛼𝑆𝐶𝑠

2  to reach saturation extends over almost 8 generations, which again reflects 

a long memory resulting from epigenetic factors.  
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Figure 30 Variance ( 𝝈𝟐
𝜹𝜶) as a function of the time.  Variance of SC exhibits large variance immediately after 

separation (~50percent higher than NCs and RPs) and rapidly drops to its minimum value within one 

generation time( ~30 minutes), and increases thereafter for 4 hours (~8 generations) until saturating at a fixed 

value equivalent to that observed for NCs and RPs. Each point is the average over 3 frames moving window, 

and the shaded area represent the standard deviation of that average. 

 

 

To understand the source of this large variation immediately following separation, we have 

measured the growth rate over a moving time window of 6 minutes throughout the cell cycle, and 

compared the results between SCs. Our comparison clearly shows that a sister cell that receives a 

smaller size-fraction from its mother exhibits a larger growth rate immediately after division. The 

growth rate difference between the small and large sisters, decreases to almost zero by the end of 
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the first cell cycle after separation (Figure 31). This result reveals that the exponential growth rate 

of a cell immediately after division inversely scales with the size-fraction the cell receives from its 

mother85. It also demonstrates that the difference in the growth rates between SCs changes during 

the cell cycle indicating that they are not constant throughout the whole cycle as has been accepted 

so far24,86,87. Note that similar results have been reported recently for Bacillus subtilis88, where it 

was observed that the growth rate is inversely proportional to the cell size at the start of the cell 

cycle, and changes as the cell cycle advances. 

 

 

 

Figure 31 Average growth rate difference between sister cells in first cell cycle. The growth rate difference was 

calculated by subtracting the growth rate of larger sister from the growth rate of smaller one over a moving 

time window of 6 minutes throughout the cell cycle. SC that receives a smaller size-fraction from its mother 

exhibits a larger growth rate immediately after division. The growth rate difference between the small and 

large sisters, decreases to almost zero by the end of the first cell cycle after separation. 
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We have also examined how the protein concentration varies over time between the two 

cells by measuring the concentration of GFP (green fluorescent protein), via its fluorescence 

intensity, expressed from a constitutive promoter in a medium copy-number plasmid. The variance 

of fluorescence intensity difference between cell pairs 𝛿𝑓(𝑡) was calculated as for the growth rate 

(see Figure 33 for details). Upon division, soluble proteins are partitioned symmetrically with both 

daughters receiving almost the same protein concentration. As expected, 𝜎𝛿𝑓𝑆𝐶𝑠

2  starts from ~0 

initially and diverges to reach saturation within 2 generations (Figure 32). On the other hand, NCs 

and RPs exhibit constant variance throughout the whole time, with 𝜎𝛿𝑓𝑅𝑃𝑠

2  twice as large as 𝜎𝛿𝑓𝑁𝐶𝑠

2  

which reflects the influence of the shared environment resulting in additional correlations between 

NCs. The relatively short-term memory in protein concentration, may be protein specific (Figure 

33), or it could reflect the fact that in this case the protein is expressed from a plasmid. 

Nevertheless, this result indicates that cellular properties are controlled differently and can exhibit 

distinct memory patterns. It is important therefore to distinguish between different cellular 

characteristics and to examine their inheritance patterns individually. 
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Figure 32 Variance of protein concentration.  Unlike 𝜹𝜶, Variance in protein concentration (𝜹𝒇) of SCs 

increases to its saturation value within ~2 generation (see Figure 33 for the details of the calculation). On the 

other hand, the variance for NCs, and RPs remain fairly constant throughout. Here, each point represents the 

average of three different experiments, and the shaded part represents the standard deviation. 



 56 

 

Figure 33 Mean fluorescence variance (𝝈𝟐
𝜹𝒇) as a function of time. Individual traces showing the difference in 

mean fluorescence intensity (𝜹𝒇) of gfp expressed under the control of 𝝀 promoter embedded into the medium 

copy-number plasmid pZA, in SCs (A), NCs (B), and RPs (C). These traces were used to calculate the variance 

of 𝜹𝒇 as described earlier for 𝜹𝜶. (D) The variance (𝝈𝟐
𝜹𝒇) of GFP expressed under the control of the Lac Operon 

promoter in lactose medium (metabolically relevant) is compared with that of GFP expressed under the control 

of the 𝝀 Pr promoter in LB medium (metabolically irrelevant). It is clear that both exhibit no significant 

difference and a very short memory (~2 generations). 
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3.5 Effect of antibiotics on sisters correlation  

Our results in the previous section showed that non genetic memory in bacteria can persist 

for several generations. Also, the strength and longevity of this memory was similar in different 

environmental conditions. Motivated by the results of the previous section we explored the 

robustness of non-genetic inheritance in the presence of stressful environmental conditions. To test 

this, we decided to probe the strength of correlation between sister cells in the presence of 

antibiotics. When cells do not have any resistant gene to alleviate the stress introduced due to 

antibiotics, they cannot survive at very high antibiotic doses. However, at smaller antibiotic doses 

cells are able to survive the stress to some extent. The mechanism used by the cells to enable their 

survival under such stressful conditions, can vary depending on the stress type. It has been 

suggested though, that when the stress is unforeseen before, cells find a solution through a random 

search algorithm and rearrangement of their gene expression profile4,33,89,90. To investigate it 

further, we first calculated the minimum inhibitory concentration (MIC) of the cells by growing 

bacterial cultures with different concentrations of ampicillin. We grew MG1655 E. coli bacteria at 

32℃ in LB with constant shaking at 240 rpm and following day re-diluted the culture in the same 

medium to an initial OD600nm of 0.01. The culture was then divided into six tubes and each tube 

was supplemented with a different concentration of ampicillin. Using a plate reader (Infinite 200, 

TECAN) we measured the OD600nm of the cells every 5 mins for 9 hours to calculate the growth 

curves of the bacterial cultures at different antibiotic concentrations. Our results showed that 

bacterial cells could not grow at antibiotic concentrations greater than 1 𝜇𝑔/𝑚𝑙 but managed to 

grow at concentrations lower than this (Figure 34). Thus, we estimated the MIC of the cells to be 

1 𝜇𝑔/𝑚𝑙.  
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Figure 34 Optical density(O.D.) of bacterial cultures as a function of time at different antibiotic concentrations.  

 

 

Batch culture experiments show that cells are able to survive ampicillin concentrations 

below MIC but do not provide information about the cellular response at the single-cell level. To 

examine the response of the cells in the stressful environment at the single-cell level we performed 

experiments in our newly developed microfluidic device the “Sisters machine”. Following the 

standard procedure described previously, we grew bacterial cells without antibiotics and loaded 

the cells into the microfluidic device. We then subjected these cells to two different ampicillin 

concentrations, 0.15 𝜇𝑔/𝑚𝑙 and 0.20 𝜇𝑔/𝑚𝑙, which are much lower than the MIC to introduce a 

mildly stressful environment. 

We calculated the Pearson Correlation Function (PCF) for the cell-cycle time (T) of the 

sister cells. We observed that the correlation strength of the cell-cycle duration was much lower in 
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the presence of antibiotics (Figure 35). Comparison of the decay rate of the PCF shows that the 

correlation strength decays faster with the increase in stress level.  

 

 

 

Figure 35 PCF of cell cycle durations at different antibiotic concentrations.  In absence of environmental stress, 

PCF of cell cycle duration between SCs exhibit memory that extends for almost 9 generations but in presence 

of mild environmental stress the memory is shortened to 4 generation(0.15 𝝁𝒈/𝒎𝒍) and 2 generations(0.20 𝝁𝒈/

𝒎𝒍).  

 

 

One possible explanation of this behavior is that the genetic network that determines 

cellular properties, is optimized under normal growth conditions but when challenged with a new 

stressful condition adopts a wide range of pathways to cope with the situation. This available range 
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of expression allows the sister cells to respond differently to stressful situations leading to the loss 

of correlation in their cellular properties. This result demands a thorough investigation of how cells 

adapt to novel stressful situations by changing the way they express different genes. It also 

demonstrates how our newly developed method, namely the sisters machine, can contribute to 

important questions in biology. Understanding how bacteria cope with new stressful conditions 

and investigating their response dynamics at the single-cell level has been a central goal of 

biophysics research for decades. The comparison of the response of two sister cells to stressful 

conditions in a quantitative way, which we present here for the first time, is an important step 

towards that goal that will aid in future studies of this questions. Further studies following this 

direction of research are still needed in order to answer this question, some of which are currently 

being carried out in our lab. 

3.6 Conclusions 

In this section of the study, we investigated the non-genetic inheritance dynamics in the 

bacterium E. coli. We developed a new experimental method that can trap bacterial sister cells for 

10s of generations in the same environment and generate high throughput single cell data of their 

cell size and protein content. We showed that non genetic bacterial memory cannot be estimated 

by measuring the average autocorrelation function of cell properties as it can be affected by 

microniches created in different traps of the experimental setup, as well as by temporal fluctuations 

in the microenvironment. We compared the PCFs of different cell properties, between sister cells 

and between cells which are not related to each other to show the contribution of epigenetic 

inheritance in maintaining the cellular properties over time. Our results show that cells exhibit 
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different levels of restraint on different properties. Cell size and cell-cycle duration, for example, 

show long-term memory of about 10 generations, while other properties such as the concentration 

of a specific protein is not restrained effectively and displays a memory for about 2 generations. 

We also calculated the difference between the growth rates of sister cells after their birth. We found 

the difference is maximum immediately after birth but become minimum by the end of the first 

cell cycle. This difference slowly grows and saturates within the following 8 generations, again 

emphasizing the effect of epigenetics in restraining the divergence between the growth rates of 

sister cells. This result also reveals that the division asymmetry plays an important role in 

determining the growth rate of cells after division. The sister cell receiving the smaller fraction of 

the mother grows faster than its larger sister. The exact mechanism underlying this effect is a 

subject of further investigation in our lab and beyond the scope of this study. We can speculate 

about a possible mechanism however, which is associated with the difference in the DNA 

concentration between the sister cells. In the smaller sister, DNA is densely packed in a smaller 

volume in comparison to the other sister. This could affect the process of transcription that depends 

on the diffusion of RNAP (RNA polymerase) and its binding to the DNA to initiate the production 

of proteins required for cell growth. A smaller volume may assist the RNAP in its search for target 

sites and thus drive a faster growth. We also tested the effect of environmental stress on the 

inheritance dynamics and the strength of the associated non-genetic memory by subjecting sister 

cells to low antibiotic concentrations. We found that an increase in environmental stress results in 

a faster decay of non-genetic memory in these cells. We suspect that the faster decay in correlation 

results from the randomization in the gene expression profiles of the sister cells in the presence of 

stress. This however, remains to be investigated further in future studies. 
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Beyond shedding light on the importance of non-genetic inheritance in maintaining cellular 

properties and restraining the spread of heterogeneity in future generations, this study highlights 

the usefulness of our new methodology in investigating several central questions in biology. This 

includes revealing the molecular mechanism controlling the cell’s growth rate, as well as 

understanding the strategies allowing cells to cope with new unforeseen challenges and enabling 

them to grow in stressful conditions. The full scope of possible studies to which our new method 

can contribute remain to be seen.         
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4.0 The contribution of Min proteins and their dynamics to cell size control 

Having the right size in a given environment provides survival advantage to different 

species. Therefore, all species have evolved mechanisms to control their shapes and size to survive, 

search for food, avoid predators etc. Unicellular organisms like bacteria proliferate in a variety of 

environments that put selective pressure on their cell size as well. A recent study demonstrated 

that fitness of bacteria correlates with its cell size in a fluctuating environment91. Other 

experimental studies have shown that E. coli maintains its size in a very narrow range around a 

mean value in each environment92. These results suggest that there exists a strict mechanism that 

helps this bacterium maintain its size. Nevertheless, after decades of extensive research, the exact 

mechanism of size control in bacteria is still unknown. Several phenomenological models, as I 

discussed in Chapter 1, have been proposed to explain experimental data. These models rely on 

simple mapping of cellular growth and division dynamics and are successful in explaining 

experimental observations at the average population level but do not reflect an exact mechanism 

at the single-cell level. For example, the most accepted model of size homeostasis, the adder 

model, proposes that cells add a constant volume during their cell cycles irrespective of their birth 

size which helps them correct for size fluctuations over time. We used our data to verify the adder 

model and found it to be true at the population level (Figure 36). However, when we compared the 

difference in volume added by two daughter cells in their cell cycle after birth, we found that the 

cell that receives a smaller fraction of the mother cell adds more volume during its cell cycle 

compared to its bigger sibling (Figure 37). This observation reveals that cell size control is a 

complex process that cannot be fully explained by the adder model at a single-cell level and might 

combine several mechanisms that operate collectively to bring about the observed behavior. 
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Figure 36 Added size as a function of Intial size. The value of slope very close to 0 suggests that E. coli cells, on 

average, add a fixed size during each cycle irrespective of their birth size. This corroborates the Adder model 

for cell size homeostasis. 

 

 

 

Figure 37 Difference in added size of sister cells as a function of difference in their fractions.  Negative slope of 

the fitted line shows that smaller sister adds more size than its larger sister.  
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In a recent study it was proposed that the adder phenomenon can be simply explained if 

there is a specific protein in the cell that accumulates to a threshold amount before the cell can 

divide. Such protein was suggested, will be able to determine the added size since it will have to 

reach a specific amount rather than concentration, which depends on cell size. This requirement 

removes any dependance on the actual cell size and therefore can determine how much volume 

will a cell add as the protein accumulates in the cell. An obvious candidate protein for such 

mechanism is the FtsZ, which forms the septal ring and drive cell division. The FtsZ is required in 

the cell at a certain amount sufficient for completing the septal ring, which upon completion 

initiates self-contraction in order to form new cellular poles and divide a cell into two daughter 

cells93,94. Tests of this hypothesis have revealed strong correlations between FtsZ accumulation in 

the cell and the added volume, which supports a mechanism by which the added size is determined 

by the need to accumulate FtsZ to a threshold value36. This mechanism, however, fails to explain 

the difference in added volume that we observe between sisters. Assuming that the FtsZ is divided 

equally between sister cells, then the time needed for reaching a threshold number of FtsZ 

molecules required to initiate cell division would be similar for both cells, and therefore, the added 

volume should be the same for both sisters. Our observation on the other hand shows that smaller 

sisters add more volume on average than their larger sisters.  

Additionally, the FtsZ does not operate independently in the cell. It has been demonstrated 

in many studies that the placement of FtsZ in the cell is determined by oscillatory dynamics of 

membrane-associated proteins, collectively termed the Min system. One of these proteins, MinD 

can be found in two forms, ATP-associated form (MinD-ATP) and ADP-associated form (MinD-

ADP). MinD-ATP binds to the cell membrane and recruits MinC, which in turn prevents the 

binding of FtsZ to the membrane. A third Min protein, namely MinE, chases the MinCD complex 
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and hydrolyzes MinD-ATP, which breaks this complex and causes it to dissociate from the 

membrane. Free MinD-ADP and MinC then can diffuse in the cytoplasm, where MinD-ADP can 

be converted back to MinD-ATP and bind to the membrane at different locations. This interplay 

between the proteins of the Min system creates surface waves in vitro95, with specific wavelength 

that depends on the relative concentrations of the participating components. In the living wild-type 

cells, this behavior is translated into pole-to-pole oscillations of these proteins that occurs on a 

timescale of ~40 seconds/oscillation43,46,48,96,97. When averaged over time, the concentration of 

MinC in the cell, forms a nonlinear gradient whose minimum is at mid-cell and its maximum is at 

the poles (Figure 38). This is what allows the FtsZ to bind and form the septal ring at mid-cell.  

 

 

 

Figure 38 Time averaged concentration of MinC in growing E. coli cells. The concentration of MinC forms a 

non linear gradient in in the cells with a minima at the mid plane that allows FtsZ to form the division ring. 

Picture adapted from Beatrice et al (2019)48. 
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Together, these results both, in vitro and in vivo, emphasize that the oscillations of the Min 

proteins have an intrinsic wavelength that depends on factors like protein concentration, reaction 

rates and geometry47,49,50,98. In addition, these oscillations have been also shown to affect the 

timing of cell division in E. coli99. Thus, in addition to the need for the FtsZ accumulation to a 

threshold number, the role of the Min proteins in placing the FtsZ ring can influence cell growth 

time and thus the cell volume added during the cell cycle. 

In order to probe the role of the Min oscillation in cell-size control, we varied parameters 

known to affect the oscillation’s wavelength and observed the effects on cell size. We found that 

changing the relative concentrations of Min proteins results in a change in the steady state size of 

the bacterial cell. Our analyses at the single-cell level reveal that the altered ratio of Min proteins, 

specifically increasing MinE/MinD, delays the FtsZ ring formation until the cell reaches a size that 

stabilizes the Min system oscillation under the new conditions. These results demonstrate the 

crucial role of the Min proteins oscillations in determining cell size in E coli. 

4.1 Materials and methods 

4.1.1 Population level measurements of MinE/MinD effect on cell size 

MG1655 bacteria were transformed with plasmids expressing MinE or MinD fused with 

mEos protein under the control of an arabinose inducible promoter (see Supplementary methods 

for details). Cells were grown overnight in LB supplemented with the appropriate antibiotics, at 

32℃ while shaking at 240 rpm. The following morning, the culture was diluted 400-fold in the 

same medium and regrown for 1 hour. The culture was then induced with arabinose and regrown 
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at the same conditions for additional 1.5 hours. Six different concentrations of arabinose were used 

to induce different levels of minE-mEos or mEos-minD expression in the cells. Following the 1.5 

hour of induction, samples were taken and images of the cells were acquired using a Z1 inverted 

Zeiss microscope in phase contrast mode with a 100x objective in order to measure the cell lengths. 

4.1.2 Single-cell experiments in mother machine 

MG1655 bacterial strain containing the fluorescent protein, mVenus, integrated within  the 

ftsZ gene100 was transformed with pZA3R-mcherry plasmid. Next, this strain was transformed with 

plasmids expressing MinE or MinD fused with mEos101 protein under the control of an arabinose 

inducible promoter. The culture was grown overnight at 32℃ in LB with the appropriate 

antibiotics in an incubator with constant shaking at 240 rpm. The following morning the culture 

was diluted (1:400) in the same medium and grown until the culture reached an optical density 

(OD600nm ) ~ 0.1. Six ml of the culture was then collected into four 1.5 ml Eppendorf tubes and 

centrifuged at 3500 rpm for 6 minutes. The supernatant was discarded, and concentrated cells were 

resuspended in 50 𝜇l of fresh LB. Next, the cells were loaded into the mother machine and left to 

grow for 5 hours without induction. Fresh LB medium was streamed through the device at a 

constant rate of 1ml/hr to supply nutrients to trapped cells and wash excess cells from the device. 

After 5 hours of growth in normal conditions, the streamed LB medium was supplemented with 

0.0025% arabinose to induce expression of minE-mEos in the trapped cells. The resulting 

dynamics of cell-size change was then followed and mapped as we describe later in the results 

section below.   
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4.1.3 Real time RTPCR 

Bacteria were grown and induced with different levels of inducer concentration as 

described previously in section 4.1.1. The cultures OD600nm was measured at different time points 

and 1 ml of each culture was taken from each sample at an OD600nm ~0.3. The samples were then 

mixed with 2x RNA protect bacteria reagent (QIAGEN) and incubated for 5 min. at room 

temperature. The mixture was centrifuged at 10,000 rpm. for 10 min. and the supernatant was 

discarded. The pelleted bacteria were then stored at –80°C until the next day.  

The following day, the RNA content of the cells was extracted using the RNeasy mini kit 

(QIAGEN), by carefully following the extraction protocol provided by the kit manufacturer. The 

extracted RNA was then used to estimate the ratio of MinE and MinD mRNA at different inducer 

concentrations using the one-step QuantiTect SYBR green RT-PCR kit (QIAGEN).  

The following primers were used to amplify the target sequences of minE and minD 

mRNAs: 

minE_s: CGGCTGCAGATTATTGTTGC 

minE_as: TGCTCAAGCTGTACGGTTAC 

minD_s: GGTTTGGCCCAGAAGGGAA 

minD_as: TTAGCGTTGCATCGCCCTG 

The PCR program used for quantifying the mRNA of both targets was:  

30 minutes: 50℃ (Incubation step to allow cDNA production) 

15 minutes: 95℃ (incubation to activate taq polymerase) 

15 seconds: 94℃ 

30 seconds: 58℃ 

30 seconds: 72℃ 

45 cycles 
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Hold: 4 ℃ 

During the PCR process, the amount of amplified DNA of each target sequence was 

measured by fluorescence at the end of each amplification cycle. The ratio of mRNAs of MinE to 

MinD was calculated following these steps: 

The equation for exponential amplification of PCR can be described simply by: 

𝑋𝑛 = 𝑋0(1 + 𝐸𝑥)𝑛 

Here 

𝑋𝑛 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑎𝑟𝑔𝑒𝑡 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 𝑎𝑡 𝑐𝑦𝑐𝑙𝑒 𝑛 

𝑋0 = 𝑖𝑛𝑡𝑖𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑎𝑟𝑔𝑒𝑡 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 

𝐸𝑥 = 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 𝑜𝑓 𝐴𝑚𝑝𝑙𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 

𝑛 = 𝑐𝑦𝑐𝑙𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑎𝑡 𝑤ℎ𝑖𝑐ℎ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑖𝑠 𝑟𝑒𝑎𝑐ℎ𝑒𝑑 

Assuming, that amplification efficiency  𝐸𝑥 = 1, we get 𝑋𝑛 = 𝑋0(2)𝑛 

For calculating the ratio of mRNAs of the two target genes of interest A and B, we take the 

number of target molecules to be reached by both genes to be 𝑋𝑇 and assume that gene A and B 

reach the number of target molecules in 𝑛𝐴 and 𝑛𝐵 cycles respectively. Then:  

𝑋𝑇 = 𝑋0,𝐴(2)𝑛𝐴 

𝑋𝑇 = 𝑋0,𝐵(2)𝑛𝐵 

Here, 𝑋0,𝐴  and 𝑋0,𝐵 are the initial numbers of molecules in each of the samples. 

Equating both equations, gives: 

𝑋0,𝐴(2)𝑛𝐴 = 𝑋0,𝐵(2)𝑛𝐵 

And therefore: 

𝑟𝑎𝑡𝑖𝑜 =
𝑋0,𝐴

𝑋0,𝐵
= 2𝑛𝐵−𝑛𝐴 
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4.1.4 Image acquisition and data analysis 

For single cell analysis, cells growing in the microfluidic device (mother machine) were 

imaged every 1 min in DIC and fluorescence modes using a Hamamatsu ORCA-flash 4.0 camera, 

mounted on a Nikon Eclipse Ti2 inverted microscope with a 100X objective at 32℃, maintained 

using the microscope incubator (okolab, H201-1-T-UNIT-BL). Cell length was measured using 

cell analysis software Oufti63. Custom MATLAB (MathWorks) programs were developed to 

analyze acquired data and calculate average statistics. 

4.1.5 Z ring intensity measurement 

Intensity of the FtsZ ring at the division septum of the cell was estimated by measuring the 

mean fluorescence intensity inside a 1 𝜇𝑚 x 1 𝜇𝑚 box at the center of the growing cells using 

image analysis software ImageJ (Figure 39). The mean intensity was corrected by subtracting the 

mean background illumination from all the images. 

 

 

 

Figure 39 Estimation FtsZ ring intensity in growing E. coli cell.  Intensity of the z ring was estimated by 

measuring the mean fluoresence intensity inside the 1 𝝁𝒎 square around the mid plane. 
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4.2 Overexpression of Min proteins and their effect on cell size 

The driving hypothesis motivating this section of the research is that for a successful cell 

division to take place, two conditions must be satisfied. First, the membrane should be free of 

MinC long enough to allow FtsZ binding to the membrane and initiating the septal ring formation. 

Second, the FtsZ amount should reach a specific threshold in order to complete the septal ring. 

The second condition is based on the understanding that the bacterial cell width remains fixed at 

all times during the cell cycle. Hence, the amount of FtsZ is titrated against the cell perimeter 

which remains constant for cells of all sizes. This was confirmed through experiments, which 

demonstrated that FtsZ must reach a fixed threshold amount for a cell to divide successfully, and 

that reducing the amount of FtsZ or increasing its degradation rate delayed cell division35,42,102. 

The first condition on the other hand has never been tested in relation to cell size control. 

Existing models that describe the Min proteins oscillation suggest that their role is to locate the 

mid-cell to ensure symmetric division of the cell. However, in order for the FtsZ proteins to bind 

to the cell membrane at mid-cell, the Min proteins oscillation should be stable, such that the MinC 

temporal average would exhibit minimum at that location. To achieve this, the relative 

concentrations of MinC, MinD and MinE should coalesce to produce a stable oscillation and allow 

the FtsZ binding to the membrane at the right time and location. Thus, the observed natural cell 

size is that which allows the existing concentrations of Min proteins in the cell to produce stable 

oscillations. Altering the concentration of one of these proteins would then destabilize the 

oscillation at that cell size, which will prevent FtsZ binding to the membrane and therefore the cell 

division would be delayed until the cell reaches a new length that would stabilize the Min 

oscillation with the new concentrations.  
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We performed numerical simulations of the Min system oscillation in cells of different 

lengths similar to the simulations described in previous studies44,103. Typical average profiles of 

the MinCD concentration along the cell membrane are presented in Figure 40B.  

 

 

 

Figure 40 The Min system oscillation. MinCD proteins covers the cell pole and is removed by MinE, which 

causes them to move to the other pole and spread towards the center until the MinE ring catches up with them 

again. (B) the temporal average of the MinCD concentration along the cell exhibits a minimum at the middle 

of the cell. However, this minimum is more pronounced for the optimal cell length. (C) the fraction of time 

during which the middle of the cell is free of MinCD as a function of cell length. The red circles depict the 

results of simulations using conditions identical to those used in Huang et al44, while the blue squares represent 

the results of simulations with half of the concentration of MinCD and MinE used in Huang et al44. 

 

It is clear from these profiles that there is an optimal cell length, for which the mid-cell has 

minimal average concentration of MinCD. This can be also seen by calculating the fraction of time 

during which that location is free of MinCD. The longer that location is free of MinCD, the higher 
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the probability for the FtsZ protein to initiate the septum formation at that location. Our simulations 

results show that the time during which that site is available for FtsZ binding is maximized for a 

specific cell length (Figure 40C). Moreover, this length in which the available time is maximized 

changes with the concentration of the Min proteins in the cell. 

In order to test our hypothesis experimentally, we changed the relative concentration of 

two key proteins involved in this oscillation. We overexpressed either MinE or MinD in the cells 

and monitored how the population average cell size changes in response. This was achieved by 

transforming our cells with plasmids containing arabinose inducible promoter controlling the 

expression of one of the two genes, minE-mEos or mEos-minD, which produce MinE or MinD 

protein fused with the fluorescent protein mEos. Using these constructs, we were able to control 

the level of over expression of MinE or MinD by inducing the promoter with different arabinose 

concentrations. In addition, the fluorescence intensity of mEos, enabled us to quantitatively 

determine the over-expression level of these proteins.  

 

 

 

Figure 41 Average population size of cells overexpressing MinD.Average population size increases almost 

linearly with inducer concentration. 
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We have induced the expression of MinE and MinD at six different levels as described in 

details in the Materials and methods section. Images of the cells grown with the various expression 

levels were acquired and the population’s average cell size for cells overexpressing MinD (Figure 

41) or MinE (Figure 42) was calculated.  

 

 

 

Figure 42 Average population size of cells overexpressing MinE. Average population size increases with inducer 

concentration before getting saturated to a fixed value. 

 

 

Our results show that overexpressing MinD or MinE resulted in an increase in the 

population’s average cell size. Cells overexpressing MinD showed a continued increase in average 

cell size while those over expressing MinE showed a more controlled behavior and saturated to a 

new size at high inducer concentration. In the case of overexpressing MinD, in addition to 
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becoming uncontrollably long, MinD appeared to occupy most of the cellular membrane and 

attached to the cell membrane in random patches (Figure 43). This provides an insight to why cells 

were growing uncontrollably long at high inducer concentration. MinD is known to recruit MinC 

and prevent the FtsZ binding to the membrane and the thus cell division. Note as well, that it has 

also been suggested that proper recruitment of MinD and its organization onto the membrane 

requires MinE104. Hence, the presence of MinD in excess amount, while MinE is maintained at its 

natural concentration, would lead to disordered accumulation of MinD on the cell membrane and 

hinder the Min oscillations and therefore cell division. 

 

 

 

Figure 43 Fluorescence image of cells over expressing MinD. Cells over expressing MinD at 0.2% arabinose 

show irregular attachment pattern. 
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To quantify the level of over-expression of MinD and MinE, we measured the mean 

fluorescence intensity of mEos in the cells. While cells over-expressing mEos-MinD showed an 

almost linear increase in mEos mean fluorescence intensity similar to cell size (Figure 44), cells 

overexpressing MinE-mEos on the other hand showed a constant mean fluorescence at the 

different inducer concentrations (Figure 45).  

 

 

 

Figure 44 Mean fluorescence intensity of cells over expressing MinD. Similar to cell size, cells over expressing 

MinD show increase in mean fluorescence intensity with increase in inducer concentration. 



 78 

 

Figure 45 Mean fluorescence intensity of cells over expressing MinE. Cells over expressing MinE show constant 

mean fluorescence intensity at all inducer concentrations. 

 

 

These observations led us to further investigate the cells overexpressing MinE. We 

analyzed individual cell cycles of cells over expressing MinE to see if we can observe an increase 

in the fluorescence, but even individual cells did not show any difference in fluorescence intensity 

during their cell cycle (Figure 46 and Figure 47).  
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Figure 46 Mean fluorescence intensity of MinE overexpressing cells during cell cycle.  Average fluorescence 

intensity does not change during cell cycle for cell overexpressing MinE at 0.1 percent arabinose concentration. 

 

 

 

Figure 47 Mean fluorescence intensity of MinE overexpressing cells as a function of size.  Same data as Figure 

46 but as a function of length.  
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The results described above suggest that either cells are trying to compensate for the 

increased production of MinE by increasing their size or the fluorescence signal is too weak to 

show a significant increase in intensity with the increasing inducer concentration. 

To confirm that our induction is leading to increase in MinE protein in the cells, we 

measured the expression level of MinE relative to that of MinD at the mRNA level using 

quantitative real time PCR (RT-PCR) as detailed in Materials and methods. The mRNA was 

extracted from 4 cultures, each of which was induced with a different arabinose concentration to 

overexpress MinE-mEos at different levels, similar to the population size measurements.  

 

 

 

Figure 48 Ratio(R) of MinE to MinD in cells overexpressing MinE relative to the ratio (R0) in WT cells.  Ratio 

of MinE to MinD calculated using real time RTPCR shows increase in MinE amount relative to MinD with 

increasing inducer concentration. 
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Our results confirmed that the ratio of MinE to MinD expression level increases with the 

increase in inducer concentration (Figure 48). Plotting the average population size as a function of 

the ratio MinE/MinD (Figure 49) confirmed that the increase in the ratio MinE/MinD increases 

the population’s average cell size. 

 

 

 

Figure 49 Average cell length as a function of ratio of Min proteins.  Average cell size of the population increases 

with increase in ratio of MinE to MinD in cells. 
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4.3 Single cell experiments 

The results presented in the previous section clearly demonstrate that altering the balance 

between the Min proteins will cause a shift in the steady state cell size. However, FtsZ has been 

shown to bind to the membrane early during the cell cycle, within the first quarter of the cell cycle 

depending on the growth conditions105–107. The role of the Min oscillation in locating the FtsZ ring 

should then take place early in the cell cycle, and the oscillation has to be stable soon after a new 

cell is born. Thus, when the concentration balance of the Min proteins is disturbed, it is expected 

that the FtsZ binding will be delayed until the cell reaches a size that would stabilize the Min 

oscillation with the new concentrations. As a result, the cell will also grow to a larger size before 

it divides again and when it divides it will create two daughter cells, whose birth sizes are larger 

than the birth size of their mother. In these new larger cells, the Min oscillation should be stable 

earlier than in the previous cell cycle, and therefore, the FtsZ ring formation will start earlier as 

well. 

The hypothesis detailed above, implies that once the Min proteins reach their final stable 

concentrations following an induction of over-expression of one of the proteins, as we did in the 

previous section, the FtsZ ring formation should initiate as early as it did before the induction with 

the initial concentrations of the Min proteins. In other words, the increase in the birth size of new 

daughter cells should increase gradually upon inducing the over-expression of one of the Min 

proteins until it reaches the new steady state cell size. On the other hand, the delay in the FtsZ ring 

formation should be transient and once the new steady state is achieved it should be exactly the 

same as before the induction. 

To test this hypothesis, we used the microfluidic device, the “mother machine”, to follow 

size and FtsZ ring formation dynamics simultaneously in single cells while inducing minE-mEos 
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over-expression. Initially, wt MG1655 cells expressing FtsZ-mVenus and carrying the plasmids 

expressing MinE fused with mEos101 protein, under the control of an arabinose inducible promoter, 

were loaded into the microfluidic device and grown without inducing the expression of minE-

mEos. After several hours of growth without induction, the expression of minE-mEos was induced 

by adding arabinose to the feeding solution to a final concentration of 0.0025% w/v (see Materials 

and methods for further details). 

 Measurements of the birth size (L0) of newly born cells after each division reveal as 

expected, that immediately following the induction of minE-mEos expression, cells become longer 

and their cell cycle duration is extended. Figure 50 shows an example trace of a cell size dynamics 

during the induction experiment.  

 

  

 

Figure 50 Example trace of cell size during single cell experiment.  After induction cell starts to elongate and 

then succesively divide at a size larger than normal. 

 

 

The cell length following the induction of minE-mEos expression, continued to increase 

gradually until a new steady state cell-length was reached ~5 generation later (Figure 51). This 

result demonstrates that the new ratio of [MinE]:[MinD] set by the overexpression of minE-mEos 
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leads to a new stable birth size that is longer than the average birth size of the cells observed under 

normal conditions (Figure 51). It also confirms our above hypothesis regarding the cell size 

dynamics in response to altering the balance of the Min proteins. 

 

 

 

Figure 51 Average cell size as a function of generations with overexpression of MinE. Cell size increases 

gradually and saturates to new stable size following an overexpression of MinE protein. Here, average is 

calculated over 37 traces and error bars represent standard error of the mean calculated by bootstraping the 

data by randomly choosing 20 traces with replacements for 100 runs. 

 

 

To investigate the mechanism, through which this increase in protein ratio is changing the 

cell size, we probed the FtsZ ring formation dynamics during the cell size increase following minE-
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mEos induction. As mentioned previously, this was achieved using a bacterial strain containing 

the fluorescent protein, mVenus, integrated within  the ftsZ gene100. This integration produces a 

functional fluorescent FtsZ protein, and this strain has been used previously to visualize the z ring 

dynamics and does not impair bacterial cell division36 (see Figure 52).  

 

 

 

Figure 52 Snapshot of a growth channel at different time points in an experiment. FtsZ ring is visualized using 

a strain that has mVenus protein integrated in an internal site of ftsZ gene.  

 

 

Using the above-described strain, we measured the fluorescence intensity of the FtsZ ring 

in cells dividing under normal conditions and in cells elongating following minE-mEos induction. 

On a closer look at the cell cycle, we observed that in cells exhibiting normal division before 

induction, FtsZ ring formation proceeds as expected soon after cell division and reaches 60% of 

its maximal intensity within the first quarter of the cell cycle. On the other hand, following minE-

mEos induction multiple events of ring formation and dissolution were observed before a stable 
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division septal ring was formed. Furthermore, the 60% of maximal intensity was reached only 

towards the last one third of the cell cycle (Figure 53). This demonstrates that increase in the ratio 

of MinE:MinD alter the normal FtsZ ring dynamics in cells elongating after induction. Note that 

in elongating cells there is enough FtsZ to form the ring, but the cells don’t meet the second 

requirement of stable oscillations to form the ring. This clearly confirms that FtsZ threshold 

buildup is not sufficient for cell division as suggested by previous studies.  

 

 

 

Figure 53 FtsZ ring intensity during cell cycle. FtsZ ring intensity in cells growing under normal conditions 

reached 60 percent of the maximum in first quarter of the cell cycle while after induction intensity of the FtsZ 

ring in elongating cells reached 60% of maximum intensity in last quarter of their cell cycles. This shows that 

bing of FtsZ is significantly delayed by overexpression of MinE protein. 

 

 

In order to see how the FtsZ ring dynamics correlates with our previous observation of the 

cell size, we probed the ring dynamics in the cell lineages before and after inducing minE-mEos 
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overexpression. We measured the time required for the fluorescent FtsZ ring to reach 65 % of its 

maximal intensity (examples are presented in Figure 54). Consistent with our proposed theory we 

observed that the time to form a stable FtsZ ring is initially delayed in cells overexpressing the 

MinE protein. However, within ~4 generations after the induction the stable ring formation time 

decreases back to its initial value observed prior to induction (Figure 55).  

 

 

 

Figure 54 Stable Z ring timing traces as a function of genrations after induction. Time to reach 65% of maximal 

intensity of FtsZ ring in three cells following overexpresion of MinE protein increases transiently before coming 

back to normal levels.  
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Figure 55 Average stable Z ring timing as a function of genrations. Time to reach 65% of maximal FtsZ ring 

intensity increases transiently following an overexpression of MinE proteins before coming back to nomal 

levels. Here, average is calculated over 37 traces and error bars represent standard error of the mean calculated 

by bootstraping the data by randomly choosing 20 traces with replacements for 100 runs. 

4.4 Conclusions 

The main aim of this section of the study was to explore the role of Min proteins dynamics 

in determining cell size in bacteria. We showed that increasing the ratio of MinE to MinD proteins 

results in an increase in the average cell size of E. coli at the population level. We performed single 

cell experiments, in which we increased the expression of MinE proteins relative to MinD proteins 

in order to understand the mechanism behind the observed increase in cell size. We found that 
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disturbing the balance of the Min proteins delays the binding of FtsZ proteins to the membrane 

until the cell reaches a size that stabilizes the Min oscillation with the new concentrations. As a 

result, the cell grows to a larger size before it divides and produces two daughter cells whose birth 

sizes are larger than the birth size of the mother. This increase in the birth size of the daughter cells 

continues until the Min proteins reach their final stable concentration following an induction of 

over-expression of MinE protein. On the other hand, the delay in the FtsZ ring formation is 

transient and disappears once the cells reach the new steady state cell size. These results give new 

insights into cell-size control and dynamics in bacteria and demand further exploration of the role 

of Min proteins in size homeostasis and variability within a population. 
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5.0 Discussions and conclusions 

In order to proliferate, cells transfer information in the form of DNA and non-genetic 

material to future generations. Transmission of this information or informational resources from 

one generation to the next is carried out through genetic and epigenetic inheritance mechanisms. 

It was a general view for a long time that only the genetic material is informational while other 

inherited non-genetic components just play a supporting role of decoding this genetic information. 

Epigenetic or non-genetic inheritance is the process of transmission of various non-genetic 

materials like proteins, gene transcription level, cell structures, chromatin markings (like DNA 

methylation and histone modifications), small RNA molecules etc.. Variations in this information 

and its transfer to future generations are induced either due to environmental fluctuations or as a 

result of biochemical noise during cell growth. Contrary to the old general view, however, more 

recent studies have highlighted the non-genetic component’s “active” role in forming the observed 

cellular properties and preserving them over time through inheritance between successive 

generations, rather than just playing a “passive” role of decoding the information structured in the 

DNA. Therefore, understanding the contribution of these epigenetic factors to cellular properties 

and their evolution over time is of paramount importance for understanding the evolution of 

cellular properties and functions, and for constructing theoretical models able to predict future 

states of living organisms. In this research, we developed a quantitative approach to study the 

dynamics of non-genetic inheritance in bacteria in order to understand its role in shaping the cell’s 

properties and restraining their variability over time. 

In Chapter 2, we described the fabrication process of a new microfluidic device that 

provides high quality single cell data of cell growth and division dynamics in sister cells growing 
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in same environment. This new microfluidic device can differentiate between cellular and 

environmental effects on cellular properties. This new technique provides high throughput single 

cell data that allows for quantitative measurement of non-genetic memory in bacteria and reveals 

its contribution to restraining the variability of cellular properties. This device allows trapping of 

bacterial cells from birth to death and can also be used to study the process of aging in bacteria 

more effectively. In Chapter 3, we utilize this new technique to measure the non-genetic memory 

of bacterial cells for several different traits. Our results reveal important features of cellular 

memory. We find that different traits of the cell exhibit different memory patterns with distinct 

timescales. While the cell cycle time (Figure 22) and cell size (Figure 24) exhibit slow exponential 

decay of their memory that extends over several generations, other cellular features exhibit 

complex memory dynamics over time. The growth rates of two sister cells, for example, diverge 

immediately after division, but re-converge towards the end of the first cell cycle and subsequently 

persist together for several generations (Figure 30). In comparison, the mean fluorescence 

intensities, reporting gene expression, are identical in both cells immediately after they separate 

but diverge within two cell cycles (Figure 32). Our results show that the restraining force dynamics 

vary significantly among different cellular properties, and its effects can extend up to ~10 

generations. In addition, the growth rate variation emphasizes the effect of division asymmetry, 

which can help in understanding the mechanism that controls cellular growth rate. The slow 

increase in the growth rate variance that follows, reflects the effect of inheritance. Since both cells 

inherit similar content, which ultimately determines the rate of all biochemical activities in the cell 

and thus its growth rate, it is expected that both cells would exhibit similar growth rates once they 

make up for the uneven partitioning of size acquired during division. The short memory we see in 

the protein concentration on the other hand, suggests that cells are less restrictive of their protein 
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concentration. This might be protein specific, or for proteins that are expressed from plasmids 

only. Nevertheless, these results highlight the importance of such studies, and how this new 

method can help answer fundamental questions about non-genetic memory and variability in 

cellular properties. These measurements will allow us to understand how non-genetic variability 

is created and maintained in an isogenic cell population and identify the cellular components 

responsible for controlling the different traits we observe.  

Furthermore, in order to understand and characterize the evolution of population growth 

rate as it reflects its fitness, there is a need to incorporate inheritance effects, which has been thus 

far assumed to be short lived. This study confirms that cellular memory can persist for several 

generations, and therefore limits the variation in certain cellular characteristics, including growth 

rate. Such memory should be considered in future studies and has the potential of changing our 

perception of population growth and fitness. 

We also performed experiments to test the robustness of non-genetic inheritance in face of 

environmental challenges and demonstrated that the correlation strength of cellular properties in 

sister cells remain the same at different temperatures and in different growth media (Figure 23). 

The cell cycle duration and biochemical activity are highly sensitive to temperature and nutrient 

conditions but this does not seem to affect the strength of correlations between sister cells’ 

properties.  This shows that the nongenetic inheritance dynamics is extremely robust, and that 

decorrelating noise that erases bacterial memory is mostly contributed by division events. 

However, when the cells are challenged with unforeseen stressful conditions, the decorrelation 

between cellular properties in sister cells is expedited. In order to challenge the cells with a new 

stressful condition, we subjected our cells to different levels of antibiotic concentrations. Here, we 

found that the strength of correlation between sister cells properties decayed in a dose dependent 
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manner. It will be interesting to further explore the exact mechanism that makes this correlation 

weaker in the presence of stress. A possible explanation is that cellular gene expression profile is 

randomized in the presence of stress and this randomization leads to loss of correlation between 

sister cells. The search for the exact mechanism is desired but is out of the scope the current work. 

One of the important contributions of this study is to demonstrate that using our novel 

setup, we were able to separate the contribution of cellular factors to cellular memory from 

environmental ones. Nevertheless, more research is still needed in order to identify and quantify 

the sources of variability within the cellular factors. Our new device will allow us to achieve this 

goal in the near future.  

In Chapter 4, we showed that the Min proteins play an important role in determining the 

steady state bacterial cell size. We demonstrated that changing the ratio of Min proteins affects the 

timing of the FtsZ ring formation in the bacterial cell. This delay in the stabilization of the ring 

allows for extra cell growth that results in change in cell size at division. Our results demonstrate 

that cell division is a complex process and involves an interplay between various proteins and 

dynamical processes, and is not determined by a single molecular mechanism such as the 

accumulation of any one protein to a set threshold. These findings raise an important question 

about the mechanism of cell-size control and cell-size optimization to the growth environment; Do 

cells naturally alter the concentrations of the Min proteins to achieve the optimal size in different 

environments? Further experiments are needed to address this question, in which the ratio of the 

Min proteins can be measured in cells growing in different conditions and their correlation with 

cell size could be evaluated. 

In summary, dynamical processes take place in living organisms at every level of 

organization, whether it is at the molecular, cellular, or population level. They are fundamental for 
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achieving order in biological systems, and ensuring that cells are able to fulfill their functional 

role. Therefore, it is important to study dynamical processes in biology and be able to characterize 

them quantitatively and understand how they contribute to the observed behavior of the biological 

system of interest. Here, we demonstrated this by studying two important dynamical processes that 

occur at vastly different levels of organization. The first occurs at the cellular level. Here, the 

inheritance dynamics of cellular properties, determined by the cellular content as a whole, was 

investigated. The second process studied here, was the molecular dynamics that determines a pole-

to-pole oscillation used to localize the septal ring in bacteria. Our results summarized above, 

clearly show the importance of dynamical processes in determining cellular properties, both within 

a single cell-cycle time and over the duration of several generations. We believe that these results, 

beyond their contribution to our understanding of the specific phenomena studied here, highlight 

the importance of studying dynamical processes in biological systems in general. 
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Appendix A Supplementary figures 

 

Appendix Figure 1 Correlation in cell cycle times (T) for SCs  at 32℃ was verified by calculating slopes of best 

fits to the plots of normalized TimeA vs TimeB for the two cells. (A-I) Slopes of the best fit lines for TimeA vs 

TimeB show that cell cycle times are strongly correlated for first few generations in SCs. This shows existence 

of non-genetic memory that restrains the divergence of the phenotypes in cells originating from the same 

mother cell. 
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Appendix Figure 2 Raw data of PCF of cellsize for SCs, NCs and RPs. 



 97 

Appendix B Supplementary methods 

Appendix B.1 Preparation of electrocompetent cells for transformation 

For the purpose of visualization of cells or to modify and/or monitor the expression level 

of certain proteins in our study, plasmids containing the gene of interest were transferred into the 

electrocompetent cells prepared by following these steps: 

1. Grew the bacterial strain from glycerol stock stored at -80°C in 50 ml LB at 30°C with 

continuous shaking at 240 rpm overnight. 

2. The following morning, re-diluted the overnight culture in 50 ml fresh LB medium to an 

initial OD600nm of ~0.05.  

3. Grew the cells for 2 – 3 hours at 37°C until they reach an OD600nm of 0.4.  

4. Transferred the cells to pre chilled tubes kept on ice.  

5. Centrifuged the cells at 4°C for 7 mins at 3000 rpm using a table-top refrigerated centrifuge 

(Labnet) and discarded the supernatant.  

6. Resuspended the cell pellet by adding 10 ml of pre chilled 15% glycerol in H2O solution. 

7. Centrifuged again for 5 minutes at 2500 rpm and discarded the supernatant. 

8. Repeated steps 6-7 thrice. 

9. Resuspended the cells again by adding 10ml of 15% glycerol solution and left it on ice for 

30 minutes. 

10. Centrifuged again for 5 minutes at 2500 rpm.  

11. Discarded the supernatant and resuspended the cells in 2ml of 15% glycerol solution. 

12. Made 100 µl aliquots in 1.5 ml Eppendorf tubes and stored at -80°C. 
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Appendix B.2 Plasmid extraction 

For extracting plasmid DNA, bacterial cells were grown overnight in LB at 30°C while 

shaking at 240 rpm. Next morning, they were re-diluted in 50 ml fresh LB and grown at 37°C until 

OD600nm of ~1.0. Extraction was carried out using Plasmid Midi Kit (QIAGEN) by carefully 

following the extraction protocol supplied with the extraction kit. 

Appendix B.3 Transformation of plasmids 

Extracted plasmid DNA containing genes of interest was transferred into the different 

bacterial strains using the process of electroporation. The following steps were carried out for 

successful transformation: 

1. Thawed 100 μl electrocompetent cells on ice for 10 mins. 

2. Added 5 μl of plasmid DNA(<5ng) to the electrocompetent cells and mixed gently by 

flicking the Eppendorf tube. 

3. Left the mixture on ice for 15 mins. 

4. Transferred the Cell-DNA mixture into a prechilled electroporation cuvette.  

5. Placed the electroporation cuvette in the MicroPulser (BIO-RAD) and pulsed the bacterial 

culture in EC2 mode. 

6. Added 500μl of fresh LB to the cuvette immediately after pulsation and transferred the 

mixture into a 1.5 mL microcentrifuge tube.  

7. Incubated the cells for 1.5 hours at 37°C in a shaking incubator. 
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8. Following the incubation, centrifuged the cells at 5000 rpm for 5 minutes using a table-top 

centrifuge (Spectrafuge, Labnet) and discarded the supernatant. 

9.  Resuspended the pellet in 50 μl of fresh LB and split the transformed cultured into two 

aliquots, ~ 45 μl and ~5 μl.  

10. Plated both the aliquots onto LB agar plates containing the appropriate antibiotic.  

11. Incubated the plates overnight at 37°C.  

12. The following day, picked an isolated colony to make the glycerol stock to be stored at -

80°C. 
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Appendix C Source codes 

 

// 1D code for mind MinE oscillations (Wingreen's equtaions)in c++ by Kulveer 

Singh, Bar-Ilan university, Israel. 

 

 

 

#include <fstream> 

#include <iostream> 

#include <exception> 

#include <cstdio> 

#include <cstdlib> 

#include <cmath> 

#include <time.h> 

#include <string> 

#include <iomanip> 

#include <vector> 

#include <complex> 

#include <stdbool.h> 

#include<random> 

#include <chrono> 

 

using namespace std; 

#define PI 3.14159265 

double dx=0.05; 

 

//to caculate laplacian  

double lap(int index, int xSteps, double c0, double c1, double c2) 

{ 

    //computing node is c1 

    double cx; 

 

    if(index==1) 

    { 

        cx=(c2-c1)/(dx*dx); 

    }else if(index==xSteps+1) 

    { 

        cx=(c0-c1)/(dx*dx); 

    }else 

    { 

        cx=(c0-2*c1+c2)/(dx*dx); 

    } 

 

    return cx; 

} 

 

int main (int argc, char *argv[] ) 

{ 

     

    //input lambda, sigma, omega, time of run 
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    if (argc < 4)  

    { 

            std::cerr << "Usage: " << argv[0] <<" L"<<" minD_rho"<<" 

minE_rho"<<std::endl;  

            return 1; 

     } 

 

    //file to store all proteins separately at different times 

    ofstream ReadFile; 

    char Filename[100]; 

    sprintf(Filename, "data_L_%f_minD_%f_minE_%f.dat", atof(argv[1]), 

atof(argv[2]), atof(argv[3])); 

    ReadFile.open(Filename); 

 

 

    //file to store total minD and minE in entire cell (to check 

conservation) 

    ofstream ReadFile1; 

    char Filename1[100]; 

    sprintf(Filename1, "total_L_%f_minD_%f_minE_%f.dat", atof(argv[1]), 

atof(argv[2]), atof(argv[3])); 

    ReadFile1.open(Filename1); 

 

    //file to store protein (total (eg. minD_ADP+minDATP) in bulk and on 

surface) at different x 

    ofstream ReadFile2; 

    char Filename2[100]; 

    sprintf(Filename2, "data_total_L_%f_minD_%f_minE_%f.dat", atof(argv[1]), 

atof(argv[2]), atof(argv[3])); 

    ReadFile2.open(Filename2); 

 

 

    // file to store time average value of proteins at different x 

    ofstream ReadFile3; 

    char Filename3[100]; 

    sprintf(Filename3, "data_avg_L_%f_minD_%f_minE_%f.dat", atof(argv[1]), 

atof(argv[2]), atof(argv[3])); 

    ReadFile3.open(Filename3); 

     

    //parameters. Length is in micrometer, time in sec, conc. = # of 

molecule/micrometer 

    double sg_D_ADP_ATP, sg_de, sg_D, sg_dD, sg_E, D_D, D_E; 

    D_D=2.5; 

    D_E=2.5; 

    sg_D_ADP_ATP=1.0; 

    sg_D=0.025; 

    sg_dD=0.0015*10; 

    sg_de=0.4; 

    sg_E=0.093*10; 

 

    //average concentration of minD, minE in number of molecule per 

micrometer 

    double ro_D_initial, ro_E_initial; 

    ro_D_initial=atof(argv[2]); 

    ro_E_initial=atof(argv[3]); 
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    double D, L, T, dt;  

    L = atof(argv[1]); //Length of bacteria 

    T=1000.0; //Time in seconds  

    dt = 0.0001;//timestep size 

 

    int xSteps, tSteps; 

    xSteps=int(L/dx);//number of lattice points   

    tSteps=int(T/dt)+1;// Number of timesteps  

 

 

    //array of density at all lattice points  

    double ro_D_ADP0[xSteps+3], ro_D_ADP1[xSteps+3], ro_E0[xSteps+3], 

ro_E1[xSteps+3], ro_D_ATP0[xSteps+3], ro_D_ATP1[xSteps+3], ro_d0[xSteps+3], 

ro_d1[xSteps+3], ro_de0[xSteps+3], ro_de1[xSteps+3]; 

    //double c_x, c_initial=100.0; 

 

    //Initializing the concentration at lattice points 

    for(int j=1; j<=xSteps+1;j++) 

    { 

 

        ro_D_ADP0[j]=(-j*ro_D_initial*L*2/double((xSteps)*(xSteps+1)) + 

ro_D_initial*L*2/double(xSteps)); 

        ro_E0[j]=(-j*ro_E_initial*L*2/double((xSteps)*(xSteps+1)) + 

ro_E_initial*L*2/double(xSteps)); 

 

        ro_D_ATP0[j]=0.0; 

        ro_d0[j]=0.0; 

        ro_d1[j]=0.0; 

    } 

 

    //concentration at redundant lattice points 

    ro_D_ADP0[0]=0.0; 

    ro_D_ADP0[xSteps+2]=0.0; 

    ro_E0[0]=0.0; 

    ro_E0[xSteps+2]=0.0; 

    ro_D_ATP0[0]=0.0; 

    ro_D_ATP0[xSteps+2]=0.0; 

 

 

    ReadFile<<"#"<<"x "<<"minD_ADP "<<"minE "<<"minD_ATP "<<"mind "<<"minde 

"<<endl; 

    ReadFile2<<"#"<<"minD_total "<<"minE_total "<<"minD_surface 

"<<"minE_surface"<<endl; 

    // checking the initial distribution and total molecule conservation and 

writing in files  

    double total_D=0.0, total_E=0.0, minD_total, minE_total, minD_surface, 

minE_surface; 

    for(int j=1; j<=xSteps+1;j++) 

    { 

        total_D+=ro_D_ADP0[j]+ro_D_ATP0[j]+ro_d0[j]+ro_de0[j]; 

        total_E+=ro_E0[j]+ro_de0[j]; 

        minD_total=ro_D_ADP0[j]+ro_D_ATP0[j]+ro_d0[j]+ro_de0[j]; 

        minE_total=ro_E0[j]+ro_de0[j]; 

        minD_surface=ro_d0[j]+ro_de0[j]; 

        minE_surface=ro_de0[j]; 
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        ReadFile<<dx*j<<' '<<ro_D_ADP0[j]<<' '<<ro_E0[j]<<' 

'<<ro_D_ATP0[j]<<' '<<ro_d0[j]<<' '<<ro_de0[j]<<endl; 

        ReadFile2<<dx*j<<' '<<minD_total<<' '<<minE_total<<' 

'<<minD_surface<<' '<<minE_surface<<endl; 

    } 

     

    ReadFile<<"  "<<endl; 

    ReadFile<<"  "<<endl; 

    ReadFile<<"  "<<endl; 

 

    ReadFile2<<"  "<<endl; 

    ReadFile2<<"  "<<endl; 

    ReadFile2<<"  "<<endl; 

 

 

    ReadFile1<<0<<' '<<total_D<<' '<<total_E<<endl; 

 

    //array to compute average value of proteins at different lattice points 

    double avg_minD_total[xSteps+2] ={0.0}, avg_minE_total[xSteps+2]={0.0}, 

avg_minD_surface[xSteps+2]={0.0}, avg_minE_surface[xSteps+2]={0.0}; 

    int count =0; 

    double free_time_minD[xSteps+2]={0.0}, free_time_minE[xSteps+2]={0.0}; 

 

    for(int i = 1; i<tSteps; i++) 

    { 

         

 

        for(int j=1; j<=xSteps+1; j++) 

        {    

 

            //Wingreen's reaction diffusion equations  

            ro_D_ADP1[j] = ro_D_ADP0[j] + dt*D_D*lap(j, xSteps, ro_D_ADP0[j-

1], ro_D_ADP0[j], ro_D_ADP0[j+1]) - dt*sg_D_ADP_ATP*ro_D_ADP0[j] + 

dt*sg_de*ro_de0[j];       

            ro_E1[j] = ro_E0[j] + dt*D_E*lap(j, xSteps, ro_E0[j-1], ro_E0[j], 

ro_E0[j+1]) - dt*sg_E*ro_d0[j]*ro_E0[j] + dt*sg_de*ro_de0[j]; 

            ro_D_ATP1[j] = ro_D_ATP0[j] + dt*D_D*lap(j, xSteps, ro_D_ATP0[j-

1], ro_D_ATP0[j], ro_D_ATP0[j+1]) + dt*sg_D_ADP_ATP*ro_D_ADP0[j] - 

dt*sg_D*ro_D_ATP0[j] - dt*sg_dD*(ro_d0[j]+ro_de0[j])*ro_D_ATP0[j]; 

            ro_d1[j]=ro_d0[j] + dt*sg_D*ro_D_ATP0[j] - 

dt*sg_E*ro_d0[j]*ro_E0[j] + dt*sg_dD*(ro_d0[j]+ro_de0[j])*ro_D_ATP0[j]; 

            ro_de1[j]=ro_de0[j] + dt*sg_E*ro_d0[j]*ro_E0[j] - 

dt*sg_de*ro_de0[j]; 

             

        } 

 

        //cout<<"###########"<<endl; 

     

        for(int j=1; j<=xSteps+1; j++) 

        {    

            ro_D_ADP0[j]=ro_D_ADP1[j]; 

            ro_E0[j]=ro_E1[j]; 

            ro_D_ATP0[j]=ro_D_ATP1[j]; 

            ro_d0[j]=ro_d1[j]; 

            ro_de0[j]=ro_de1[j]; 
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        } 

 

        total_D=0.0; 

        total_E=0.0; 

        if(i%10000==0) 

        { 

            cout<<i/10000<<endl; 

            for(int j=1; j<=xSteps+1; j++) 

            { 

                total_D+=ro_D_ADP0[j]+ro_D_ATP0[j]+ro_d0[j]+ro_de0[j]; 

                total_E+=ro_E0[j]+ro_de0[j]; 

 

                minD_total=ro_D_ADP0[j]+ro_D_ATP0[j]+ro_d0[j]+ro_de0[j]; 

                minE_total=ro_E0[j]+ro_de0[j]; 

                minD_surface=ro_d0[j]+ro_de0[j]; 

                minE_surface=ro_de0[j]; 

                 

                ReadFile<<dx*j<<' '<<ro_D_ADP0[j]<<' '<<ro_E0[j]<<' 

'<<ro_D_ATP0[j]<<' '<<ro_d0[j]<<' '<<ro_de0[j]<<endl; 

                ReadFile2<<dx*j<<' '<<minD_total<<' '<<minE_total<<' 

'<<minD_surface<<' '<<minE_surface<<endl; 

 

                if(count>10000) 

                { 

                    avg_minD_total[j]+=minD_total; 

                    avg_minE_total[j]+=minE_total; 

                    avg_minD_surface[j]+=minD_surface; 

                    avg_minE_surface[j]+=minE_surface; 

                } 

                 

            } 

 

            count++; 

         

            //storing total protein (to check conservation) 

            ReadFile1<<i<<' '<<total_D<<' '<<total_E<<' 

'<<total_D+total_E<<endl; 

 

            //cout<<endl; 

 

            ReadFile<<"  "<<endl; 

            ReadFile<<"  "<<endl; 

            ReadFile<<"  "<<endl; 

 

            ReadFile2<<"  "<<endl; 

            ReadFile2<<"  "<<endl; 

            ReadFile2<<"  "<<endl; 

        } 

    } 

 

 

    ReadFile3<<"#x"<<"minD_total "<<"minE_total "<<"minD_surface 

"<<"minE_surface"<<endl; 

    for(int j=1; j<=xSteps+1; j++) 

    { 

        //storing time average at different x 
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        ReadFile3<<dx*j<<' '<<avg_minD_total[j]/double(count-10000)<<' 

'<<avg_minE_total[j]/(count-10000)<<' '<<avg_minD_surface[j]/double(count-

10000)<<' '<<avg_minE_surface[j]/double(count-10000)<<endl; 

 

         

    } 

 

    cout<<"sD = "<<sg_D<<' '<<"sdD = "<<sg_dD<<' '<<"sde = "<<sg_de<<' '<<"sE 

="<<sg_E<<endl; 

 

    return 0; 

} 
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%Function to calculate Pearson correlation between sisters 

written in MATLAB written by Harsh vashistha 

 

 

function [in,corr,Err]=PC(Vars,range) 

  

for i=1:length(Vars) 

  

sizes(i)=length(Vars{i}); 

  

end 

Maximum=max(sizes); 

  

%Putting them together 

for j=1:length( Vars) 

for i=1:length( Vars{j}) 

Al(i,2*j-1)= Vars{j}(i,1); 

Al(i,2*j)= Vars{j}(i,2); 

end 

Al(i+1:Maximum,2*j-1)= nan; 

Al(i+1:Maximum,2*j)= nan; 

  

end 

  

%This part calculates Pearson correlation point by point 

for i=1:range 

    k=1; 

    for j=1:length(Vars) 

        if ~isnan(Al(i,(2*j)-1)) 

            A(k)=    Al(i,(2*j)-1); 

            B(k)=    Al(i,2*j); 

           k=k+1; 

        end 

    end 

    R = corrcoef(A,B); 

    coeff=R(1,2); 

    PC(i+1,1)=coeff; 

    SEPC(i+1,1)=((1- (PC(i+1)*PC(i+1))))/sqrt((k)); 

    gen(i+1,1)=i; 

     

    clearvars -except Vars PC SEPC i range Al gen dest 

end 

PC(1,1)=1; 
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SEPC(1,1)=0; 

gen(1,1)=0; 

corr=PC; 

Err=SEPC; 

in=gen; 

  

  

end 

 

%Function to separate cell cycles 

 

function[WAT WA NTA NLA]= windowcreate(timeA,LengthA) 

  

[nn,mm] = size(LengthA); 

ee = 1; 

ss = 0; 

jj = 1; 

  

%Find WA 

nl = 1; 

newtimeA(1)= timeA(1); 

newlengthA(1)= LengthA(1); 

for ii = 1:nn-1 

    if 0.7*LengthA(ii) > LengthA(ii+1) 

          newtimeA(nl+1)=timeA(ii+1); 

          newlengthA(nl+1)= LengthA(ii+1); 

            nl=nl+1;   

        for kk = ss+1:ii 

            WA(jj,ee) = LengthA(kk); 

            WAT(jj,ee) = timeA(kk); 

             

            jj = jj +1; 

        end 

        ee = ee + 1; 

        ss = ii; 

        jj = 1; 

    end 

end 

last = 0; 

[HH,GG] = size(WA); 

  

%Add the last cycle to WA 
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for EE = 1:GG 

    for DD = 1:HH 

        if WA(DD,EE) ~= 0 

            last = WA(DD,EE); 

        end 

    end 

end 

  

t = 1; 

  

for YY = 1:nn 

    if LengthA(YY) == last 

        for kk = YY+1:nn 

            WA(jj,ee) = LengthA(kk); 

            WAT(jj,ee) = timeA(kk); 

            jj = jj +1; 

        end 

        ee = ee + 1; 

        jj = 1; 

    end 

end 

  

  

  

  

NTA=newtimeA; 

NLA= newlengthA; 

  

  

end 
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