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The proliferation of Internet-of-Things (IoT) devices is rapidly increasing the demands for efficient processing of low latency stream data generated close to the edge of the network. Edge Computing provides a layer of infrastructure to fill latency gaps between the IoT devices and the back-end cloud computing infrastructure. A large number of IoT applications require continuous processing of data streams in real-time. Edge computing-based stream processing techniques that carefully consider the heterogeneity of the computing and network resources available in the geo-distributed infrastructure provide significant benefits in optimizing the throughput and end-to-end latency of the data streams. Managing geo-distributed resources operated by individual service providers raises new challenges in terms of effective global resource sharing and achieving global efficiency in the resource allocation process.

In this dissertation, we present a distributed stream processing framework that optimizes the performance of stream processing applications through a careful allocation of computing and network resources available at the edge of the network. The proposed approach differentiates itself from the state-of-the-art through its careful consideration of data locality and resource constraints during physical plan generation and operator placement for the stream queries. Additionally, it considers co-flow dependencies that exist between the data streams to optimize the network resource allocation through an application-level rate control mechanism. The proposed framework incorporates resilience through a cost-aware partial active replication strategy that minimizes the recovery cost when applications incur failures. The framework employs a reinforcement learning-based online learning model for dynamically determining the level of parallelism to adapt to changing workload conditions. The second dimension of this dissertation proposes a novel model for allocating computing resources in edge and cloud computing environments. In edge computing environments, it allows service providers to establish resource sharing contracts with infrastructure providers apriori in a latency-aware manner. In geo-distributed cloud environments, it allows cloud service providers to establish resource sharing contracts with individual datacenters apriori for defined time intervals in a cost-aware manner. Based on these mechanisms, we develop a decentralized implementation of the contract-based resource allocation model for geo-distributed resources using Smart Contracts in Ethereum.
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1.0 Introduction

The proliferation of Internet-of-Things (IoT) devices is rapidly increasing the demands for efficient processing of low latency stream data generated close to the edge of the IoT network. IHS Markit forecasts that the number of IoT devices will increase to more than 125 billion by 2030[138]. Applications in the IoT era have strong demands for low latency computing. For instance, telesurgery applications have a critical latency requirement of 200 ms with less than 1 ms jitter [5][101]. Similarly, virtual reality applications (games) that use head-tracked systems require latencies less than 16 ms to achieve perceptual stability [120]. Connected autonomous vehicle applications (collision warning, autonomous driving, traffic efficiency, etc.) have latency requirements between 10 ms to 100 ms [14]. In addition, in the era of Big Data, with data growing massively in scale and velocity, geo-distributed cloud and edge computing provide effective solutions to process large amounts of data in real-time.

Stream processing engines executing on edge computing resources is a promising approach to support low latency big data processing. Stream data processing is an integral component of low-latency data analytic systems and several open-source systems (e.g., Apache Kafka [134], Apache Storm[135], and Apache Flink [133]) provide engines for efficient processing of data streams. These systems optimize the performance of stream data processing for achieving high throughput and low (or bounded) response time (latency) for the stream queries. However, these stream processing solutions are designed for cloud computing environments where there is no scarcity of computing resources, and hence, they are not suitable for edge computing environments that have resource and network bandwidth limitations. For example, the low-profile edge devices (such as smart gateways placed near IoT devices) may not be able to handle the same workload as regular servers in a cloud datacenter. In this dissertation, we present a distributed stream processing platform that optimizes the resource allocation for stream queries by carefully considering the data locality and resource constraints during physical plan generation and operator placement in edge computing environments [160]. It includes the following novel features to facilitate a system-wide optimization of computing and networking resource usage for processing large volumes of data streams near the edge. First, it employs a novel data locality-aware approach to optimize the resource allocation for the stream queries executing in resource-constrained edge computing environments. Second, the system schedules each operator of the queries by carefully considering the dynamically varying load conditions and resource requirement for each operation to further improve the query performance. Third, the system considers coflow [39] dependencies which group the dependent network flows that exist in the stream processing application. It prioritizes smaller coflows to complete first and increases the overall coflow completion rate which in turn improves the overall efficiency of the network resource usage. In addition to the above three aspects, the distributed stream processing platform also achieves system-wide fault tolerance while meeting the latency requirement for applications in edge computing environments [159]. The proposed approach employs a novel resilient
physical plan generation for stream queries, which carefully considers the fault tolerance resource budget and the risk of each operator in the query to partially actively replicate the high-risk operators to minimize the recovery time when there is a failure. The proposed techniques also consider the placement of the backup components (e.g. active replication) to further optimize the processing latency during recovery and reduce the overhead of checkpointing delays. Finally, we propose a reinforcement learning (RL)-based approach that learns how to dynamically scale the operations of the stream processing applications in an online fashion to adapt to workload variations \cite{156}. Based on the recent developments in RL algorithms, we model the DSP scaling problem as a contextual Multi-Armed Bandit (MAB) problem, which is reduced from the original Markov Decision Process (MDP). With the above simplification, the elastic parallelism configuration can be efficiently solved using the state-of-art algorithms that work well on MAB problems \cite{80}. It can automatically achieve tradeoffs between exploring the solution space to find an optimal solution (exploration) and utilizing the data gathered from the previous trials (exploitation). We investigate the use of LinUCB \cite{80} algorithm to dynamically decide the parallelism configuration during the execution of the DSP application that aims to improve multiple QoS metrics including end-to-end latency upper bound, throughput and resource usage. We further improve the sample efficiency of LinUCB using a model-based method which is based on a queuing model simulation to pre-train the RL agent to improve the accuracy of the initial parameters.

Cloud Computing has been a cost-effective solution\cite{76, 74} to address computing needs, however, clouds fail to meet low latency requirements of modern computing applications that demand strict guarantees on response times. As large datacenters are often located at a longer distance from the source of data generation, moving data to remote cloud datacenters may lead to high latency (response time) and as a result, it cannot support latency-sensitive applications such as location-based augmented reality games, real-time smart grid management and real-time navigation using wearables. The Edge/Fog Computing model \cite{21, 121, 87, 18, 6, 50, 143} provides an additional layer of computing infrastructure for storing and processing data at the edge, allowing low latency applications to meet their response time requirements effectively. There has been a few recent work \cite{44, 41} addressing the resource management and resource provisioning challenges in edge computing. A fundamental assumption in these solutions includes a tight coupling of the management of the Edge Computing Infrastructures (ECIs) with the service management performed by Service Providers (SPs). As a result, the computing resources present at the edge micro datacenters (MDCs) are coupled and controlled directly by edge Service Providers (SPs). Such a coupled model for management of ECIs by SPs significantly limits the cost-effectiveness and opportunities for latency-optimized provisioning of edge infrastructure resources to applications \cite{158}. When the management of the Edge computing infrastructures is controlled by the SPs, it results in an increased infrastructure cost and a decrease in the overall utilization of the system leading to poor cost-effectiveness. We propose a novel resource allocation model for allocating computing resources in edge computing platforms that allows edge service providers to establish resource sharing contracts with edge infrastructure providers \textit{apriori}. It employs a decoupled model where the management of ECIs is independent of that of the SPs and as a result, it
provides increased resource utilization and minimizes job execution latency. We also extend the contracts-based resource sharing model for federated geo-distributed cloud environments that allows Cloud Service Providers (CSPs) to establish resource sharing contracts with individual datacenters \textit{apriori} for defined time intervals in a cost-aware manner. Based on the established contracts, individual CSPs employ a contracts cost and duration aware job scheduling and provisioning algorithm that enables jobs to complete and meet their response time requirements while achieving both global resource allocation efficiency and local fairness in the profit earned [155, 157]. We enhance the resilience of these proposed centralized resource allocation and management mechanisms to prevent attacks by adversaries and system failures by designing a decentralized implementation of the contract-based resource sharing model using the Smart Contracts in Ethereum.

In the rest of this chapter, we first outline the key research tasks of this dissertation and then briefly present the organization of the remaining chapters.

1.1 Overview of research thrusts

This dissertation has two major research thrusts: (i) optimizing stream processing applications in edge computing, and (ii) resource allocation and management for geo-distributed edge and cloud resources. With the help of Figure 1.1, we discuss the research thrusts in detail.

1.1.1 Research Thrust 1: Optimizing stream processing applications in edge computing

This research thrust consists of three aspects of optimization for stream processing applications in edge computing. It is organized as three sub thrusts.

Research Thrust 1.1: Optimizing low-latency stream processing applications in edge computing

This research thrust focuses on optimizing low-latency stream processing applications in edge computing. Specifically, our objective is to minimize the end-to-end latency for the stream processing applications deployed in edge computing environments by minimizing the impact of bottlenecks. To achieve this goal, we consider various conditions that create bottlenecks in an edge computing environment. The data locality optimization feature in our approach maximizes the data locality by placing the selective operators near the source. We perform load optimization to avoid back-pressure to improve the overall latency by considering the computational load of each operator and the resource capacity of each node to improve the overall performance. Besides the above optimizations on scheduling, the proposed system also considers the coflows [39] that capture the dependency between the flows waiting to be scheduled in the network. It may also cause bottlenecks due to the flow dependency in the streams. The proposed optimization adjusts the stream rates to optimize the bandwidth allocation in order to improve the coflow completion rate to enhance the overall performance of the stream processing applications.
Research Thrust 1.2: Resilient stream processing in edge computing

Fault tolerance is an important aspect of edge computing as many IoT applications require both high accuracy and timeliness of results. As edge infrastructures may include some unreliable devices and components in a highly dynamic environment, failures are more of a norm than exception [81]. Thus, to support reliable delivery of low latency stream processing over edge computing, we need a highly fault-tolerant stream processing solution that understands the properties of the edge computing environment for meeting both the latency and fault tolerance requirements. Checkpointing [145] and replication [63] represent two classical techniques for fault-tolerant stream processing. The idea behind replication is to withstand the failure by using additional backup resources. The checkpointing mechanisms on the other hand periodically store the state of the operators in persistent storage to create timestamped snapshots of the application. Hybrid methods employ a combination of both checkpointing and replication techniques. They are referred to as adaptive checkpointing and replication techniques. Adaptive checkpoint and replications schemes have been proposed in several domains [129, 89, 168, 142, 60, 128]. The goal of combining active replication and checkpoint mechanisms is to achieve seamless recovery compared to pure checkpointing. While adaptive checkpointing and replication is a promising approach, its application in edge computing is challenged in several aspects. The heterogeneous nature of both physical nodes and the network components in an edge computing environment significantly challenges. In this thrust, we develop a novel resilient stream processing framework.
that achieves system-wide fault tolerance while meeting the latency requirement for the applications in the edge computing environment. The proposed approach employs a novel resilient physical plan generation for the stream queries, which carefully considers the fault tolerance resource budget and the risk of each operator in the query to partially actively replicate the high-risk operators in order to minimize the recovery time when there is a failure. The proposed techniques also consider the placement of the backup components (e.g., active replication) to further optimize the processing latency during recovery and reduce the overhead of checkpointing delays.

**Research Thrust 1.3: Elastic stream processing in edge computing**

In this thrust, we develop an elastic stream processing solution for edge computing. Elasticity in cloud computing services has been widely studied in the past [28, 69, 59]. These techniques adapt to the workload changes for different services (e.g., web services) by dynamically increasing or decreasing the number of instances (or virtual machines) to serve the users. However, for the current state-of-art distributed stream processing engines, adapting the number of tasks (parallelism) allocated to each operation needs to be manually tuned and it requires a lot of try-and-error efforts as well as experience to do it. This is further challenged by the heterogeneity of computing nodes and network resources in edge computing environments. Recently, RL-based methods were developed in the distributed system domain to enhance heuristic-based system optimization algorithms and provide more effective solutions to problems for which heuristic-based solutions are less effective. However, applying RL methods in the systems domain incurs several challenges. A key performance factor in effective RL-based methods is the sample efficiency of the method. Currently, most RL methods are based on deep learning techniques that use deep neural networks (DNNs) to handle the approximation of the environment dynamics and the reward distribution. The use of DNN enhances the models to handle more complex conditions. However, most of the DNN-based RL algorithms require a large amount of data to converge a good result which makes the optimization of the sample efficiency even harder. Therefore, improving the sample efficiency is a critical problem when applying RL-based algorithms for optimizing distributed systems management. In this thrust, we propose a reinforcement learning-based mechanism to learn how to dynamically adapt the workload changes through an online learning model and strategy. Compared to previous reinforcement learning-based methods that explore the solution space of the problem by randomly sampling the possible solutions, the proposed online learning method is based on LinUCB[80] as the base method and a predefined model of parallelism of each operation which improves the sample efficiency and decreases the cost (time) to converge to a good parallelism configuration.

**1.1.2 Research Thrust 2: Resource allocation and management for geo-distributed edge and cloud resources**

In this thrust, we develop new mechanisms to efficiently allocate and manage geo-distributed edge and cloud resources. It is organized as three sub thrusts.
Research Thrust 2.1: Latency-aware resource allocation and management for geo-distributed edge resources

In this thrust, we propose a new resource allocation model for allocating edge computing resources that allows edge service providers to establish resource sharing contracts with edge infrastructure providers *apriori*. Based on the established contracts, service providers employ a latency-aware scheduling and resource provisioning algorithm that enables tasks to complete and meet their latency requirements while achieving both global and local resource allocation efficiency and fairness. In contrast to existing solutions, our proposed model decouples the infrastructure management from service management, enabling the ECIs to be managed by Edge Infrastructure Providers (EIPs) independently of the service provisioning and service management at the SPs. Such a decoupled model enables EIPs to join up to establish an Edge Computing Infrastructure Federation (ECIF) to provide resources to the Edge Computing applications provisioned and managed by the SPs. In addition, the model provides increased opportunities for resource consolidation and utilization as the geo-distributed ECIs can be jointly managed and allocated to maximize application utility and minimize cost. Specifically, we divide the geo-distributed locations into regions using Weighted Voronoi Diagrams (WVD)[65] which reduces the complexity to find the nearest computational resources. Then, for each region, based on the McAfee mechanism [90], we design auction mechanisms to let the ECIs and SPs trade resources. It includes a latency-aware bid strategy designed for the SPs and a cost-aware bid strategy designed for ECIs. Finally, the approach uses a latency-aware provisioning mechanism for the SPs to deploy their services on the geo-distributed resources.

Research Thrust 2.2: Cost-aware resource allocation and management for geo-distributed cloud resources

In this thrust, we propose a contracts-based resource sharing architecture for Cloud Service Providers (CSPs) to share resources across globally geo-distributed datacenters. The proposed approach allows to establish resource sharing contracts with individual datacenters. Based on the established contracts, individual CSPs employ a contracts cost and duration aware job scheduling and provisioning algorithm that enables jobs to complete and meet their response time requirements while achieving both global resource allocation efficiency and local fairness in the profit earned.

Research Thrust 2.3: Decentralized resource allocation and management for geo-distributed edge and cloud resources

The centralized resource allocation and management mechanisms described in the previous two thrusts may suffer from attacks by adversaries, system failures and their security is generally limited to a single point of trust by the coordinator. On one hand, the adversaries can tamper with the bids or the contracts to influence the integrity of both the bids and the generated contracts. On the other hand, the centralized auction system is prone to Denial of Service (DoS) attacks and system failures. Also, in a centralized mechanism, all participants need to trust the coordinator to handle the trading process which may not be always possible in real world. In this thrust, we design a decentralized resource allocation and sharing
mechanism for supporting a decentralized trusted platform for infrastructure providers and service providers to interact and trade resources.

1.2 Chapters overview

The rest of the dissertation is organized as follows: Chapter 2 discusses the related work. In Chapter 3, the optimization for low-latency stream processing in edge computing is presented. In Chapter 4, we present the techniques for resilient stream processing and in Chapter 5, we introduce our approach for elastic stream processing in edge computing. In Chapter 6, we discuss the techniques to support latency-aware resource allocation and management for geo-distributed edge. In Chapter 7, we discuss the proposed cost-aware resource allocation and management for geo-distributed clouds. In Chapter 8, we present the techniques for decentralized resource allocation for geo-distributed resources using smart contracts. Finally, we conclude and discuss some future work directions in Chapter 9.
2.0 Related Work and Preliminaries

In this chapter, we discuss the related work and preliminaries. We begin with the discussion of existing work on stream processing in edge computing. We then review the literature on resource management for geo-distributed edge and cloud computing. Finally, we discuss the preliminaries of stream processing.

2.1 Stream Processing in Edge Computing

2.1.1 Stream Processing Engine

As modern stream applications have strong requirements on latency and throughput, stream processing has gained considerable attention in recent years. Several open-source stream processing frameworks have been developed recently. Key examples include Kafka[134], Flink[133], Storm[135]. There have also been some efforts on developing stream processing engines for edge computing environments. For example, Edgent [132] is an incubating project in Apache. It provides a runtime environment for implementing a real-time data analytic system in the edge environment. Pisani et al. [113] proposed LMC that provides a runtime to deploy light operators on embedded devices at the edge.

2.1.2 Stream Processing Optimization

Wang et al. [146] proposed an algorithm to optimize the service entity placement for social virtual reality applications in edge computing by modeling and solving a combinatorial optimization problem considering the activation, placement, proximity, and colocation costs. In [147], the authors discuss the edge server placement problem in the Mobile Edge Computing environment for balancing the workloads of edge servers and minimizing the access delay between the mobile users and edge servers. Mencagli et al. [95] proposed a tool for supporting programmers during the design phase of data stream processing applications by modeling the backpressure effects. Fu et al. [49] proposed an edge-friendly stream processing engine for multi-core edge computing environments. Hiessl et al. [61] proposed a solution that extends an ILP (Integer Linear Programming) model [33] to optimize the reconfiguration of the operator placement in the edge environment.

2.1.3 Stream Processing Fault tolerance

Fault tolerance is a well-studied topic in the context of cloud computing and Big Data processing. In stream processing systems, fault tolerance mechanisms have primarily focused on developing two kinds of solutions namely (i) checkpointing and relaying techniques [31, 124] that have low resource overhead and higher recovery time and (ii) active replication techniques [63, 25] that incur high resource cost and
lower recovery time. These solutions do not optimize for latency and recovery time requirements that are critical in edge-based IoT applications. Su and Zhou [128] proposed a hybrid solution employing both checkpointing and active replication by selectively choosing the operators to be actively replicated using a minimal completion tree. A key limitation of this approach is that the operators that are actively replicated may not fail simultaneously which leads to higher resource usage cost. Heinze et al. [60] proposed an adaptive mechanism that enables the operator to switch between active and reserved status. The adaptive mechanism proposed by Upadhyaya et al. [142] provides fault tolerance for database queries by optimizing recovery latency. The hybrid solution proposed by Zhang et al. [168] allows the operator to change from passive backup to active replication when failure happens. Martin et al. [89] proposed an adaptive hybrid mechanism, which can alternate between six fault tolerance schema based on user-defined recovery time and cost. The adaptive hybrid mechanism for HPC systems proposed by Subasi et al. [129] selects partial tasks to be replicated using active replication.

### 2.1.4 Elastic Stream Processing

There have been several efforts in recent years to achieve elastic stream processing in cloud computing environments. To dynamically scale the application, several different approaches have been developed including techniques for re-configuring the execution graphs of the application or adjusting the parallelism by increasing the number of instances of certain operators. Cardellini et al. [34] proposed an elastic stream processing framework based on an ILP (Integer Linear Programming) model to reconfigure the stream processing application to make decisions on operator migration and scaling. Dhalion [48] provides a self-regulating capabilities on top of Twitter Heron that enables dynamic resource provisioning and auto-tuning for meeting throughput SLOs. However, given the heterogeneous nature of edge computing systems, these techniques may require substantial manual effort to tune the parameters to achieve a self-stabilizing status. There have also been several efforts on developing techniques to manage stream processing applications using RL methods. For example, Li et al. [82] proposed a model-free method to schedule the stream processing application based on an actor-critical RL method [98]. Ni et al. [104] developed a resource allocation mechanism based on GCN (graph Convolution network)-based RL method to group operators to different nodes. However, the above DNN-based method suffers from long training periods and low sampling efficiency and they need a large amount of data to build the model. There have been several efforts on leveraging the traditional RL method (such as Q-learning) to deal with the problem. For instance, Russo et al. [118] used the FA (Function Approximation)-based TBVI (Trajectory Based Value Iteration) to improve the sample efficiency of the traditional RL methods (such as Q-learning) to make operator scaling decisions in heterogeneous environments.
2.2 Geo-distributed Edge and Cloud Resource Management

2.2.1 Resource Management for Geo-distributed Edge Resources

Edge Computing has gained significant attention from the distributed systems community in the recent years. While the concept of edge and fog Computing is still in their early years of development, there has been several notable research efforts on this emerging topic. Bonomi et al. [22] discuss the concept of fog Computing and there has also been several other related developments in the broader area of edge and fog computing. Such efforts include the development of Cloudlets[121] proposed by Satyanarayanan et al. and the work on mobile edge computing [111] which is an extension of the effort on mobile cloud computing[78]. The primary benefit of edge computing comes from its ability to offer low latency computing resources on the fly for applications that have strict latency requirements. Edge computing is also beneficial in situations when a large number of small computing nodes need to deliver data to a cloud. Therefore applications such as IoT (Internet-of-Things), AR (Augmented reality) and VR (Virtual reality) benefit the most from modern edge computing solutions. There have been many research efforts studying the benefits of edge computing in these areas. Satyanarayanan et al. present GigaSight[122], an Internet-scale repository of crowd-sourced video content. Want et al.[148] discuss the technologies that enable IoT using edge computing. As the field is still emerging, there has been only few efforts addressing the problem of resource allocation in edge computing platforms. Aazam et al. [1] propose a model for SPs to estimate the amount of services for each MDC in the edge computing platform. Do et al.[44] propose a system for allocating fog computing resources to minimize the carbon footprint. The solution is based on a distributed algorithm that employs the proximal algorithm and alternating direction method of multipliers(ADMM).

2.2.2 Resource Management for Geo-distributed Clouds

Existing literature [3, 114, 154, 163, 117, 57, 169] have focused on optimizing the performance of cloud services in the Geo-distributed Cloud environment. This class of techniques builds Virtual Machines (VMs) for users to use computing resources across geo-distributed datacenters as a single logical virtual cluster. These techniques primarily optimize the data placement [3] [114], the latency of the services [114] [154][163], the Quality of Service(QoS) [117] [57], the electricity cost [154] [169] across multiple datacenters. In the recent past, cloud Federation has gained significant focus from the cloud computing research community. Most of the works related to Cloud Federation primarily focus on two aspects: the first kind of research efforts focus on the architecture and the system model for enabling and deploying federated clouds [115, 27, 35, 47, 100]; the second class of existing work optimizes the performance of federated cloud through efficient job scheduling, job migration and resource allocation [91, 92, 79, 154, 24]. Rochwerger et al.[115] proposed an architecture called RESERVOIR to enable cloud providers to deal with each other in a P2P manner. Buyya et al.[27] proposed a centralized architecture named InterCloud which provides a market for the CSPs or cloud brokers.
to share their resources. In [35], Carlini et al. proposed a centralized architecture for achieving federated cloud which provides single sign-on and both centralized and decentralized architecture for building the federated cloud. Moreno et al.[100] proposed a cloud-broker-based architecture to support the management of the federated cloud. In [47], Ferrer et al. proposed OPTIMIS which is a toolkit for implementing peer-to-peer Cloud Federation provisioning. McGough et al. [91, 92] analyzed and optimized the power consumption in a commercial framework for establishing Cloud Federations. In [79], Li et al. proposed a model which makes it possible for one Cloud Federation to consider both the workload and the electricity price and maximize the profit through an auction mechanism. Xu et al.[154] proposed a technique that combines the alternating direction method of multipliers (ADMM) method with the problem of how to place the cloud services with minimized electricity cost and latency to the client. In [24], Breitgand et al. proposed a method that uses policy similar to contracts to optimize the service placement problem in federated clouds.

### 2.2.3 Decentralized Resource Management for Geo-distributed Edge Resources

There have been several efforts on decentralized auction-based mechanisms to allocate edge resources. Zavodovski et al. [165] proposed DeCloud which uses blockchain for managing the auction using a weighted matching mechanism. However, the algorithm is not tested on a real blockchain network to validate the efficiency. Lin et al. [84] proposed a hierarchical real-time auction mechanism for allocating resources. However, the real-time operation of this auction may not be possible in the public blockchain network or may result in high transaction fees.

### 2.3 Preliminaries of Stream Processing

Many existing stream data processing systems such as Apache Storm [135] and Apache Flink [133] represent stream queries as a directed acyclic graph (DAG) of stateful and stateless operators (Figure 2.1).
In the DAG, the nodes represent the logic operators and the edges represent the streams of tuples between the operators. Data tuples flow from source operators to sink operators as shown in the DAG in Figure 2.1. The source operator and sink operator are responsible for generating the input streams and publishing the results respectively. The other operators perform a variety of computation on the streams, ranging from simple filtering to complex operations like grouping or joining streams in a time window. For example, in Figure 2.1, we see a stream query job, which aggregates the car speeds in a smart city application. The application has four operators and three streams connecting them, which first takes the car speed data generated in the sensors distributed on the roads in a source operator, then filters the speeds in the filter operator. It then groups the speed information by a time window using a groupby operator, and finally stores the results into a database by a sink operator. The above DAG is typically generated from source code written using the interfaces provided in a stream processing engine. We illustrate a JAVA code example of an Apache Storm application in Figure 2.1 to explain how the DAG is generated.

Here, the builder is an object that handles the DAG configuration. The setSpout() function indicates a source operator, and the setBolt() function defines the other kind of operators. The outputDeclarer is an object that handles the definition of the output stream for each operator and the declare() function takes a Fields object which defines the schema of the output stream. Thus, Apache Storm maps the stream processing application to a DAG that has four nodes and three edges as shown in Figure 2.1. Each operator sends and receives logically timestamped events (tuples) along directed edges. For example, in the output definition of the source operator and filter operator, there is a “timestamp” field that represents the generation time of the tuple (Figure 2.1).

After creating a DAG from the stream processing application, the stream processing engine schedules the DAGs on the physical nodes. As shown in Figure 2.2, the scheduling can be simplified to mapping the operators of the DAGs into each physical node controlled by the stream processing engine. Figure 2.2 shows an example edge computing environment consisting of one micro datacenter and two smart gateways connected to the micro datacenter with a link latency of 20 milliseconds and bandwidth 2 megabits per second.
In the next chapter, we present the proposed optimization techniques for low-latency stream processing applications in edge computing.
3.0 Optimizing low-latency stream processing applications in Edge Computing

In this chapter, we present Amnis, a distributed stream processing platform that optimizes the resource allocation for stream queries by carefully considering the data locality and resource constraints during physical plan generation and operator placement in an edge computing environment. Amnis includes the following novel features to facilitate a system-wide optimization of computing and networking resource usage for processing large volumes of data streams near the edge. First, Amnis employs a novel data locality-aware approach to optimize the resource allocation for the stream queries executing in resource-constrained edge computing environments. Second, Amnis schedules each operator of the queries by carefully considering the dynamically varying load conditions and resource requirement for each operation to further improve the query performance. Finally, Amnis considers coflow [39] dependencies which group the dependent network flows that exist in the stream processing application and prioritizes smaller coflows to complete first in order to increase the overall coflow completion rate which in turn improves the overall efficiency of the network resource usage. We evaluate Amnis by implementing a prototype on Apache Storm [135] using a real cluster test-bed on CloudLab[45]. Our evaluation performed using a range of edge computing stream processing applications shows that Amnis achieves more than 200X improvement on the end-to-end latency and as much as 10X throughput compared to the state-of-the-art distributed stream processing engine, namely, Apache Storm [135].

![Figure 3.1: Edge/Fog Computing architecture](image)
3.1 Background and preliminaries

As the number of IoT devices increases, large amounts of data get generated near the edge of the network in real-time. Transferring such data to the cloud may lead to longer processing times and hence, it may not be suitable for latency-sensitive IoT applications such as virtual reality (VR) and augmented reality (AR) applications and applications for the smart city such as connected vehicles and intelligent online traffic control[22].

**Edge computing architecture:** In a fog/edge computing architecture [22], we have different layers of heterogeneous computational resources as shown in Figure 3.1. The cloud datacenter represents the remote resources for storing the final results and it can be used for long term data storage and analysis. The micro datacenters (MDCs) and the smart gateways which are deployed near the edge of the network are used for processing the data locally and helping provide low latency computing to the IoT.

**Scheduling:** After creating a DAG, the stream processing engine schedules the DAGs on the physical nodes. As shown in Figure 2.2, the scheduling can be simplified to mapping the operators of the DAGs into each physical node controlled by the stream processing engine. In the scheduling phase, the stream processing engine tries to optimize the placement for each operator to achieve a good or predictable performance. However, any bottlenecks will cause performance degrading, which we will use two examples to illustrate in the remaining section with the possible directions to solve the problems.

### 3.1.1 Bandwidth Bottleneck

If a default round-robin scheduling algorithm is used, the scheduling may produce the output shown in Figure 3.2(a). In the example, the sink operator and source operator placements defined in the program are located at the smart gateway 2 and the micro datacenter respectively. For the remaining two operators, the
scheduler randomly chooses smart gateway 1 and finds that it has two free slots to place the two operators. Hence, the final operator placement is as shown in Figure 3.2(a). Here, the latency for each operation and the queuing latency between the operators are shown (e.g., the computational latency for the sink operator is 10ms). We can easily calculate the overall latency by adding the latency at each step from the source operator to the sink operator. When the bandwidth is sufficient to transfer all the tuples between the source and the filter, there are no bottlenecks and the tuples can be processed promptly along the DAG. It will result in a latency of around 71.2ms though it is not shown in the figure, we can calculate it by not including the 1000ms queuing latency in smart gateway 2. When the bandwidth is not sufficient to transfer all the tuples from the source to the filter, the tuples will be queued in the smart gateway 2 which will result in a much higher overall latency as shown in Figure 3.2(a). The latency will increase to more than 1000 ms due to the bottleneck (i.e., insufficient bandwidth) and will continue to increase if the transfer rate cannot catch up with the input rate.

However, when the data locality is considered in the scheduling, the filter operator which is both a selective operation and the immediate downstream operator of the source operator will be moved closer to the source operator in the smart gateway 2 and the group-by operator will be moved to the micro datacenter as shown in Figure 3.2(b). With the above optimization, the bandwidth becomes sufficient and hence, the overall latency is reduced significantly (around 31.2 ms).

### 3.1.2 Computational Bottleneck

The stream processing engines introduce a back-pressure mechanism to increase the availability of the stream processing (e.g., the acker in Apache Storm [135], and the BufferPool used as a blocking queue between the tasks in Apache Flink [133]). The back-pressure mechanism slows down the stream output rate at the source operator (queuing the tuples) when any of the down-stream operators cannot process as fast as
the tuples emit from the `source`. This feature helps guarantee the availability by not dropping tuples when there is a bottleneck but it will cause other issues when resources are constrained for example in the edge computing environment. For example, in Figure 3.3(a), when the `transform` operator is placed on the smart gateway 1 with the `filter` operator, the compute resource is not sufficient for the two operators and it causes back-pressure as the `transform` operator cannot process the tuples as fast as they come in (1000 tuples/second input rate but 500 tuples/second consuming rate). This will then cause the `source` operator to queue the tuples that it emits, which may further continuously increase the overall latency (e.g., more than 1000 ms latency in Figure 3.3(a) or may even cause out-of-memory (OOM) failure in smart gateway 2) due to the overall throughput is lower than the input rate, which is bounded by the bottleneck operator. However, if we adopt a load aware optimization as shown in Figure 3.3(b), the `filter` operator is moved to the smart gateway 2 and the `transform` operator is scheduled to the micro datacenter. Here the computational resources are sufficient for the two operators and the `transform` operator can work twice as fast as in the previous scenario and the `transform` operation can be done in 1 ms. Hence, there is no back-pressure (bottleneck) and the latency is much lower (around 22.2 ms as shown in Figure 3.3(b)).

The design of the proposed `edge-oriented` stream processing engine, Amnis is motivated by the above-mentioned observations that any bottlenecks that exist in the stream processing application may cause high latency due to different reasons such as lack of data locality awareness and lack of load awareness. Amnis is designed for resource-constrained edge computing environments to achieve low latency and high throughput while simultaneously eliminating as many bottlenecks as possible. The data locality optimization in Amnis maximizes the data locality by placing the selective operators near the `source`. The load optimization in Amnis avoids back-pressure to improve the overall latency by considering the computational load of each operator and the resource capacity of each node to improve the overall performance. Besides the above optimizations on scheduling, Amnis also considers the coflows [39] which captures the dependency between the flows waiting to be scheduled in the network, which may also cause bottleneck because of the flow dependency in the streams. Amnis shapes the stream rates to optimize the bandwidth allocation in order to improve the coflow completion rate to enhance the overall performance of the stream processing applications.

In the next section, we introduce the features of the Amnis system design.

### 3.2 Amnis: System Design

In this section, we present the stream processing optimization problem and illustrate how Amnis extends the current distributed stream processing solutions (e.g. Apache Storm) to tackle the challenges in edge computing environments. As discussed in Section 3.1, our objective is to minimize the end-to-end latency for the stream processing applications in edge computing environments by minimizing the impact of the bottlenecks. To achieve this goal, we consider various conditions that would create bottlenecks in an edge computing environment.
3.2.1 Stream Processing Model

We assume that there are $K$ stream processing applications deployed in the system. Each application $k$ is translated from the source code to a DAG (Figure 2.1), denoted as $G_{dsp}^k(V_{dsp}^k, E_{dsp}^k)$ (notations presented in Table 3.1). Here, the vertices $V_{dsp}^k$ represent the operators and the edges $E_{dsp}^k$ represent the streams. As shown in Figure 3.4, we assume that the physical plan is generated from the DAG, $G_{dsp}^k$, and it is also represented as a graph, $G_{phy}^k(V_{phy}^k, E_{phy}^k)$. After the physical plan is generated from the original DAG, the physical plan is scheduled on to the cluster in the operator placement step. The computational and network resources in the cluster can be represented as a graph $G_{res}(V_{res}, E_{res})$. The vertices here are the computation nodes e.g., smart gateways and micro datacenters, and the edges represent the network links between the physical nodes. The operator placement plan can be seen as a map $X^k = \{x^i_v | i \in V_{phy}^k, v \in V_{res}\}$. If we represent the operator as $i \in V_{phy}^k$, and the physical node in the cluster as $v \in V_{res}^k$, we can use $x^i_v = 1$ to indicate that the operator $i$ is placed on node $v$, vice versa.

As our objective is to improve the end-to-end latency of the stream processing application, it is important to understand how the end-to-end latency is composed of in the stream processing context. Based on the model proposed in [32], the end-to-end latency of a particular application can be modeled using the longest path (cumulative sum of the latency from the source to the sink). We denote the paths between all the pairs of sources and sinks as $P^k$. Any $p^k \in P^k$ indicates a path from a source to a sink. The end-to-end latency of an application $k$ can be represented as:

$$l^k(G_{phy}^k, G_{res}, X^k) = \max_{\rho^k \in P^k} l^k(G_{phy}^k, G_{res}, X^k) \quad (1)$$
where \( l_{(i,v)} \) is the computational latency of operator \( i \) when it is placed on node \( v \), and \( l_{v,u} \) is the network latency (including the network transmission latency and the queuing latency) between node \( v \) and \( u \) when there is a stream in the path \( \rho \) passes between them. For all the \( K \) applications, we assume they have the same priorities and consider the optimization simultaneously.

Based on the analysis of the end-to-end latency above, we can see that there are two major components, namely the computational latency caused by processing the tuples in the operator and the network latency caused by transmitting the tuples between two connected operators when they are scheduled to different nodes (when two operators are scheduled to the same node, we assume that the bandwidth between them is large and it does not become a bottleneck). The computational latency is often tackled using load balancing methods such as migrating the operator from a overloaded node to another idle node. The network latency is much harder to improve directly in the edge computing environment. Optimizing data locality is a promising direction to decrease the network utilization and the network latency. In addition, coflow [39] optimization provides additional opportunities for optimizing the efficiency of the network usage by considering the dependencies between the network flows.

Combining the examples illustrated in Section 3.1 and the above end-to-end latency model, we can see that either the computational bottleneck or the network bottleneck can cause a path to become the longest path, which influences the end-to-end latency and performance of an application. In Amnis, we propose a three-phase optimization to deal with the two types of bottlenecks as shown in Figure 3.4:

**Physical plan optimization**: extends the user-defined DAG of the logic plan into an optimized physical plan, which aims to optimize the data locality to decrease the potential network usage.

**Operator placement optimization**: decides the placement of the operators in the output of the physical plan optimization on to the physical nodes to further optimize the data locality and balance the load,
Coflow scheduling optimization: takes the result of operator placements of multiple applications to determine the output rate for each specific operator in order to reduce the overall impact of potential network bottlenecks. The overall correctness of Amnis is ensured if the individual objective in each individual phase is achieved. In the remaining part of this section, we comprehensively explain the above-mentioned phases.

3.2.2 Data Locality Aware Physical Plan Generation and Operator Placement

As discussed above, the bottlenecks will influence the end-to-end latency and performance, and we use data locality as a key criterion in generating the physical plan and placement of the operators.

Input: this phase takes as input the program of the stream processing application which is translated to a DAG, $G_{dsp}^k$.

Output: the data locality optimized physical plan, $G_{phy}^k$, and the data locality optimized operator placement, $X_k$.

Objective: We use data locality to guide the generation of the physical plan and the first part of the operator placement. The objective of the data locality is to minimize the data volume transferred between different nodes, which is widely studied in MapReduce frameworks [43]. To optimize the end-to-end latency by considering the data locality, we borrow the terminology from the distributed batch processing related works. We denote the average data volume of a stream $(i, j) \in E_{phy}^k$ (from operator $i$ to operator $j$) as $e_{(i,j)}$ and we model the input rate of operator $i$ as a Poisson distribution with the arrival rate as $\lambda_i$. The average tuple size has a distribution with a mean value $w_i$, and the selectivity of $i$ is $\theta_i$ and therefore, $e_{(i,j)} = \lambda_i w_i \theta_i$.

Next, we define the network cost as follows when the operator placement is determined:

$$NCost_k(G_{phy}^k, G_{res}, X_k) = \sum_{(i,j) \in E_{phy}^k} e_{(i,j)} (1 - Y_{i,j})$$

Here, $Y_{i,j}$ is a co-located Boolean indicator, which is 1 when the downstream operator $j$ of $i$ is placed on the same node of $i$, $x_i^v = x_j^v = 1$. Due to the resource limitation of the physical nodes, we cannot place all the operators in a single node to reduce the network cost. Therefore, we design an algorithm to group the operators to minimize the data volume transmitted between the groups. It is discussed in detail in Section 3.3.1. However, there is a gap between optimizing the data locality by optimizing the operator placement and the input DAG, which is the ability of moving the data source near the place where the stream is generated. In a stream processing application, the source operator often subscribes multiple streams from different Message Queuing Telemetry Transport (MQTT) [62] (a lightweight publish/subscribe message transport service) services that provide similar stream sources and cannot be automatically split and placed near the stream sources. It is critical that the optimization technique is capable of increasing data locality by placing the source operator near the stream source and keeping the code simple for the users (e.g., define one logic source operator to fetch the streams from multiple sources by just mentioning the service
hosts and ports in one place). Amnis tackles this in the physical plan generation using an additional step. When there is a source operator fetching multiple streams that hold the same schema, Amnis automatically divides a logic source operator into multiple physical source operators, which can be mapped to the nodes that are co-located or near the stream sources as shown in Figure 3.4. The above step provides an additional benefit that the downstream stateless selective operators can be split and moved to co-locate with the source operator to further improve the data locality. We discuss the details of these algorithms in Section 3.3.1.

**Parallelism Configuration:** as in Figure 3.4, the parallelism of each operator is decided also in physical plan generation. The parallelism of the transform operator is set to be two in the example, which can be done using many existing optimization techniques such as [34] which decide the number of replicas of each operator by solving an ILP (Integer Linear Programming) problem. In our work, we assume that the parallelism of each operator is already optimized and defined as a fixed number in the user’s program.

### 3.2.3 Load Aware Operator placement

By applying the data locality to both the physical plan and the operator placement plan, we reduce the network usage of the application. However, the optimization does not consider the resource requirements of the operators which may lead to overload the nodes. In this subsection, we discuss the load aware optimization on the operator placement to deal with this issue.

**Input:** the physical plan, $G^{k}_{phy}$, and the operator placement plan $X^{k}$, from the output of the data locality optimization and the topology of the cluster, $G_{res}$.

**Output:** the load aware optimized operator placement, $X^{k}$.

**Objective:** The data locality is already considered in the above subsection. In this subsection, we focus on load balancing, which takes the output physical plan and operator placement from the data locality optimization to re-balance the overloaded nodes by considering the resource requirement of each operator and resource capacity of each node. As discussed in Section 3.1, the computational bottleneck (mostly caused by overloading) may influence the end-to-end latency performance. To mitigate that, we need to consider the load of each node to avoid overloading a node. We denote the resource capacity of a node $v$ as $O_v$. The minimal resource requirement of an operator $i$ is $c_i(\lambda_i)$, which means that the operator needs at least $c_i(\lambda_i)$ resource to process the tuples arriving based on a Poisson distribution with arrival rate $\lambda_i$. Both the resource capacity of the node and the resource requirement of the operator are simplified from multiple dimensions (CPU, Memory, etc.) to one dimension by identifying the dominant resource [52]. As most of the stream processing operations (deserializing, filtering, mapping, etc.) are computationally intensive, we assume that the default dominant resource is CPU and only for the operation which needs to maintain large states (windowed aggregation, join, etc.), we set the dominant resource as Memory. We define a resource constraint to ensure that the operator placement does not overload node $v$:

$$\sum_{i \in V^{k}_{phy}} c_i(\lambda_i)x_i^v \leq O_v$$

(4)
The basic idea of load aware operator placement is to take the output from the data locality aware optimization and further detect the overloaded node by comparing the resource requirement of the operator and the resource capacity of the node. Then, the operator placement plan is modified by moving some of the operators from the overloaded node to the neighboring nodes with less utilization. We present the details of this approach in Section 3.3.2.

### 3.2.4 Coflow optimization

After the operator placement is decided, Amnis performs another optimization to control the data flows between the operators to shape the stream rates to improve the efficiency of using the network, which also reduces the network latency.

**Input:** the physical plan of all the $K$ applications submitted to the system, $G_{phy} = \{G^1_{phy}, ..., G^K_{phy}, ...\}$, the topology of the cluster, $G_{res}$, and the operator placement plan for each application $k$, $X = \{X^1, ..., X^K\}$, from the output of the operator placement phase. In addition, the Coflow information is analyzed for each application and gathered for each aggregator, $D = \{D_b|\forall b\text{ are aggregators}\}$

**Output:** the rate controlling plan, $R = \{R_b|\forall b\text{ are aggregators}\}$.

**Coflow:** Before discussing the objective of the coflow scheduling, we first provide the definition of the coflow in the stream processing context. For each application $k$, if there is a windowed aggregator $b \in V^k_{phy}$, and if it needs to fetch the input from the upstream operators crossing the network, we use $P_b = \{1, 2, ..., p, ...\}$ to define the set of the upstream operators of the aggregator $b$. We also use a set $D_b = \{e(1,b), e(2,b), ..., e(p,b), ...\}$ to indicate the coflow of the aggregator, which indicates that the completion of all the flows in $D_b$ refers to the completion of the coflow. As mentioned in the previous section, $e_{p,b}$ indicates the average stream data volume between the upstream operator $p$ and operator $b$. If we want the upstream to arrive on time, we need to at least allocate $e(p,b) \in D_b$ to all the corresponding streams between $P_b$ and $b$ to transmit the flows.
so that it does not cause back-pressure. The reason why the coflow scheduling is needed is illustrated in Figure 3.5. Two applications are deployed in the cluster. We assume that they have the same priorities and latency requirements, and the computational of the operations do not lead to a bottleneck. In the example, the bandwidth between the micro datacenter and the two smart gateways is limited to one tuple/second. Application 1 is deployed on all the three nodes and Application 2 uses only smart gateway 1 and the micro datacenter. The tuple rate of application 1 is one tuple/second between the smart gateway 1 and the micro datacenter and one tuple per second between the smart gateway 2 and the micro datacenter. The tuple rate of application 2 is one tuple/second between the smart gateway 1 and the micro datacenter. As shown in Figure 3.5(a), if the bandwidth is allocated using a fair sharing (the default policy of TCP protocol) mechanism, both application 1 and 2 are bottle-necked at the link between the smart gateway 1 and the micro datacenter. Either of them builds the queue in both smart gateway 1 and the micro datacenter. This is because, in the micro data center, there is an aggregator for both applications requiring to wait for all the barriers to arrive in order to ensure the all tuples in the time window arrived to trigger the windowed function. Barriers are synchronization signals [31] used in Storm and Flink. It is also called watermark [7]. In the example shown in Figure 3.5(a), application 1 needs to wait for the barriers from smart gateway 1 and smart gateway 2 (noted as blue diamond 1 and 2) in order to trigger the processing function for a particular time window. However, the bandwidth bottleneck between the smart gateway 1 and micro datacenter makes the barrier from smart gateway 1 to be always later than the barrier from smart gateway 2, which builds the queue on both the smart gateway 1 (because of bandwidth bottleneck) and the micro datacenter (because of barrier synchronization).

**Objective:** In the coflow scheduling phase, Amnis targets the completion rate of the coflows to satisfy the network requirement for the dependent flows to avoid back-pressure. Given the rate controlling plan, \( R \), if the coflow \( D_b \) is satisfied, it means that the corresponding bandwidth allocation, \( r_p \geq c(p,b), \forall c(p,b) \in D_b \). If the coflow \( D_b \) is satisfied, it is captured using \( Z_b = 1 \), otherwise, \( Z_b = 0 \). We can define the objective of maximizing the coflow completion rate as:

\[
\max \sum_b Z_b
\]  

(5)

In our approach, we prioritize the small coflows to satisfy their bandwidth requirements first to maximize the coflow completion rate defined above. The detailed algorithm is presented in Section 3.3.3.

In the next section, we present the details of the techniques used in Amnis.

### 3.3 Amnis: Techniques

The proposed techniques in the Amnis system are organized along with three aspects: (i) Data-locality-aware optimization for physical plan generation and operator placement, (ii) Load-aware optimization for operator placement, and (iii) Coflow optimization for data rate control.
3.3.1 Data locality optimization

As discussed in Section 3.2.2, we define the data locality objective as optimizing the network cost $N\text{Cost}(G^k_{\text{dsp}}, G_{\text{res}}, X^k)$. In this section, we present the detailed algorithms which aim to decrease the network cost.

On one hand, to improve data locality, if we move the source operator and the selective operators (e.g., a filter operator) to the same node where the stream source comes from, the data locality can be improved by reducing the bandwidth usage across the network. However, the source operator often fetches streams from multiple sources as shown in Figure 3.6. Here, if we want to move the source operator near the stream source, we need to first split the source operator to multiple operators, and each of them fetches only one of the stream sources. It is worth noting that if the downstream operator can be moved to co-locate with the source operator, it also needs to be split into multiple independent operators and each only connects to one of the source operators. Here we only consider to split stateless operators as stateful operators need the shuffling phase to ensure correctness. We discuss it in detail in Section 3.5. On the other hand, if we can move the operator which increases the output size compared to the input (e.g., a join operator) to the same node where the downstream operator is placed, it will further enhance the data locality at the downstream side.

In Amnis, we classify each operator $i$ based on its input/output ratio $\psi_i$ to optimize both the physical plan and the operator placement. We assume the input/output ratio can be obtained by profiling. It is defined as:

$$\psi_i = \frac{\sum p e_{p,i}}{\sum j e_{i,j}} \quad (6)$$

where $p$ is an upstream operator of $i$ and $j$ is a downstream operator of $i$. Operators are categorized as one of the two types: (i) high input/output ratio ($\psi_i > 1$) operators, and (ii) low input/output ratio operators.
(ψ_i ≤ 1) operators. For the operator with ψ > 1 (e.g., a filter operator that only allows the tuples meeting the condition to pass), we first split the upstream source operator to bind with the stream source and then split the operator with ψ > 1 to move the operator near the source operator to improve the data locality. For the operator with ψ_i ≤ 1 (e.g., a join operator that joins a stream with a database table to produce the output), we can move it near the downstream operator (e.g., a sink operator) to improve the data locality.

In the remaining part of this subsection, we will describe the details of the algorithms in two steps namely (i) data locality aware physical plan generation that generates the optimized physical plan by improving the data locality for the two kinds of operators, (ii) data locality aware operator placement plan generation that generates the placement of the operators to the physical nodes based on its input/output ratio.

**Algorithm 1: Data locality aware physical plan optimization for operators ψ_i > 1**

**Input**: DAG: G^k_{dag}(V^k_{dag}, E^k_{dag});

**Output**: Optimized Physical Plan: G^k_{phy}(V^k_{phy}, E^k_{phy});

1. Initial: G^k_{phy} = G^k_{dag};
2. A Queue Q = ∅;
3. for each source operator a do
   4. Split each source operator a to its number of sources |S^k_a| as U_a = \{a_1, a_2, ..., a_s, ..., a_{|S^k_a|}\};
   5. Replace a as U_a in G^k_{phy};
   6. For all the operators i such that i the neighbor of a: add a tuple (i, U_a) to Q;
4. while Q is not empty do
   5. Pop a tuple (i, U) from Q;
   6. if operator i is a stateless operator and ψ_i > 1 and i is not a sink operator then
      7. Split i to [U] operators noted as U_i = \{i_1, i_2, ..., i_s, ..., i_{|S^k_a|}\};
      8. Set the upstream operator of each i_s to i'_s ∈ U;
      9. Replace i as U_i in G^k_{phy};
     10. For all the downstream operators i' of operator i: add a tuple (i', U_i) to Q;

### 3.3.1.1 Data locality aware physical plan generation

As discussed earlier, to optimize the data locality by modifying the physical plan, we need to place the source operator and its downstream operators in the optimized physical plan near the stream sources. Based on this intuition, we propose Algorithm 1. The algorithm starts from the source operators, and for each source operator a, it first splits them into the operators set U_a that each operator a_s ∈ U_a binds with a stream source s ∈ S^k_a, where S^k_a is the data source set of application k. Then, the downstream operators are traversed by a breadth first search with the help of a queue Q. In the queue Q, each element contains the operator number i and its upstream operator set U. For each downstream operator i, if ψ_i > 1 and the operator is a stateless operator which can be split without shuffling the intermediate results (e.g., a filter operator as shown in Figure 3.6), then operator i is split into an operator set U_i and each operator i_s ∈ U_i binds with one of the source operator a_s ∈ U_a. The time complexity of the algorithm is determined by Loop on line 7, which traverses the DAG by a breadth first method and the initial set is determined by the number of source operators. It is O(|V^k_{dag}|^2) and in the worst case, half of the operators are source operators.
An example is shown in Figure 3.6(a) and (b) with four operators in the input DAG. The algorithm starts from the source operator, splits it into two and then traverses the DAG by a breadth first search. In the next round, the filter operator meets the condition ($\psi > 1$) and is split into two as the upstream source operator. The loop ends when it traverses to the transform operator which is $\psi = 1$. Finally, the physical plan $G_{phy}^k(V_{phy}, E_{phy})$ becomes the output.

### Algorithm 2: Data locality aware operator placement for operators $\psi_i > 1$

<table>
<thead>
<tr>
<th>Input : Optimized Physical Plan: $G_{phy}^k(V_{phy}, E_{phy})$; Cluster: $G_{res}(V_{res}, E_{res})$;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: Operators Placement: $X^k = {x^k_i</td>
</tr>
<tr>
<td>1 Initiate: $x^k_i = 0, \forall i, v$;</td>
</tr>
<tr>
<td>2 A temporary queue $Q$;</td>
</tr>
<tr>
<td>3 for each source operator $a_s$ do</td>
</tr>
<tr>
<td>4 For a single source operator $a_s$, we place it co-located with the source $s$, which is noted as $x^k_{a_s} = 1, v = Location(s)$;</td>
</tr>
<tr>
<td>5 For all the operators $i$ such that $i$ is the neighbor of $a$: add $i$ to $Q$;</td>
</tr>
<tr>
<td>6 while $Q$ is not empty do</td>
</tr>
<tr>
<td>7 Pop an operator $i$ from $Q$;</td>
</tr>
<tr>
<td>8 if $\psi_i &gt; 1$ then</td>
</tr>
<tr>
<td>9 Place each operator $i_s$ co-located with $a_s$ that $x^k_{i_s} = 1, v = Location(s)$;</td>
</tr>
<tr>
<td>10 For all the downstream operator $i'$ of operator $i$: add $i'$ to $Q$;</td>
</tr>
</tbody>
</table>

#### 3.3.1.2 Data locality aware operator placement plan generation

To improve the data locality by generating the operator placement plan, the source operator and its downstream operators with $\psi > 1$ should be moved near the stream sources. The operator that increases the data size ($\psi \leq 1$) should be moved near the downstream operators. Based on the above intuition, we divide the heuristics into two parts namely (i) for operators with $\psi > 1$, and (ii) for operators with $\psi \leq 1$.

As shown in Algorithm 2, for the operators with $\psi_i > 1$, we bind the source operators to place each split source operator to the node where the source service is placed. Then, the algorithm traverses the downstream operators by a breadth first search with the help of a queue $Q$ and tries to bind the operators with the source by identifying if $\psi > 1$ and if it can benefit by moving close to the source. The time complexity of the algorithm is determined by the second loop, which traverses the DAG by a breadth first method and the initial set is determined by the number of source operators. We note that it is $O(|V_{dag}^k|^2)$ and in the worst case, half of operators are source operators.

For the operators with $\psi \leq 1$, placing them near the stream source may not improve the data locality as the output stream rate does not decrease after the operation. Therefore, for these type of operators, Amnis places them near the downstream operator (often a sink operator) to improve the data locality. As shown in Algorithm 3, the operators are placed at the same node with the output service (e.g., a database) to improve the downstream-side data locality using a breadth first search from the sink operator to the upstream operators. If the operator has $\psi_i \leq 1$, then the algorithm places the operator in the same node as
the sink operator. The time complexity of the algorithm is determined by the number of operators, which is $O(|V_{dag}|)$.

**Algorithm 3:** Data locality aware operator placement for operators $\psi_i \leq 1$

<table>
<thead>
<tr>
<th>Input</th>
<th>DAG: $G^k_{phy}(V^k_{phy}, E^k_{phy})$; Cluster: $G_{res}(V_{res}, E_{res})$;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>Operators Placement: $X^k = {x^i_v</td>
</tr>
<tr>
<td>1</td>
<td>Initiate: a temporary queue $Q$;</td>
</tr>
<tr>
<td>2</td>
<td>Find the physical node $v'$ where the sink service of $G^k_{phy}$ places;</td>
</tr>
<tr>
<td>3</td>
<td>Add all the upstream operators $i$ of the sink operator into $Q$;</td>
</tr>
<tr>
<td><strong>while</strong> $Q$ is not empty <strong>do</strong></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Pop an operator $i$ from $Q$;</td>
</tr>
<tr>
<td>6</td>
<td>if $\psi_i \leq 1$ then</td>
</tr>
<tr>
<td>7</td>
<td>Set $x^i_{v'} = 1$;</td>
</tr>
<tr>
<td>8</td>
<td>For all the upstream operator $i'$ of operator $i$: add $i'$ to $Q$;</td>
</tr>
</tbody>
</table>

We present an example of the data locality aware physical plan and operator placement optimization in Figure 3.6. The figure illustrates the input DAG and the result of Algorithm 2 and 3. We can see in the DAG that there are four operators: source, filter, transform, and sink. The stream rates and the input/output ratios are noted on the edge and the node respectively. The physical plan is first generated by Algorithm 1 as shown in Figure 3.6(b). Then the operator placement plan is generated by taking the physical plan and the cluster as input. It first goes through Algorithm 2 from the source operator, which co-locates the source operators with its binding stream source (the source operator $0_1$ is placed on smart gateway 1 and the source operator $0_2$ is placed on smart gateway 2). Then the algorithm identifies the selective downstream operators (the filter operator with $\psi_i > 1$) to be placed on the same node as the corresponding source operator as shown in Figure 3.6(c). After that, Algorithm 3 takes the output of the above steps as the input. The algorithm starts from the sink operator and places it on the same node as the sink output service (e.g., a database service). Then, it performs a breadth first search of the upstream operators. The transform operator is the next one and its input/output ratio is less than or equal to one and therefore, the operator is placed on the same node where the sink operator is placed. After that, the algorithm outputs the operator placement plan $X^k = \{x^i_v | i \in V^k_{phy}, v \in V_{res}\}$.

It is worth noting that after the data locality-aware physical plan generation and operator placement, there may be some operators whose placement decisions are not yet made even if the user has already optimized the stream processing application through some logic plan optimizations (e.g., predicate-pushdown [16] that push the operators with high input/output ratio towards the source operator). Therefore, after the data locality aware optimization, we use a network-aware operator placement [112] to decide the placement for the other operators that are not marked in this step by providing them as the input of the load-aware operator placement optimization in the next subsection.

### 3.3.2 Load aware operator placement optimization

As discussed in Section 3.2.3, the load aware operator placement takes the output from the data locality
We assume there is a preliminary operator placement $X^k$ already calculated through the above steps namely: (i) data locality aware optimization on the physical plan, (Algorithm 1), and (ii) data locality aware optimization on the operator placement plan (Algorithm 2 and 3). As shown in Algorithm 4, it first estimates the input rate $\lambda_i$ for each operator. The input rate of each operator is calculated by a breadth first search with the help of a queue $Q$ from each source operator $a$ to the sink operator in the line 3~10 of Algorithm 4. The output rate of each operator is calculated as the product of the input rate which is similar to the previous algorithms, the time complexity is $O$.

The neighborhood can be identified when the cluster starts by clustering in the latency space [112] or other methods such as a predefined multi-tier network architecture as shown in Figure 3.1 (each node is assigned to a tier and contains a parent and multiple children in the network). The placement plan is changed by modifying $x_i^v = 0$ and $x_i^v' = 1$. The above step is repeated until the resource is sufficient on node $v$. The time complexity of the algorithm is determined by the two iterations. For the first iteration which is similar to the previous algorithms, the time complexity is $O(|V_{phys}|^2)$. For the second iteration, the worst-case time complexity is $O(|V_{res}|^2 \log |V_{res}|)$ when all the nodes are in the neighborhood and need to offload operators. Hence, the overall time complexity becomes $O(\max\{|V_{phys}|^2, |V_{res}|^2 \log |V_{res}|\})$.

The neighborhood can be identified when the cluster starts by clustering in the latency space [112] or other methods such as a predefined multi-tier network architecture as shown in Figure 3.1 (each node is assigned to a tier and contains a parent and multiple children in the network). The placement plan is changed by modifying $x_i^v = 0$ and $x_i^v' = 1$. The above step is repeated until the resource is sufficient on node $v$. The time complexity of the algorithm is determined by the two iterations. For the first iteration which is similar to the previous algorithms, the time complexity is $O(|V_{phys}|^2)$. For the second iteration, the worst-case time complexity is $O(|V_{res}|^2 \log |V_{res}|)$ when all the nodes are in the neighborhood and need to offload operators. Hence, the overall time complexity becomes $O(\max\{|V_{phys}|^2, |V_{res}|^2 \log |V_{res}|\})$.

\begin{algorithm}
\caption{Algorithm for optimizing the operator placement by load awareness}
\begin{algorithmic}
\State \textbf{Input}: Optimized Physical Plan: $G^k_{phys}(V^k_{phys}, E^k_{phys})$;
\State \textbf{Cluster}: $G_{res}(V_{res}, E_{res})$;
\State Initial Operators Placement: $X^k = \{x^v_i | i \in V^k_{phys}, v \in V_{res}\}$;
\State Estimated source rate: $\lambda_i, \forall s \in S^k_{a}$ and $\forall a$
\State \textbf{Output}: Optimized Operator Placement: $X^{k_f} = \{x^v_i | i \in V^k_{phys}, v \in V_{res}\}$;
\State \textbf{1} Initial the input rate $\lambda_i = 0$, $\forall i \in V^k_{phys}$;
\State \textbf{2} A temporary queue $Q = \emptyset$;
\State \textbf{for} each source operator $a$ \textbf{do}
\State \textbf{3} Initial the input rate of the source operator to $\lambda_a = \sum_i S^k_{a} \lambda_i$;
\State \textbf{4} $i = a$;
\State \textbf{while} $i$ is not sink operator \textbf{do}
\State \textbf{5} for each downstream operator $i'$ of $i$ \textbf{do}
\State \textbf{6} $\lambda_{i'} = \lambda_{i'} + \lambda_i \theta_i$;
\State \textbf{7} Add $i'$ to $Q$;
\State \textbf{8} Pop the first element of $Q$ as $i$;
\State \textbf{end}\textbf{if}
\State \textbf{9} \textbf{for} each node $v$ \textbf{do}
\State \textbf{10} Calculate the total resource requirement: $C_v = \sum c_i(\lambda_i), \forall i \in V^k_{phys}$ that $x_i^v = 1$;
\State \textbf{11} \textbf{while} $O_v < C_v$ \textbf{do}
\State \textbf{12} Select an operator $i = \arg \min_{i} \psi_i$, that $i$ is not source or sink;
\State \textbf{13} Select the neighbor $v'$ of $v$ that $v' = \arg \min_{v} C_v/O_v$;
\State \textbf{14} Offload $i$ to $v'$ that $x_i^v = 0$ and $x^v_{i'} = 1$;
\State \textbf{15} Update $C_v$ and $C_{v'}$;
\State \textbf{end}\textbf{while}
\State \textbf{end}\textbf{if}
\State \textbf{end}\textbf{for}
\State The neighborhood can be identified when the cluster starts by clustering in the latency space [112] or other methods such as a predefined multi-tier network architecture as shown in Figure 3.1 (each node is assigned to a tier and contains a parent and multiple children in the network). The placement plan is changed by modifying $x_i^v = 0$ and $x_i^v' = 1$. The above step is repeated until the resource is sufficient on node $v$. The time complexity of the algorithm is determined by the two iterations. For the first iteration which is similar to the previous algorithms, the time complexity is $O(|V_{phys}|^2)$. For the second iteration, the worst-case time complexity is $O(|V_{res}|^2 \log |V_{res}|)$ when all the nodes are in the neighborhood and need to offload operators. Hence, the overall time complexity becomes $O(\max\{|V_{phys}|^2, |V_{res}|^2 \log |V_{res}|\})$.
\end{algorithmic}
\end{algorithm}
Figure 3.7: A load aware operator placement optimization example: (a) the data locality operator placement result, (b) the load aware optimization result based on (a)

In Figure 3.7, we present an example illustrating the steps in Algorithm 4. In figure (a), the physical plan and operator placement plan of the data locality optimization are given. Based on the optimized plan, we calculate the input rate for each operator starting from the source operator (e.g. for the sink operator 0₁), the input rate is initialized as ten thousand per second, and for source operator 0₂, the input rate is twenty thousand per second. Then, the input rate is calculated through the graph one by one. Each output rate is calculated as the product of the input rate and the selectivity. For example, the output ratio of filter operator 1₁ is calculated by multiplying its input rate, ten thousand per second and the selectivity, one tenth. The result is one thousand per second. With the input rate information, we then estimate the resource requirement based on it (e.g., the resource requirement of the transform operator is 1.5 which is based on the estimated input rate, three thousand per second, and the non-decreasing function $c_i(\lambda_i)$, which can be estimated by a benchmark method). Then, the resource requirement for each node is calculated and compared with the resource capacity. We can see that for the smart gateway 2, the resource is insufficient and hence, we try to offload some operators. After applying the method described in the algorithm, we choose the filter operator 1₁ and move it to the neighbor node in the micro datacenter which has the lowest congestion ratio (2.5/4). The final result is shown in Figure 3.7(b).

It is worth noting that multiple applications can be optimized by Algorithm 4 simultaneously with the physical plans and the initial operator placement plans calculated by the data locality aware algorithms as the input. Then, for each application, the input rate is estimated by going through the line 3~10. After that, for each node, the offloading is calculated by the lines 11~17, but all of the operators (which may belong to multiple applications) are considered in the steps represented in line 12 and 14.

3.3.3 Coflow optimization

As discussed in Section 3.2.4, we define the objective of the coflow optimization as maximizing the coflow
Figure 3.8: A coflow optimization: (a) the operator placement decision and flow information, (b) a flow scheduling decision by a fair sharing mechanism, (c) the flow scheduling decision of our coflow aware optimization.

completion rate across all the applications deployed in the system. So in this section, we will propose the detailed algorithm whose key idea is to prioritize the smaller coflows to make sure their bandwidth requirements are satisfied and then the larger ones.

As shown in Algorithm 5, the proposed heuristic sorts the coflows by its size (the sum of the flow rates in the coflow) and allocates the bandwidth to suit the coflow requirement one by one from the smallest coflow. If any of the links cannot afford the allocation, we revoke the allocation, mark the current coflow as unsatisfied, and continue to the next coflow. After all of the coflows are traversed, we allocate the bandwidth to the remaining unsatisfied coflows by a fair sharing mechanism to equally allocate the remaining bandwidth of each link to the flows bypassing it.

Algorithm 5: Algorithm for optimizing coflow scheduling with coflow awareness

```
1 Initial the link capacity \( \text{link}(v,v') \) for every link in the cluster;
2 An unsatisfied coflow set \( F = \emptyset \);
3 Sort \( D \) by the coflow size \( \sum_{e_{(p,i)}} D_b \) for each coflow \( D_b \in D \);
4 for each \( D_b \) from the smallest coflow do
5 Allocate the rate for each \( c_{(p,i)} \) as \( r_p = c_{(p,i)} \);
6 Update the link capacity \( \text{link}(v,v') = \text{link}(v,v') - r_p \), for \( x^v_p = 1 \), and \( x^{v'}_b = 1 \);
7 if any of the above \( \text{link}(v,v') \leq 0 \) then
8 Revoke the above allocation and mark coflow \( D_b \) as unsatisfied \( F = F \cup \{D_b\} \);
9 Set the rate for coflows in \( F \) by fair sharing the remaining capacity of each link;
```

The example shown in Figure 3.8 also illustrates the algorithm. There are two applications in which operator placements are done. The link capacities between the gateways and the micro datacenter are both 2 Mbit/s. If the bandwidth is allocated by a fair sharing mechanism as shown in Figure 3.8(b), all
coflows cannot be completed on time and all of the three applications will be influenced by the back-pressure. However, if we allocate the bandwidth by Algorithm 5, at least the second application can avoid the back-pressure.

3.4 Evaluation

We evaluate Amnis using a set of stream processing applications in an edge computing experimental testbed. The evaluation is designed to measure the performance improvement of Amnis for various stream processing applications and compare its performance with the state-of-the-art.

3.4.1 Implementation and experimental setup

We implement Amnis on top of Apache Storm [135] (v2.0.0). Amnis can also be implemented on other distributed stream processing engines such as the Apache Flink[133], Heron[77], etc. We chose Storm for implementing Amnis due to its widespread use in data science applications [9] and Storm has the lowest overall latency [38] among leading stream processing engines. We extend the DefaultResourceAwareScheduler\(^1\) (DRA) in Storm to implement our algorithms for the physical plan and operator placement optimizations. The coflow optimization is enforced on each operator using an integrated rate controller implemented in the IRichBolt class which is the base class for implementing many operators.

We deploy a testbed on CloudLab [45] with nodes organized in three tiers as shown in Figure 3.9 and

\(^1\)http://storm.apache.org/releases/2.0.0/Resource_Aware_Scheduler_overview.html
Table 3.2: Testbed Setup

<table>
<thead>
<tr>
<th>Nodes</th>
<th>instance</th>
<th>vCPU</th>
<th>RAM(GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mega Datacenter</td>
<td>m1.2xlarge</td>
<td>16</td>
<td>32</td>
</tr>
<tr>
<td>Micro Datacenter</td>
<td>m1.xlarge</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>Gateway</td>
<td>m1.medium</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3.2. We use the cluster with ten m510 servers in the CloudLab cluster and simulate the three-tier architecture on an Openstack\(^2\) cluster, which is like the multi-tier experiment testbed in related works [141, 42, 10]. The third tier contains fourteen m1.medium instances (2 vCPUs and 4 GB memory) that act as the smart gateways with relatively low computing capacity corresponding to the leaf nodes of the architecture, the second tier has five m1.xlarge instances (8 vCPUs and 16 GB memory), each of them functions as a micro datacenter, and the first tier contains one m1.2xlarge instance (16 vCPUs and 32 GB memory) acting as the computing resource which is available in the mega datacenter. The network bandwidth, latency and topology are configured by dividing virtual LANs (local area networks) between the nodes and adding policies to the ports of each node to enforce, which we apply by the Neutron module provided by the OpenStack project and the traffic control (tc) tool in Linux.

The Amnis platform is deployed on the above-described testbed. We deploy the Storm Nimbus service (acting as the master node) on the m1.2xlarge instance and one Storm Supervisor service (acting as the worker node) on each node respectively. In the Storm setup, we increase the default number of slots from 4 to 8 for each Storm supervisor to enable the cluster to run more operators simultaneously on each node so that we can deploy multiple applications on the cluster. The default network is set to be 2 Mbit/s bandwidth in capacity with 20 ms latency between the gateways and micro datacenters, and the bandwidth capacity is 100 Mbit/s with 50 ms latency between the mega datacenter and micro datacenters. In addition, in the default setup of each application, we place a stream generator on each smart gateway to emulate the input stream. The input stream comes from an MQTT service deployed on each smart gateway. The default stream rate is set to be six hundred tuples per source (smart gateway) per second per application. We enable the at-least-once semantic on the Storm cluster and the MQTT services, so that each tuple will be processed at least once that contributes to the final result. With this feature, we do not take care of the failure during the stream processing, because if a tuple that is being processed or transferred fails, the tuple will be replayed or re-transmitted again.

3.4.2 Applications

To comprehensively evaluate Amnis, the stream processing engine simultaneously runs multiple stream applications. We choose an application from vehicular networks using the Linear Road Benchmark [15], one

\(^{2}\)https://www.openstack.org/software/
application for Smart Grid infrastructure, an application for a VR (virtual reality) Game and a smart city application that calculates the profitability of each area for taxi cars on the road network. Each benchmark contains various kinds of operators (filter, join, aggregate, etc.) with different computational complexities and input/output ratios. The details are described as follows.

(Q1) Accident detection: The first application use case is to detect accidents in linear roads as shown in Figure 3.10. The sensors gather the position and the speed of each car passing it. Then the sensor data is filtered using the condition $speed < \epsilon$, where $\epsilon$ is a small number indicating the error range of the sensor, which has around a hundred to one input/output ratio. After that they are aggregated with car ID and time window. When a car is detected to be not moving in a particular continuous time window, it is treated as a broken car and the position will be reported to the next operation. After the detection of broken-down cars, there is a group-by operator that performs group-by operations for the cars based on location which also identifies whether there is more than one car broken in the same position. In the end, the position is reported and stored in a database table.

(Q2) Anomaly detection: The second use case is to detect abnormality in Smart Grids as shown in Figure 3.11. We change the long-term example described in [110] to a short-term one which detects anomaly usage by comparing the windowed average usage and the instantaneous power consumption (which is sampled one from one hundred metrics). When the consumption difference is larger than a threshold, then the difference is reported to be stored into a database table.

(Q3) VR game: The third use case is to simulate a real-time VR game application that gathers the information from multiple VR devices and updates the virtual world states as shown in Figure 3.12. There are multiple players playing a VR game. The VR devices will send its current state (direction and position) one hundred times per second to a filter which compares the current state with the previous state. If the state difference is larger than a threshold, it passes the state to the next operation (the input/output ratio is ten). The states are gathered and mapped to the virtual global coordinate.

(Q4) Profitable Areas: Last one is a taxi trace analysis application based on the dataset and requirement provided in 2015 DEBS Grand Challenge \(^3\). The goal of the application is to calculate the top ten profitability

\(^3\)http://www.debs2015.org/call-grand-challenge.html
areas by processing the taxi rides stream in real-time as shown in Figure 3.13. It first counts the taxi ride and aggregates the profit for each area in each time window (in the default query, the window size is fifteen minutes, which is set to be one second in the experiment). Then, it joins the above two streams to generate profitability for each area and sorts the profitability of each area in real-time. Any time the ranking changes or the time-window reaches, the updated ranking will be sent to the output. The emulated input stream is sampled from the trace provided on the website and replicated corresponding to the input rate setup in the experiment.

3.4.3 Evaluation Results

In our experiment analysis, different mechanisms are measured and compared: (i) **Amnis** which includes all the proposed optimization features, (ii) **SINK**, a heuristic that tries to put all the operators co-located with the *sink* operator, (iii) **DRA**, the original default resource-aware scheduler in Apache Storm that can be seen as a round-robin algorithm which randomly chooses a physical node and puts as many operators as possible until the computational resources are saturated and then, it randomly chooses another physical node, (iv) **Greedy First-Fit (GFF)**, a heuristic approach proposed in [103] that ranks the nodes using a penalty function that considers the network latency and specifications of the node, the heuristic then schedules the operators to the nodes based on the rank in a first-fit manner, and (v) **Local Search (LS)**, an approach proposed in [103] based on the above Greedy First-fit algorithm, it traverses the neighbor solutions to get a local optimal solution, where the neighbor solution refers to the solution in which the difference is only a single operator placement compared to the result of **GFF**. It is worth noting that except for the **SINK** mechanism, all the other techniques assume that the operators’ resource requirement can be determined as provided by the user (e.g., **DRA** needs the resource usage information of each operator to be given as parameters) or by profiling. In addition, **Amnis, GFF** and **LS** also need the network topology information. For all the mechanisms except **SINK**, the changes in the characteristics of the application or the environment (cluster topology) need to be handled by re-configuring.

To compare the performance of the above algorithms, we set up two different scenarios: (i) we change the input rate on the stream generator for all the applications to test the performance of the algorithms in different workloads and (ii) we modify the last hop bandwidth (from the smart gateways to the Micro
Datacenters) to different values to test the performance under different network constraints. We measured the general critical metrics to the stream processing applications: (i) latency-oriented success rate (maximal 100%, and higher is better), which is calculated based on the number of outputs that can be generated within the deadline (one second in default setting), (ii) end-to-end latency (lower is better), which is calculated by subtracting the output timestamp from the last input tuple which contributes to the output, (iii) bandwidth usage (lower is better), which is the cumulative bandwidth usage during running, (iv) average throughput (higher is better), which is calculated by the overall number of tuples processed dividing the experiment time, and (v) sustainable throughput [70] (higher is better), which is the maximal input rate that the scheduled physical plan can handle without incurring back-pressure. All the results shown in the figures are the average of three runs. For each run, we initialize the four applications at the same time and warm them up for two minutes. Then, we change the workload to the rate indicated in each experiment and gather the results for ten seconds.

As shown in Figure 3.14, we measure the success rate of the stream processing queries. In the figure, we can see that Amnis performs significantly better than the other algorithms for Q1 to Q3. In most settings, Amnis obtains a nearly 100% success rate within the given deadline. When the input rate increases and when other constraints are kept constant, the performance difference between Amnis and other methods increases substantially. Only for Q1, the GFF and LS methods achieve 100% success rate when the input rate is 200 tuples per second per source. For Q2 and Q3, the success rate of the GFF and LS methods is less than 10%
in the conditions. For the other methods namely SINK and DRA, the performance is even worse and the success rate is less than 10% for Q1, Q2, Q3. We see a different trend for Q4 as the aggregation window size is one second and the latency is calculated based on the time interval between the generation time of the last tuple in the time window and the output time of the final result, which causes the average latency to be around one second. Here again, Amnis works better than the other methods and obtains nearly 100% success rate under various conditions for Q1 to Q3 and obtains higher success rates for all the four queries compared to the other methods.

In Figure 3.15, the latency measurements and their distribution (with 90% confidence interval) are shown for different input rates. The y-axis in the figure is the end-to-end latency in ms and it is in log scale. We can see that for Q1 to Q3, Amnis achieves an average latency of around 50 ms to 300 ms when the input rate increases. Also, the 95% percentile latency is from 150 ms to 450 ms with increase in input rate. The other methods have the average latency from one second to tens of seconds when the input rate increases from two hundred per second to one thousand per second. GFF and LS get better results for Q1 than SINK and DRA as GFF and LS consider the average distance between the nodes to decide the operator placement. The average latency difference is as high as 200X when Amnis is compared with the other four methods for Q2 to Q3. Even for Q1, the difference is significant when Amnis is compared with LS when the input rate is one thousand tuples per second. The difference is about 84X (6056ms average latency for LS, and 72ms average latency for Amnis). In addition, we can see that the latency distribution is more narrow when Amnis which indicates that latency is more predictable and stable for Amnis compared with other methods. Here, we note that the y-axis is in log scale and therefore, the same length in the higher position may indicate several orders of magnitude difference in values. In addition, for Q4, SINK, DRA, GFF, and LS generate only three or four outputs when the bandwidth is one Mbit/s because of the bottlenecked network bandwidth, which are less than the normal cases that the number should be more than ten (at least one per second). However, we calculate the success rate only from the output latency distribution which is the portion lower than the threshold (one second in default setting) that we do not assume the number of outputs we should get to calculate the success rate that cause the result here. Also for Q4, LS performs similar to Amnis across the setups and GFF performs similar to Amnis when the bandwidth is larger than two Mbit/s.

In Figure 3.16, the results of the success rate for different last hop bandwidth (the bandwidth between the smart gateways and the micro datacenters) is shown. Here, the deadline is set as one second. The result is similar as above and Amnis reaches 100% success rate in almost all of the scenarios for Q1 to Q3. For Q1, we can see that when the bandwidth increases, the success rate increases gradually to 100% for GFF and LS methods. However, for Q2 and Q3, the success rate does not change significantly as these two applications have higher computational resource requirements and the network is not the bottleneck for these applications. For Q4, the success rate of Amnis is also near 100% when the bandwidth is more than 4 Mbit/s but the success rate ranges from 25% to 75% for GFF and LS which is still better than that of SINK and DRA approaches. The latency measurements presented in Figure 3.17 show the same trends as the
success rate and Amnis performs better than the other techniques. In the figure, we can see that the latency is around 40 to 80 ms for Amnis for Q1, Q2, and Q3. However, for the other four methods, the latency is as high as more than 20 seconds. For Q4, the latency is around one second for Amnis, GFF and LS but for SINK and DRA, the latency is as high as more than 10 seconds. Based on the results in Figure 3.18, we can infer the reasons behind these trends. The figure shows the cumulative bandwidth usage (sum of the bandwidth usage during the experiments) for different bandwidth setup. The usage is gathered in each node by a monitor thread in real time (one second per metric) when the experiment is running. The label 1e6 in the up left corner represents the scale of the y-axis, which also applies to Figure 3.19 and 3.20. We can see that Amnis consumes somewhat similar network resources when the bandwidth is increased from one Mbit/s to five. However, for the other four methods, the bandwidth consumption is about two times when the bandwidth is increased from one Mbit/s to two, which shows that the bandwidth resource is saturated by the other four methods but for Amnis, it is similar for different bandwidth setups. It shows that the overall bandwidth utilization is minimized by the methods in Amnis.

Besides the above metrics, we also evaluate the overall throughput under the above two setups (different input rates and last hop bandwidths). As shown in Figure 3.19, we evaluate the throughput with different input rates. We add an optimal line in the figure that represents the throughput value which consumes the
input without delay. In the figure, we can see that Amnis achieves very similar results as the optimal line. However, the other four methods only get low throughput which has as much as 10X difference compared with Amnis. In Figure 3.20, the results show the sustainable throughput for different bandwidth setups. The sustainable throughput [70] for each method and each bandwidth setup is obtained by gradually increasing the input rate and analyzing the latency distribution. If the latency is increased continuously during the experiment, the current plan is not sustainable which also means that if the current input rate is kept the same, the current method cannot handle it under the current physical plan and operator placement. For Amnis, we reuse the plan in the default setup (the input rate is six hundred tuples per second and the last hop bandwidth is two Mbit/s) to get the sustainable throughput. We can see that Amnis also performs better than the other four methods in different setups. For Q1 to Q3, Amnis achieves around six thousand tuples per second throughput with the optimized plan. For Q4, when the bandwidth is larger than three Mbit/s, GFF and LS can achieve similar throughput as Amnis. For Q4, as it aggregates the tuples in a longer time window (the back-pressure is active only when the processing cannot be completed in a time window), the throughput of this application is similar to other mechanisms, which is around three thousand tuples per second. From the above results, Amnis can get better results not only when the accurate application information (e.g., how many tuples are coming to the application?) is given but also by employing various Amnis methods with estimated information. Thus, the applications using the Amnis approach obtain good throughput under various scenarios.
3.5 Discussion

In this section, we discuss the limitation and future research directions for Amnis.

Generalization and applicability. Our work assumes that the stream processing applications are deployed directly by the distributed stream processing engine on multi-tier edge computing environments. The challenges imposed by the difference in capabilities of resources present in various tiers represent the key difference of edge computing scenarios compared to cloud computing environments [22, 158, 121]. Essentially, our methods can work for many stream processing application scheduling contexts in multi-tier edge computing environments. However, we assume that the control signal in the stream processing application will not be the bottleneck. For example, if the stream processing application is deployed in a geo-distributed edge computing environment, the synchronization of the state of the application (e.g., the back-pressure signal) may become a problem or bottleneck. While this is not handled in our work, we believe that tackling this challenge can be a promising direction for future work.

Profiling and reconfiguration. Our work assumes that the profiling and benchmark results are available for the stream processing applications. Our methods use these basic information of the applications (e.g., the average input rate, the average processing time, the selectivity, and the resource usage) to make informed decisions. While our model and methods can tolerate a certain amount of error, they make re-require reconfiguration of the application deployment to adapt to long-term changes, especially when there are very significant changes in the environment (e.g., a long-term change in the input rate). Making optimized decisions on when and how to perform the reconfiguration is still an open problem. Future work can focus on developing a framework to automate the reconfiguration process by adaptively learning the environment and application characteristics (e.g., a reinforcement learning-enabled agent to automatically develop reconfiguration strategies).

Data locality. Our work optimizes the data locality primarily by grouping the selective operators with the source operators and by moving them to the data source (Section 3.3.1.1). We assume that the selective operators are stateless so that we can arbitrarily split them with the same number of the corresponding
source operator. However, the selective operator can also be stateful as in the case of windowed maximal and key-by sum operators. The reason we limit the applicability to the stateless operator is that the split stateless operators do not need to consider the shuffling phase which needs to be correct (e.g., for key-by sum, all the tuples belonging to a key needs to be processed by one of the downstream operators) and it can be a bottleneck between the split source operators and the downstream operators. However, it is also possible to automatically split the stateful operator to improve the data locality which we leave it as future work. In addition, Our work does not assume any specific partition function to be used between two connected operators. The partition function can influence the performance in some cases. For example, the partition function can prefer the successor task which is placed locally with the current task to improve the data locality. The optimization of the partition function has been widely studied in the distributed batch processing domain [166], however, applying those methods in a heterogeneous edge computing environment is still a challenge which can be a promising direction for future work.

3.6 Summary

In this chapter, we propose a novel stream query processing framework called Amnis that optimizes the performance of the stream processing applications through a careful allocation of computational and network resources available at the edge. The Amnis approach differentiates from the state-of-the-art through its careful consideration of data locality and resource constraints during physical plan generation and operator placement for the stream queries. Additionally, Amnis considers the coflow dependencies to optimize the network resource allocation through an application-level rate control mechanism. We implement a prototype of Amnis in Apache Storm. Our performance evaluation carried out in a real testbed demonstrates the effectiveness and scalability of the Amnis approach. Our results show that the proposed techniques achieve as much as 200X improvement on the end-to-end latency and 10X improvement on the overall throughput.

The optimizations discussed in this chapter help meet the performance requirements of low-latency stream processing in heterogeneous edge computing environments. However, as edge infrastructures consist of several unreliable devices and components in a highly dynamic environment, failures are more of a norm than exception [81]. Thus, to support reliable delivery of low latency stream processing over edge computing, we need a highly fault-tolerant stream processing solution that understands the properties of the edge computing environment for meeting both the latency and fault tolerance requirements. In the next chapter, we propose a novel resilient stream processing framework that achieves system-wide fault tolerance while meeting the latency requirement for the applications.
4.0 Resilient Stream Processing in Edge Computing

In this chapter, we present a novel resilient stream processing framework that achieves system-wide fault tolerance while meeting the latency requirement for the applications in the edge computing environment. The proposed approach employs a novel resilient physical plan generation for the stream queries that carefully considers the fault tolerance resource budget and the risk of each operator in the query to partially actively replicate the high-risk operators in order to minimize the recovery time when there is a failure. The proposed techniques also consider the placement of the backup components (e.g., active replication) to further optimize the processing latency during recovery and reduce the overhead of checkpointing delays. We extensively evaluate the performance of our techniques by implementing a prototype on Apache Storm [135] on a cluster test-bed in CloudLab[45]. Our results demonstrate that the proposed approach is highly effective and scalable while ensuring low latency and low-cost recovery for edge-based stream processing applications.

4.1 Background and Motivation

In this section, we discuss the state-of-art stream processing fault tolerance solutions and illustrate the challenges in supporting resilient and fault tolerant stream processing in the edge computing. As the number of IoT devices increases, large amounts of data get generated near the edge of the network in real-time. Traditional cloud solutions for IoT may lead to long processing times and may not be suitable for latency-sensitive IoT applications such as virtual reality (VR) applications (that require less than 16 milliseconds latency to achieve perceptual stability) [120], and applications for smart cities such as connected vehicles (e.g., collision warning, autonomous driving and traffic efficiency with latency requirement around 10 to 100 milliseconds) [14] and intelligent online traffic control systems [22]. Stream processing in an edge computing environment provides a promising approach to meet strict latency requirements while processing huge amounts of data in real-time. Fault tolerance is an important aspect of edge computing as many IoT applications require both high accuracy and timeliness of results. As edge infrastructures consist of several unreliable devices and components in a highly dynamic environment, end-to-end failures are more of a norm than exception [81]. Thus, to support reliable delivery of low latency stream processing over edge computing, we need a highly fault-tolerant stream processing solution that understands the properties of the edge computing environment for meeting both the latency and fault tolerance requirements.

Checkpointing[145] and replication [63] represent two classical techniques for fault tolerant stream processing. The idea behind replication is to withstand the failure by using additional backup resources. Replication approaches include both active replication and standby replication. When there is a failure, the backup resources will be used to handle the workload impacted due to the failure. The difference between active replication and standby replication is that in active replication, both the primary and the replica run
simultaneously and process the same input and produce the output. However, in standby mechanisms, the standby does not generate outputs. In hot standby mechanisms, the standby processes the tuples simultaneously similar to the primary but with cold standby, the standby only synchronizes the state with the primary operator passively.

The checkpointing mechanisms on the other hand periodically store the state of the operators in persistent storage to create timestamped snapshots of the application. Often, the checkpoint mechanism works with the replay mechanism that caches the input tuples at the source operator (e.g. the source operator shown in Figure 4.1). When there is a tuple failure or a timeout, the source operator re-sends the tuple to the downstream operators for reprocessing. The replay mechanism tracks the processing status of each tuple (e.g., the acker shown in Figure 4.1 is used to track this information). When a failure happens, the state of the failed operator is restored and the unprocessed (unacknowledged) tuples are replayed as shown in the example in Figure 4.1. As shown in Figure 4.1, the stream processing application has four operators, a source operator which fetches the stream from the data provider outside of the system, a splitter that splits the sentence into words, a counter that counts the words, and a sink that stores the result. It also includes fault tolerance components namely the acker, the checkpoint store, and active replication of the counter operator.

Hybrid methods employ a combination of both checkpointing and replication. They are referred to as adaptive checkpointing and replication techniques. Adaptive checkpoint and replications schemes have been proposed in several domains [129, 89, 168, 142, 60, 128]. The goal of combining active replication and checkpoint mechanisms is to achieve seamless recovery compared to pure checkpointing. When active replication is applied correctly, the recovery time will be zero (the input of the failed operator is handled by the replica). Combining active replication and checkpointing also decreases the resource overhead as it significantly employs checkpointing that only needs a very limited resource (transferring and storing the checkpoints as shown in Figure 4.1) compared to fully active replication that needs nearly twice the resource usage of the original.
While adaptive checkpointing and replication is a promising approach, its application in edge computing is challenged in several aspects. The heterogeneous nature of both physical nodes and the network components in an edge computing environment significantly challenges the placement of the replicas that directly influences the performance and cost. For example, in Figure 4.1b, if active replication of *counter* is placed in a node far from the *splitter* and *sink* operators assuming a latency of 200ms between the smart gateway 3 and the micro datacenter, the latency to transmit the stream to the *sink* operator from the replica will be very high. We note that it will not influence the performance in the fail-free condition as the application will eliminate the duplicate results at the end and the output from the primary will be always generated earlier than the output from the replica in this condition. However, when the primary *counter* operator fails, the output of the active replication will become the valid output and it will dramatically influence the latency that makes the results not useful as it may contain out of date information. For instance, let us consider that the latency requirement is less than 200ms and the normal processing from the *source* to the *sink* needs 100ms. In the fail-free condition, the latency requirement will be met. However, if the primary operator fails, the output comes only from the replica during the recovery phase and a bad placement of the replica can drastically increase the latency to more than 200ms which may violate the latency requirement and make the results not useful.

Most current state-of-art distributed stream processing systems (e.g. Apache Flink [133], Apache Storm [135]) optimize the performance of an application by placing the operators in a single worker (single process) and in a single physical node or a set of adjacent physical nodes to improve the data locality by reducing the overhead of copying or transmitting the data across the processes or nodes. Therefore, if the placement mechanism is unaware of the fault tolerance mechanisms and requirements, the fault tolerance properties achieved by the mechanisms may be poor. For example, in the worst case as shown in Figure 4.1a, when the active replica is placed along with the primary operator in the same worker 3 (the dotted line in the figure indicates the boundary of a worker), the active replica will also fail because of the influence of the primary failure which makes the active replication scheme ineffective. While optimizing for performance and data locality is important, careful decisions on where to place the backup resources (e.g. the active replication, the checkpoint store) while closely considering their roles in the application is vital to achieving the desired resilience properties. In the example shown in Figure 4.1b, we place the active replication in a different node near the node where the primary is placed so that the failure of either will not influence each other. Here, careful tradeoffs between data locality and minimizing correlated failure probabilities are essential to ensuring both high resiliency and performance in terms of throughput and latency. In the next section, we discuss the system design of our proposed fault tolerant stream processing mechanisms optimized for edge computing environment.
4.2 System Design

The proposed fault tolerance mechanism for edge computing consists of two phases namely (i) resilient physical plan generation, and (ii) resilience-aware scheduling and failure handling. In the resilient physical plan generation (Figure 4.2), we decide the physical plan of the stream processing application by first translating the user code into a logic plan and then, based on the preliminary operator placement result, we add the necessary backup components (e.g. active replication, and checkpoint store) considering the recovery cost for each operator. Then, when the physical plan is going to be deployed on the cluster, the system needs to decide the placement of both the operators and the backup components and handle the failure when the application fails.

Next, we discuss the details of various components (Figure 4.2) of the proposed resilient stream processing system.

4.2.1 Resilient physical plan generation

A stream processing application can be represented as a Directed Acyclic Graph (DAG) which captures the processing graph provided in the user-defined program. A logic plan illustrates the logic of the stream processing application represented by the DAG. Thus, a logic plan consists of vertices and edges where the vertices represent the operators defined by the user and the edges are the streams between the operators as shown in Figure 4.2. We use the notation, \( G_{\text{logic}}(V_{\text{logic}}, E_{\text{logic}}) \) to represent the logic plan. We note that the logic plan is not the task graph directly deployed onto the cluster. A physical plan extends the logic plan with more detailed configurations including the level of parallelism for each operator, the configuration for the backup operators, etc. The resilient physical plan is represented as a graph \( G_{\text{phy}}(V_{\text{phy}}, E_{\text{phy}}) \). When
Figure 4.3: Resilient Physical Plan Example

generating the resilient physical plan, the system needs to decide several parameters including the operators which are actively replicated.

We present an example in Figure 4.3. Besides the logic plan, the resilient physical plan generation includes many other components: (i) the acker is an operator tracking whether the tuples have been completely processed in the application, (ii) the checkpoint store provides the services to store the checkpoint in the volatile memory or in the persistent storage, (iii) the state management for each stateful operator (e.g. the counter operator) indicating the checkpoint mechanism and the parameters of the checkpoint mechanism (e.g. the checkpoint interval), (iv) the fault tolerance mechanism for each operator. For example, the counter operator is protected by both the active replication, the checkpoint mechanism and the event replaying (the acker feedback loop). We denote the fault-tolerant physical plan including the backup components as $V_{phy} = V_{logic} \cup \{i_{ckstore}, i_{cksource}\} \cup V_{acker} \cup V_{active}$, where $i_{acker} \in V_{acker}$ is an acker operator in the acker set, $i_{ckstore}$ is the checkpoint store which can be a local database or a memory key-value store. Here $i_{cksource}$ is a source operator which is responsible for generating the checkpoint stream (signal) based on the checkpoint interval configuration, which we will discuss the details about the checkpoint stream later, and $V_{active}$ is a copy of the subset of $V_{logic}$ which defines the operator set that actively replicates the operators in the logic plan. The details of how to configure the above components are described in Section 4.3. Also, in the physical plan, the parallelism of each operator $i$ can be decided by the user to determine how many tasks will be run to process the input of an operator which directly influences the decision of active replication. Here we use $i^k$ to indicate the $k$-th task of an operator $i$ and the parallelism is denoted as $K_i$, a predefined parameter.

The checkpoint stream is a fault tolerance component which will pass through all the operators in the logic plan in the same sequence defined by the logic plan. When one of the operators receives the checkpoint tuple (barrier), the stateless operator will forward it to the downstream operators, and the stateful operator will
halt the stream processing and perform the checkpointing by committing the current state to a checkpoint store. The checkpoint stream is for synchronizing the state over the whole stream processing application to ensure that the checkpointing is done across the application as an atomic operation. When the checkpoint tuple (barrier) passes all the operators in the logic plan, an acknowledgment will be made by the acker to inform the checkpoint source that the current checkpointing is done. Next, we discuss the notion of operator and backup component placement and illustrate how the failure is handled by the backup components.

4.2.2 Scheduling and failure handling

After the resilient physical plan is determined, the system needs to decide the placement for each component in the physical plan and handle the application. The scheduling decision can be illustrated as a mapping between the physical plan graph $G_{phy}$ and the cluster graph denoted by $G_{res}(V_{res}, E_{res})$ where the $V_{res}$ indicates the nodes in the cluster and $E_{res}$ indicates the virtual links connecting them. An example is shown in Figure 4.2 in which we have two smart gateways connecting a micro datacenter. Here, we use $i$ to represent the component in the physical plan that $i \in V_{phy}$ and $v$ to indicate the node in the cluster that $v \in V_{res}$. We use $c_v$ to indicate the idle resource capacity of a node which is the full capacity subtracting the resource usage on that. For the mapping between the physical plan and the cluster, we use $X = \{x_i^v | i \in V_{phy}, v \in V_{res}\}$ to indicate if $x_i^v = 1$ then the component $i$ is deployed on node $v$, and vice versa. After the physical plan is scheduled to the cluster, the stream processing runs continuously until it is shutdown. When there is a failure in the state-of-art stream processing systems (e.g. Apache Flink [133], Apache Storm [135]), the state of the application is typically backed up by checkpointing and the input data is backed up using a replay mechanism. Thus during recovery, a few steps can restore the application to its normal status. However, this process can be time consuming. The recovery time varies from application to application but usually, it can be divided into two parts: (i) the time for detection of the fault and (ii) the time for restoring the computation. For the first component, most distributed stream processing systems use heartbeat [4] to detect task failures and node failures. The heartbeat is a kind of signal sent between the monitor (e.g. a master node) and the monitored tasks. When there is a timeout of the heartbeat, the monitor will assume that the monitored task has failed and will trigger the recovery mechanism (e.g. restarting the fail task). For the second part, the application needs to recover from the failure in order to restore to the state before the failure. In distributed stream processing systems, the state of the operator is restored by the latest checkpoint and the tuples are replayed to gradually recover the state of the operator to the point before the fail happens. Thus, with the above two delays, the application will not produce any output until all the operators are synchronized to the state before the failure which will introduce high recovery latency and processing latency. The latency can cause several issues including violating the user’s latency requirement and in some cases, the peak workload during recovery may cause other operators to fail consecutively.

Active replication can be one of the most promising supplementary technique for the regular checkpointing-based fault tolerance. The primary and secondary (replica) will run at the same time to produce results
so that only when both fail simultaneously, it will cause failure of the application, otherwise the failure will be seamlessly covered. There is no heartbeat detection latency and no restoring latency during the time of failure and the total recovery time for this mechanism becomes nearly zero for most conditions. However, if we replicate all operators with active replications, it results in nearly twice the original resource usage cost to handle the workload. Therefore, we need a mechanism to estimate the risk of each operator based on the estimated recovery time and adopt cost-effective approach to selective replication.

4.2.3 Recovery time estimation

If the application is only backed up by the checkpoint mechanism or when the failed operator is not replicated by active replication, the recovery time can be significant. We first estimate the recovery time to obtain the risk of each operator to determine which operators need to be replicated. We note that the recovery time contains two components namely (i) fault detection and (ii) computation restoring.

Fault detection time is determined by the heartbeat interval, the latency between the monitor and the fail task and the configuration of the heartbeat timeout. We assume that the failed task is $i$ and the monitor task is $m$ which can be either a node manager (e.g. supervisor in Apache Storm), a cluster master (e.g. the nimbus in Apache Storm), or a cluster coordinator (e.g. a zookeeper cluster in Apache Storm). If the monitor is a node manager, the failure of task $i$ can be detected by the timeout of the heartbeat, which is denoted as $\tau_{hbtimeout}$ (the timeout can be set by a parameter, for example it can be five seconds). Therefore, in the worst case, the time to detect the fault can be the sum of $\tau_{hbtimeout}$ and the heartbeat interval (the fault happens immediately after acknowledging the last heartbeat). As the heartbeat timeout is often significantly larger than the heartbeat interval, we can ignore the heartbeat interval and only consider the influence of the heartbeat timeout, $\tau_{hbtimeout}$, in the recovery. If there is a node $v$ failure, the time to detect the fault needs to include the latency between the failed node and the monitor node which is denoted as $l(v, m)$. The second part namely the time to recover the computation is more challenging to estimate as it related to many aspects including the length of the unacknowledged queue of the tuples, the size of the state, and the average processing time of the fail operator.

When restoring the computation, the recovery time can be divided into three phases namely (i) restarting the task and loading the program into memory, (ii) retrieving of the latest checkpoint from the checkpoint store, and (iii) reprocessing the unacknowledged tuples to restore the computational state before the failure. For the first component namely restarting and loading the program, we assume it is a constant time $\tau_{restart}$. For the second part, the time to retrieve the checkpoint is noted as $\tau_{checkpoint}(\text{size}(s_i))$, which can be determined by the size of the state $\text{size}(s_i)$ where $s_i$ denotes the latest state of an operator $i$, and the latency between the operator and the checkpoint store, which is denoted as $l(v, v')$ where $v$ is the node in which operator $i$ is placed, and $v'$ is the node where checkpoint store is placed. For the third part, we need to know how many input tuples of operator $i$ is not acknowledged yet. We assume that it is a function $q_i(\lambda_i)$ denoting the input buffer of the unacknowledged tuples which is related to the input rate $\lambda_i$ of operator.
i. For each tuple, we need $d_i$ to fully process it on average and we can estimate the replaying time as $\tau_{\text{replay}} = d_i q_i(\lambda_i)$. With above mentioned steps, we can estimate the overall recovery time if the operator $i$ fails without an active replication by adding the detection time and the restoring time as shown below:

$$
\tau_i(X) = \tau_{\text{hittimeout}} + l(v, m) + \tau_{\text{restart}} + \tau_{\text{checkpoint}}(\text{size}(s_i)) + l(v, v') + \tau_{\text{replay}} \quad (7)
$$

Based on the above recovery time estimation, we can estimate the risk of each operator with the operator placement decision and optimize it further to either add more active replications or migrate some of the operators to reduce the risk, which we will discuss the detail in Section 4.3. In the next subsection, we will introduce the method we use to predict the failure, which is an important component to achieve an accurate recovery cost estimation.

### 4.2.4 Failure prediction

Our method is based on the accurate prediction of the failure. We summarize the failure modes to include: (i) tasks failures in which a specific task fails (e.g., due to memory issues), (ii) node failures in which a node or the supervisor deployed on it fails causing all tasks running on it to fail, (iii) data failures which refer to the loss of data that may occur due to data dropping on a congested network device or a communication timeout due to a high latency network.

For the task and node failures, there are many related works [119] that predict such failures accurately with close to 99% accuracy. There are also some recent efforts in the IoT domain [19] which predicts the failure of the IoT devices. For the data loss, we do not handle it through active replication but through the back-pressure and replaying techniques in stream processing [31] which we discuss in Section 4.3.

With the above observations, we can leverage the failure prediction to help us predict the risk of each operator. We assume the failure probability is $p_i(t)$ for task $i$ and $p_v(t)$ for a node $v$ in a time-slot $t$. We assume the node failure will cause all the tasks (operators) placed on it to fail. Thus, if a preliminary operator placement $X_0 = \{x_i^v | i \in V_{\text{logic}}, v \in V_{\text{res}}\}$ is determined as shown in Figure 4.2, we can combine the respective task and node failure probabilities together to form a uniform failure probability $\rho_i(t) = p_i(t) + p_v(t) - p_i(t)p_v(t)$, that $x_i^v = 1$ with the assumption that the task failure and the node failure are independent events. The failure probability may change due to the workload change or environment change but the probability can be updated by the prediction algorithm before each time-slot using the monitors deployed on each node as shown in Figure 4.2. Within each time-slot, we can decide a resilient physical plan based on the risk estimated by the recovery time and the failure probability predicted by the prediction algorithms, which consists of the original operators, their placement, fault tolerance components configuration, and the placement of the components. We discuss its detail in the next section.
4.3 Resilient Stream processing

In this section, we describe the proposed algorithms for resilient stream processing in edge computing that leverage both checkpointing and active replication techniques. We assume that the user can specify a fault tolerance resource budget which can be the amount of the additional computational resources (e.g. CPU, memory). We transform the budget to quantify the extra resources to be used to handle the fault (e.g. the resource amount can be calculated using the resource unit price). Then the multi-dimension resource amount (CPU, Memory, bandwidth, etc.) can be converted into a one-dimension amount using methods such as the dominant resource described in [52]. We use $C$ to denote the additional resources that can be used to run the fault tolerance components (e.g. the checkpoint store and active replication).

With the budget configuration, the resilient physical plan can be generated by considering the risk and failure probability of the operator to selectively replicate some of the operators which have higher recovery costs (e.g. recovery time) and higher failure probabilities. Thus in the physical plan generation, we estimate recovery cost by combining the risk (recovery time) with failure probability: $a_i(t, X) = \tau_i(X)\rho_i(t)$, which can be also seen as the expectation of the recovery cost of the operator $i$ in the time-slot $t$. For simplicity, we assume that the basic physical plan which is directly generated from the logic plan $G_{logic}$ and the operator placement are already decided by parsing the user’s program and calculated by a scheduler. We use $X_0$ to denote the original operator placement decision generated by the default scheduler (e.g. the default resource aware scheduler in Apache Storm [135]). Our algorithm will use the determined operator placement decision to further optimize the configuration and placement for the fault tolerance components. We note that the placement of the operators can influence the performance of the stream processing application and therefore, jointly optimizing the configuration and placement of both the operators and the fault tolerance components can be an interesting direction of future research. In this chapter, we primarily focus on the fault tolerance aspect and its influence on the applications. We divide the proposed fault tolerance solution into two phases: (i) checkpoint related component configuration (ii) active replication related configuration. For the checkpoint related component, we need to decide: (i) where to place the checkpoint store, (ii) how many ackers we need to use to track the completion of each tuple and where to place them. For the active replication, we need to decide: (i) which operators to be actively replicated, (ii) where to place these active replications. In the rest of this section, we illustrate our proposed solutions to achieve fault tolerance in edge computing environments by leveraging both checkpointing and active replication while carefully considering the resource budget and latency requirement.

4.3.1 Checkpoint

The checkpointing mechanism periodically takes snapshots of the state of the whole stream processing application, and when there is a failure, the checkpoints can be used to restore the state of the application to a state before the failure happens. However, merely restoring the state is not sufficient to guarantee
the correctness of the processing as the input data that do not contribute to the restored state should be
replayed in order to make sure that they also contribute to the final output. We leverage two techniques here
to guarantee the correctness when failure happens: (i) checkpointing which includes the snapshot mechanism,
the state committing by the stateful operators, and the checkpoint storage, and (ii) input data replaying
which includes the tuple tracking mechanism and the replaying mechanism.

As we want to ensure that all the operators are backed up, we enable the checkpointing mechanism
across the application as the basic fault tolerance mechanism before applying the active replication. We
take the logic plan of the application \( G_{\text{logic}}(V_{\text{logic}}, E_{\text{logic}}) \) and add the checkpointing related components
into it including a checkpoint store \( i_{\text{ckstore}} \) which is responsible for storing the checkpoints, a checkpoint
source \( i_{\text{cksource}} \) generating the stream to synchronize the snapshot status across the application, and a set
of ackers \( V_{\text{acker}} \) tracking the accomplishment of all the tuples. Besides, we need to decide the placement for
the above-mentioned components. As the checkpoint source only influences the snapshot step by generating
synchronization signals and tracking the checkpointing step, the influence of the placement of it is not very
significant. Here, we can simply collocate it with one of the source operators in the logic plan. For the
checkpoint store, we need to consider the network connectivity to all the stateful operators which commit
cHECKPOINT information to it. If the operator fails without an active replication, it needs to communicate
with the checkpoint store to fetch the latest state promptly. Besides, the checkpoint will be committed to it
periodically from the stateful operators and therefore, we need to select a node which is in an appropriate
node in which all the stateful operators can commit the checkpoint to it without waiting a long time to
get the acknowledgment. In our work, we assume that one-node checkpoint store is capable of handling the
checkpoints of the stream processing application with a resource requirement \( c_{\text{ckstore}} \). For the highly geo-
distributed application, we can employ geo-distributed key-value stores \cite{geo-distributed} to implement a more scalable
checkpoint store. We have the initial operator placement decision \( X_0 \). We use \( V_{\text{stateful}} \) to denote the set of
all the stateful operators in the application and we can compute the objective function:

\[
\min \sum_{i}^{V_{\text{stateful}}} l(v, v') \text{ that } x^i_v = 1, x^i_{\text{ckstore}} = 1
\]  

(8)

The problem can be solved by traversing all the nodes and the computational complexity is \( O(|V_{\text{res}}|)
\)
\( |V_{\text{stateful}}| \).

Next, for the acker which tracks the completion of each tuple, we need to determine the following: (i)
the minimal number of ackers that can handle the tracking of the application, (ii) the placement of the
ackers to minimize the gap between the accomplishment and the acknowledgment of the tuples, which in
turn minimizes the unnecessary replaying of the tuples when there is a failure. We assume that the capacity
of an acker is \( a_{\text{acker}} \) with a resource requirement, \( c_{\text{acker}} \), which indicates that one acker can handle the
tracking of at most \( a_{\text{acker}} \) tuples in a unit time. Therefore, the number of ackers can be calculated as
follows: \( |V_{\text{acker}}| = \frac{\sum V_{\text{logic}} \lambda_i}{a_{\text{acker}}} \). The placement can be also decided similar to the checkpoint store that we
need to minimize the weighted distance between the ackers and the operators:

$$\min \sum_{i \text{acker}} \sum_{i \text{acker}} \frac{\lambda_i l(v, v')}{|V_{\text{acker}}|} \quad \text{that} \quad x_v^i = 1, x_{v'}^{i_{\text{acker}}} = 1$$

To traverse all the combinations, the computational complexity ranges from $O(|V_{\text{res}}||V_{\text{logic}}|)$ to $O(|V_{\text{res}}| |V_{\text{acker}}|)$ which is determined by how many nodes are used for placing the ackers. The result of the above problem composes of a placement decision of the checkpointing components, which we denote as $X_{\text{checkpoint}}$ consisting of the placement of the checkpoint source, the checkpoint store, and the ackers.

### 4.3.2 Active Replication

The checkpointing mechanism backs up the application entirely by periodically snapshotting the state of the whole application. However, the recovery time is significant if there is a failure. The restarting of the failed task, the restoring of the state, and the replaying of the unacknowledged tuples incur significant time. Therefore, we add the active replication to the operator which has a higher failure probability and a longer estimated recovery time by considering the fault tolerance budget defined by the user.

**Algorithm 6: Select and place active replication**

<table>
<thead>
<tr>
<th>Input</th>
<th>Logic plan: $G_{\text{logic}}(V_{\text{logic}}, E_{\text{logic}})$;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operator placement: $X_0$;</td>
<td></td>
</tr>
<tr>
<td>Checkpoint Component placement: $X_{\text{checkpoint}}$;</td>
<td></td>
</tr>
<tr>
<td>User fault tolerance budget for active replicates: $C_{\text{active}} = C - c_{\text{ckstore}} -</td>
<td>V_{\text{acker}}</td>
</tr>
<tr>
<td>Time-slot: $t$;</td>
<td></td>
</tr>
<tr>
<td>Output: Operator set to be replicated: $V_{\text{active}}$;</td>
<td></td>
</tr>
<tr>
<td>Active replication placement: $X_{\text{active}}$;</td>
<td></td>
</tr>
</tbody>
</table>

1. Initial the operator set $V_{\text{active}} = \emptyset$ and placement $X_{\text{active}} = \emptyset$;
2. Sort the operators in $V_{\text{logic}}$ by their risk $a_i(t, X)$ in a descending order;
3. for each operator $i \in V_{\text{logic}}$
   4. if $c_i(\lambda_i) \leq C_{\text{active}}$
      5. $V_{\text{active}} = V_{\text{active}} \cup \{i\}$;
      6. Update $C_{\text{active}} = C_{\text{active}} - c_i(\lambda_i)$;
7. for each active replication $i' \in V_{\text{active}}$
   8. Get the node $v$ which handles the primary operator $i$ of the active replication $i'$;
   9. Sort the neighbor nodes of $v, v' \in V_{\text{res}}$ by their distance $l(v, v')$ in an ascending order;
10. for each neighbor node $v' \in V_{\text{res}}$
11. if $c_i(\lambda_i) \leq c_{v'}$
12. $X_{\text{active}} = X_{\text{active}} \cup \{x_{v'} = 1\}$;
13. Update $c_{v'} = c_{v'} - c_i(\lambda_i)$;
14. Break;
15. For the remaining replication which does not find a placement, we use a network-aware mechanism[112] to place them;

There are two decisions we need to make when dealing with active replication: (i) which operators need to be actively replicated, and (ii) where to place the active replication to minimize the latency when there is a failure. For the selective active replication, we consider a user-defined budget $C$, which represents the resource that can be used by the fault tolerance components. The resource requirement for each operator
is $c_i(\lambda_i)$, which is related to the input rate. We assume that the resource requirement is a non-decreasing function of the input rate $\lambda_i$. We also assume that active replication replicates the method of the primary operator exactly the same way so that the resource requirement of the active replication of an operator $i$ is the same, which is also $c_i(\lambda_i)$. The active replication selection method is shown in Algorithm 6 line 1-6. We can see that the algorithm selects the operators to be replicated based on the initial operator placement decision $X_0$ and based on their recovery cost until we reach the fault tolerance budget. The output is the operator set which is selected to be actively replicated, $V_{\text{active}}$. The computation complexity is determined by the sorting, which is $O(|V_{\text{logic}}| \log |V_{\text{logic}}|)$. After the active replicated operators are selected, we need to decide the placement of them to also minimize the latency during failure. Instead of understanding all the operators in the application to estimate the performance and schedule the active replication, we assume that the physical plan and the original placement $X_0$ already meet the service level agreement (SLA) with the user and thus, we focus on how to minimize the performance (especially latency) gap between the fail-free condition and fault condition. In Algorithm 6 line 7-15, we illustrate the detail of our proposed algorithm to place the active replications. The problem is solved by placing the replication to the node which is the nearest capable neighbor of the primary operator to minimize the influence of the network latency and other impacts on the active replication when there is a failure. The method fetches the placement information of the primary operator and tries to place the replication in one of the neighbors. It is worth noting that the neighbor information can be obtained by clustering the nodes in a latency space [112] or by a predefined cluster architecture as used in our experiments. The algorithm traverses the neighbors in the increasing order of distance (network latency) until there is enough capacity in a node to place the replication. The computation complexity is determined by the outer loop and sorting and the complexity is $O(|V_{\text{active}}||V_{\text{res}}| \log |V_{\text{res}}|)$.

4.4 Evaluation

We evaluate our fault-tolerant stream processing system in an edge computing experimental testbed. The evaluation is designed to measure the performance improvement of our method in comparison with both the baseline and state-of-art solutions. In the evaluation, we study the influence of the fault tolerance component placement and analyze the performance impact of using checkpointing as the only fault tolerance mechanism. Finally, we study the overhead of applying various fault tolerance solutions.

4.4.1 Implementation and experimental setup

We implement the system on top of Apache Storm [135] (v2.0.0). It can also be implemented on other distributed stream processing engines such as the Apache Flink[133]. We extend DefaultResourceAwareScheduler (DRA) in Storm to implement our algorithms for the physical plan and scheduling optimizations. The
physical plan generation and the scheduling decision is implemented outside of the scheduler. The scheduler takes the physical plan and the scheduling decision as input and based on them to schedule the tasks.

We deploy a testbed on CloudLab [45] with nodes organized in three tiers. We use the cluster with ten m5.10 servers in the CloudLab cluster and simulate the three-tier architecture on an Openstack [125] cluster. The third tier contains fourteen m1.medium instances (2 vCPUs and 4 GB memory) that act as the smart gateways with relatively low computing capacity corresponding to the leaf nodes of the architecture. The second tier has five m1.xlarge instances (8 vCPUs and 16 GB memory) and each of them functions as a micro datacenter. The first tier contains one m1.2xlarge instance (16 vCPUs and 32 GB memory) acting as the computing resource used in the cloud datacenter. The network bandwidth, latency and topology are configured by dividing virtual LANs (local area networks) between the nodes and adding policies to the ports of each node to enforce. We use the Neutron module provided by the OpenStack project and the traffic control (tc) tool in Linux to simulate.

We deploy the Storm Nimbus service (acting as the master node) on the m1.2xlarge instance and one Storm Supervisor service (acting as the slave node) on each node respectively. For the checkpoint store, we use a single node Redis service. The default network is set to be 100 Mbit/s bandwidth in capacity with 20 ms latency between the gateways and micro datacenters, and the bandwidth capacity is 100 Mbit/s with 50 ms latency between the cloud datacenter and micro datacenters. We also place a stream generator on each smart gateway to emulate the input stream. The input stream comes to an MQTT (Message Queuing Telemetry Transport) [62] service deployed on each smart gateway. The default stream rate is set to be 100 tuples per source (smart gateway) per second (which is 1400 tuples per second in total).

4.4.2 Application

The application we use in the experiment is to detect accidents in linear roads as shown in Figure 4.4. The sensors gather the position and the speed of each car passing them. Then the sensor data is filtered using the condition speed < ϵ, where ϵ is a small number indicating the error range of the sensor. After that they are aggregated by the location ID and time window. When a car is detected to be not moving in a particular continuous time window, it is treated as a broken car and the position will be reported to the next operation. In the end, the position is reported and stored in a database table. We implement the application based on the API provided by Apache Storm. For the windowed aggregator in the application, we enable the window persistence so that the tuples in every window will be stored in the checkpoint store periodically. The timeout parameter for tracking the completion of the tuple is set to be 5s. To generally accept the out of order tuples, we enable the lag parameter in the windowed aggregator as one second (the default setting is zero which means the lag tuples will be dropped immediately), which means that the out of order tuple can be accepted in a one second time window, otherwise it will be dropped. We set the window size to one second and the default fault tolerance budget to 10% of the original application. The default parallelism of the filter operator is set to be 14 which is as same as the number of the sources and the parallelism of the
aggregator is set to be 2.

For each experiment, we run the application and the stream generators for one minute and let the application run another thirty seconds to let it fully process the input. The tuples which are not processed in the additional thirty seconds are considered as failed tuples.

4.4.3 Algorithm

We compare our methods in different combinations. We divide the proposed method into two parts: (i) Resilient Physical Plan Generation (RPPG) and (ii) Resilience-Aware Scheduling (RAS). For the physical plan generation, we compare with: (i) ck-only, which only applies the checkpoint to achieve fault tolerance, and (ii) full-rep, which applies full active replication to protect all of the operators. For the scheduling optimization, we compare RAS with DRA which is the default scheduler Apache Storm uses as described above.

4.4.4 Experiment Results

We first evaluate the performance to compare fail-free and fixed failure conditions as shown in Figure 4.5. We can see that when there is no failure, the throughput fluctuates near the input rate for all the four mechanisms. However, when we inject a failure at the 30s, we can see the difference as shown in Figure 4.5b. The ck-only+DRA mechanism has a throughput gap after the failure injection as the primary needs time to recover from the failure. After the recovery is done within about 10 seconds, the throughput gradually becomes normal. For the RPPG+DRA mechanism, it uses our proposed mechanism to generate the physical plan but uses the DRA to schedule the tasks. Here, we can see that there is also a drop after the failure but the throughput is about half of the input rate unlike ck-only+DRA that does not output anything during the recovery. As RPPG+DRA replicates some of the operators and the scheduling places the primary and replication on one node, the failure of the primary influences some of the replications (if they are placed in one worker). For full-rep+DRA and RPPG+RAS, the throughput does not change significantly during the primary recovering from failure. In this experiment, we can see that applying only the adaptive fault
tolerance does not solve the problem entirely. We also need to place the components appropriately to avoid the influence of the correlated failures to further decrease the influence of the failure on the application.

Next, we evaluate the latency of the application by applying the same four mechanisms. We change the input rates in these experiments as shown in Figure 4.6. The bars illustrate the average latency and the ticks represent the 90% confidence interval of the latency. We can see that our method $RPPG+RAS$ performs similar to $full-rep+DRA$ including the overall runtime which average latency is around 2.5 seconds as shown in Figure 4.6a. However, the $ck-only+DRA$ performs similar with $RPPG+DRA$ that gets around or higher than 5 seconds latency. When comparing the latency during recovery, the difference becomes larger as shown in Figure 4.6b. We can see that the average latency during recovery is all increased to more than 5 seconds for the mechanisms except $RPPG+RAS$ even for the $full-rep+DRA$. The reason is that the bad placement of the replication influences the effectiveness of the application when there is a fail. This experiment shows the priority of our method in the latency metric that our method achieves both lower latency and higher stability comparing with the other three mechanisms whenever considering the latency distribution in overall runtime or only during recovery.

In addition, we compare success rates in Figure 4.7. We observe that the result is similar to the one shown
in Figure 4.5. When there is a failure, our methods \textit{RPPG+RAS} and \textit{full-rep+DRA} are not influenced and hence, they obtain 100% success rate for different input rates. Here, \textit{RPPG+DRA} obtains only around 95% success rate which is higher than the checkpoint only mechanism that has around 80% success rate.

Next, we compare the throughput of the mechanisms in Figure 4.8 when the input rate increases. We can see that \textit{RPPG+RAS} and \textit{full-rep+DRA} achieve similar throughput when input rate increases and it matches the input rate. However, the \textit{RPPG+DRA} and \textit{ck-only+DRA} achieve lower throughput than the input rate which may lead to either loss of data or delayed output.

Finally, we evaluate the resource utilization of the four mechanisms as shown in Figure 4.9. We can see that \textit{full-rep+DRA} uses significantly more resources than the other three techniques. The CPU resource utilization shown in Figure 4.9a increases from 12.5 cores to 19 cores when the input rate increases. The rest of the techniques are similar to each other with CPU utilization ranging from around 10 cores to around 13.5 cores. Overall, the CPU resource usage is as high as 40% more than the other three mechanisms for \textit{full-rep+DRA}. The result is similar in memory and network usage as shown in Figure 4.9b and 4.9c. In this experiment, we can see that full replication uses more resources than our method in all the CPU, memory, and network usages. Comparing our method \textit{RPPG+RAS} to the \textit{ck-only+DRA} and \textit{RPPG+DRA}, the CPU usage is similar but the network usage is higher as \textit{RAS} schedules the active replications to different nodes.
which increases the network usage but decreases the influence of correlated failures.

In summary, the proposed method, \textit{RPPG+RAS} combines the consideration of both generating an appropriate resilient physical plan to cover the operators with using less resources than the full replication and also the application’s latency requirement to achieve similar latency when recovery from fail with better performance during fail comparing with \textit{RPPG+DRA} which only optimizes the physical plan but lacking the consideration of the optimization of the scheduling.

4.5 Summary and discussion

Edge computing provides a promising approach for efficient processing of low latency stream data generated close to the edge of the network. Although current distributed stream processing systems offer some form of fault tolerance, existing schemes are not optimized for edge computing environments where applications have strict latency and recovery time requirements. In this chapter, we present a novel resilient stream processing framework that achieves system-wide fault tolerance while meeting the latency requirement for edge-based applications. The proposed approach employs a novel resilient physical plan generation for stream queries and optimizes the placement of operators to minimize the processing latency during recovery and reduce the overhead of checkpointing delays. The proposed techniques are evaluated by implementing a prototype in Apache Storm [135] and the results demonstrate the effectiveness and scalability of the approach.

This chapter and the previous chapter discussed techniques to improve the fault tolerance and performance of the stream processing application in edge environments using off-line optimizations for physical plan generation and scheduling of the operators. However, in scenarios where there are changes in the workload distribution or the environment, profiling-based off-line mechanisms may be less efficient. To address this issue, in the next chapter, we proposed a mechanism to dynamically configure the parallelism of the stream processing applications to meet the workload demands based on a model-based reinforcement learning method.
5.0 Elastic Stream Processing in Edge Computing

In this chapter, we proposed a reinforcement learning-based method which achieves elasticity for stream processing applications deployed at the edge by automatically tuning the applications to meet the performance requirements. The proposed approach adopts a learning model to configure the parallelism of the operators in the stream processing application using a reinforcement learning (RL) method. We model the elastic control problem as a Markov Decision Process (MDP) and solve it by reducing it to a contextual Multi-Armed Bandit (MAB) problem. The techniques proposed in our work uses Upper Confidence Bound (UCB)-based methods to improve the sample efficiency in comparison to traditional random exploration methods such as the $\epsilon$-greedy method. It achieves a significantly improved rate of convergence compared to other RL methods through its innovative use of MAB methods to deal with the tradeoff between exploration and exploitation. In addition, the use of model-based pre-training results in substantially improved performance by initializing the model with appropriate and well-tuned parameters. The proposed techniques are evaluated using realistic and synthetic workloads through both simulation and real testbed experiments. The experiment results demonstrate the effectiveness of the proposed approach compared to standard methods in terms of cumulative reward and convergence speed.

5.1 Problem Formulation

DSP applications are often long-running and can experience variable workloads. Additionally, the highly dynamic edge computing environments may change the working conditions of the applications requiring operators to be migrated between nodes with different capacities due to failures or mobility requirements. To bound the performance of the applications within an acceptable range, it is important to design an elastic parallelism configuration algorithm to adapt to the changes in the dynamic edge computing environment. In this section, we first explain the terminologies used in modeling the elastic parallelism configuration problem.

**Logic Plan:** we assume that there is a stream processing application submitted to the system. The code of the application is translated into a Directed Acyclic Graph (DAG) denoted as $G_{dag}(V_{dag}, E_{dag})$ shown as the logic plan in Figure 5.1. Here, the vertices $V_{dag}$ represent the operators and the edges $E_{dag}$ represent the streams connecting the operators. We use $i \in V_{dag}$ to denote operator $i$ in the application.

**Cluster:** we assume that the resources of the cluster are also organized as a graph, $G_{res}$ $(V_{res}, E_{res})$, where $V_{res}$ denotes nodes in the cluster, and $E_{res}$ indicates the virtual links connecting the nodes. As shown in Figure 5.1, in the edge computing environment, there are multiple tiers of resources such as the micro datacenters (MDCs) and the smart gateways which are deployed near the edge of the network that are used for processing the data locally to provide low latency computing to the applications. Thus, it is
natural to consider the edge computing as a heterogeneous environment with highly dynamic changes in the execution environment. We simplify the physical resources as virtual nodes in the graph, $G_{res}$. For example, if a node $v$ represents a micro data center (MDC), we group its resource capacity as $C_v$ by considering all the resources we can use in an MDC as a virtual node.

**Preliminary Operator Placement:** the operator placement is a map between the operator, $i \in V_{dag}$, and the node, $v \in V_{res}$, in the cluster. We assume that the operator placement for stream processing application is already provided as shown in Figure 5.1. It is denoted as a map $X_0 = \{x^v_i | i \in V_{dag}, v \in V_{res}\}$. For each operator $i \in V_{dag}$, when it is placed on node $v \in V_{res}$, then $x^v_i = 1$. It is worth noting that, in the current state-of-art DSP engines (such as Apache Storm, and Flink), one operator can be replicated to multiple instances (tasks) and the instances (tasks) of the operator can be placed on different nodes. We assume that each operator is placed on one node as it simplifies the representation complexity of the model. Additionally, if the operator placement needs to be reconfigured to fit the working environment changes, we can treat the reconfiguration as a new submission as it does not affect the performance of the parallelism configuration algorithm.

**Elastic Parallelism Configuration:** the objective of configuring the parallelism is to change the number of instances of the operator to optimize one or multiple QoS requirements of the application. We need to decide the parallelism of each operator $i$, which is noted as $k_i \in [1, K_{max}]$, where $K_{max}$ is an upper bound for the parallelism. Therefore, the number of possible parallelism configurations is $K_{max} |V_{dag}|$ for configuring the whole application, if all the operators have the max parallelism as $K_{max}$. The parallelism determines the number of threads running for the instances of the operator, which is not directly related to the number of tasks provisioned for an operator. We discuss this in detail in Section 5.3. The configuration can be either static which is fixed when the application is submitted to the engine or dynamic that can be changed when

Figure 5.1: Elastic Stream Processing Framework
the application is running. In this work, we deal with the dynamic parallelism configuration problem and we present the detailed solution in Section 5.2.

5.1.1 Quality of Service Metrics

The objective of the parallelism configuration can be decided by the user in terms of QoS requirements. As most of the stream processing applications need to handle the incoming data under acceptable latency, the goal of the parallelism configuration can be to minimize the response time while reducing the resource cost and minimizing the gap between the throughput and the arrival rate to avoid back-pressure[77].

**End-to-end latency upper bound:** we assume the end-to-end latency of the application is primarily composed of computational or queuing latency. If the network latency or other latency e.g., the I/O latency caused by memory swapping, are significant in an application, we rely on other techniques to optimize the application first before deploying in the edge computing environment [112, 34], [36]. In order to make ensure the end-to-end latency is bounded by a user defined target, we traverse the path in the application’s DAG to get the estimated end-to-end latency upper bound. We first define the path as a sequence of operators, starting at a source and ending at a sink, as \( p \in P \), where \( P \) denotes all the paths in the application. We can estimate the latency upper bound (not tight) of the application as the longest path in the DAG:

\[
\bar{l}^{dag} = \max_{p \in P} \sum_{i \in p} \bar{l}_i
\]

where \( \bar{l}_i \) is the latency upper bound when passing one of the instances of an operator \( i \).

**Throughput:** in stream processing applications, the throughput requirement is typically defined by matching the processing rate of the application to the arrival rate. If the processing rate is larger than the arrival rate, the application will not incur a back-pressure [77], which will influence the performance of the application and may increase the resource usage (e.g., the memory usage for caching the unprocessed tuples). Therefore, to evaluate the throughput performance, we use the queue length, noted as \( \omega \), which is widely used in the queuing model to represent the state of the queue. It also captures the gap between the throughput and the arrival rate in the long run, which is easy to monitor in the stream processing engine.

**Resource usage:** for the resource usage, we can directly use the parallelism configuration to estimate, which is \( k_i \) for the operator \( i \). With an increase in parallelism, there will be more threads allocated to the operator so that the resource usage will increase. Thus, parallelism can be used as the representation of the resource usage.

**Reconfiguration cost:** as we change the parallelism configuration when the stream processing application is running, it is important to consider the reconfiguration cost if the parallelism is changed (e.g., the operator needs to be restarted to apply the parallelism change). However, most of the previous works assume a static reconfiguration cost [34], which is a constant cost related to the downtime. This kind of measurements is not accurate due to the correlation between the reconfiguration downtime and other metrics such as latency and throughput. The downtime caused by the reconfiguration will lead to a peak latency and throughput after
the downtime. Therefore in this work, we do not include the reconfiguration cost in the objective. Instead, we include the downtime influence in the other metrics such as the end-to-end latency and throughput.

5.1.2 Stream Processing Model

With the notion of parallelism configuration and the QoS metrics defined above, we represent the stream processing model used to estimate the relationship between the decision (parallelism configuration) and requirements (QoS metrics) based on the queuing model of an operator and the message passing model of the stream processing application. The discussion will guide the later RL method design in Section 5.2.

As discussed in Chapter 1, the highly dynamic workload and the heterogeneous resources make it very difficult to predict the environment dynamics when the stream processing application is deployed in the edge computing environment. However, it is important to extract the invariant from the dynamics for human operators to understand the problem and the condition of the whole system to debug potential problems. Based on the intuition above, we adopt the model from queuing theory and choose the M/M/1 queue (can also be extended to G/G/1 based on distribution information) to model the characteristics of the operator. For each operator $i$, as shown in Figure 5.2, we assume that the instances of it do not share the input and output queues which can be treated as an M/M/1 queue. An M/M/1 queue can be described as two variables, $\lambda_i, \mu_i$ and one state $\omega_i$, where $\lambda_i$ is the arrival rate, $\mu_i$ is the service rate, and $\omega_i$ is the queue length. Based on the theory of M/M/1 queue [127], we can get the response time distribution (which is noted as latency in our work) and the throughput with closed-form formulations. When the queue is stable, which means $\mu_i > \lambda_i$, the queue length will not grow infinitely. Without losing generality, we analyze the latency upper bound here as an example. The 95th percentile of latency can be calculated from the cumulative distribution of an exponential distribution $Exp(\mu_i - \lambda_i)$ as follows:

$$\bar{l}_i = \frac{\ln 20}{\mu_i - \lambda_i}$$

(11)

Similarly, the other metrics can be also represented as closed-form formulations. For example, the average latency is $1/(\mu_i - \lambda_i)$. If the arrival rate and service rate distributions (G/G/1 queue) are given, Equation 11...
can be modified correspondingly to represent the upper bound (95th percentile) of the latency using the cumulative distribution function. In addition, we added a variable, $\psi_i$, to enhance the queuing model, which represents the selectivity of the operator $i$, so that we can get the output rate as $\psi_i \lambda_i$ if $\mu_i > \lambda_i$ as shown in Figure 5.2.

After introducing the queuing model of a single operator, we now move to the model to estimate the performance of an application. As described in the beginning of this section, we assume that the application is organized as a DAG, $G_{dag}(V_{dag}, E_{dag})$, where each vertex $i \in V_{dag}$ represents an operator and each edge $(i, j) \in E_{dag}$ represents a stream. The tuples transmitted between two operators will be partitioned by a default shuffling function, or a user-defined partitioning function, which calculates the index of the downstream instance that the tuple will go to. In the message passing model, instead of composing the overall latency from source to sink as shown in Equation 10, we break down the latency caused on one operator and based on that, we set the target latency from the overall latency requirement. With the split objective, for each operator, the performance can be tuned without taking into consideration the other operators or the overall application. Here, we just use a simple heuristic to decide the maximum latency target of each operator proportional to its contribution to the overall latency:

$$\bar{l}_{i}^{max} = \bar{l}_i \bar{l}_{dag} \bar{l}_{max}$$

(12)

where $\bar{l}^{max}$ is the upper bound latency of the overall application set by the user. If the profiling information is not available or not possible to obtain, we can use other heuristics such as evenly dividing the latency upper bound into the sub-objective of each operator with the given number of stages in the DAG. We leave the dynamic orchestration of the sub-objectives of the application’s objective by gathering more information from executing the application as one of our future works. For the other metrics, such as throughput, we can monitor the input rate and processing rate for an operator and the throughput sub-objective can be directly obtained from the local information (e.g., queue length) of a particular operator so that we can rely on the local information to optimize the throughput. Therefore in the RL algorithm, we only need to focus on tuning the parallelism for one operator with the given sub-objective. The usage of sub-objective can decrease the complexity of the parallelism configuration problem, which we will discuss in details in Section 5.2.2.

In the next section, we present the details of the proposed model-based RL method based on the above model to automatically decide the parallelism in a dynamic and heterogeneous edge computing environment.

### 5.2 Reinforcement Learning For Elastic Stream Processing

We structure the elastic parallelism configuration as a Markov Decision Process (MDP) that represents an RL agent’s decision-making process when performing the parallelism decision. We then reduce the MDP to a contextual MAB problem and apply LinUCB with a model-based pre-training.
5.2.1 A Markov Decision Process Formulation

The problem of continuously configuring the parallelism of the stream processing applications in an edge computing environment can be naturally modelled as an MDP. Formally, an MDP algorithm proceeds in discrete time steps, $t = 1, 2, 3, \ldots$

(i) The algorithm observes the current DSP application state $s_t$, which is a set of metrics gathered from any monitor threads running out of the system (e.g., node utilization, network usage) or the metrics reported by the application itself (e.g., latency, throughput, queue length as described in Section 5.1.1).

(ii) Based on observed reward in the previous steps, the algorithm chooses an action $k_t \in A$, where $A$ is the overall action space, and receives reward $r_{k_t}$, whose expectation depends on both the state $s_t$ and the action $k_t$. In the parallelism configuration process, each action is composed by the parallelism configuration of all the operators, which can be noted as $k_t = \{k_{t,i} | i \in V_{dag}\}$.

(iii) The algorithm improves its state-action-selection strategy with the new observations, $(s_t, k_t, r_{k_t}, s_{t+1})$.

We choose the *Finite-horizon undiscounted return* [37] as the objective of the MDP, which can be noted as:

$$\sum_{t=0}^{T} r_{k_t}(s_t, s_{t+1})$$

where, $T$ is the number of continuous time steps considered in the objective. It is a cumulative measure of the undiscounted rewards in a predefined $T$ time steps. As shown in the equation, compared to the infinite discounted reward, the finite undiscounted reward treats each time step equally. This fits the objective of the parallelism configuration that aims to maximize the utility uniformly among time steps. It also fits well into the contextual MAB problem which we discuss in the next subsection.

5.2.2 Model-based Reinforcement Learning

As discussed in Chapter 1, the traditional RL methods based on q-value tables or other methods need a large number of data points to converge. The deep reinforcement learning methods use DNN to improve the convergence rate but they also need a lot of efforts either to tune the hyperparameters to tradeoff between expressivity and the convergence rate or to gather enough data to feed into the neural networks, which may be costly or even not possible in some conditions. In addition, the incomprehensible and nonadjustable deep neural model is the major barrier for those kinds of models to be practical in system operations [96]. In our work, we use LinUCB [80] that assumes a linear relationship between the state and the reward, and is proved to be effective under the contextual MAB assumptions even when the process is non-stationary. The LinUCB method fits into the parallelism configuration problem well based on our two observations:

(i) the parallelism configuration MDP (defined in Section 5.2.1) can be reduced to a contextual MAB, and

(ii) we can define the reward function with a linear relationship between the reward and the parallelism configuration or most of the common objectives (e.g., latency, throughput) are linear (or can be transformed to be linear) to the parallelism configuration. Next, we discuss the above two observations in detail.
The major difference between the MDP and the contextual MAB is based on whether the agent considers the state transitions to make the decision. From the theory of M/M/1 queue \[127\], we can see that for each time step, the state transition is only dependent on the arrival rate \(\lambda\), the service rate \(\mu\), and the initial state of the time step, \(\omega\), which is the initial length of the queue. Therefore, if we have the above variables in a particular state, we can get the state transition probability for any possible states in the next time steps. If the distributions of the arrival process and service process are stationary, the reward (determined by any QoS metrics) can be determined by the current state and action regardless of the trajectory of the previous states. It also means that the decision of the action can be made based on the current state instead of the trajectory. The above observation is intuitive when there is only one operator. If there are multiple connected operators organized as a DAG, the problem is significantly more complex. However, instead of connecting the queuing model of each operator to build a queuing network, we can break the objective (reward) function of the overall application using a heuristic (as discussed in Section 5.1.2) based on the message passing model to the individual objective (reward) for each operator so that for each operator, we can safely use the LinUCB algorithm to fit the queuing model with the given objectives and also reduce the possible action space for the RL method (from exponential to linear).

For the second observation namely, the linear relationship between the state and the reward, we begin analyzing it using a single queuing model. To keep it simple, we omit the time step notation \(t\) in the following discussion. If we have an operator \(i\), it has only one instance. We then have the arrival rate \(\lambda_i\), the service rate \(\mu_i\) (for one instance), and the queue length \(\omega_i\). We assume the relationship between the parallelism setup and the speedup of the operator by comparing a single parallelism condition that obeys Gustafson’s law\[58\] with a parameter \(\rho_i\) that defines the portion of the operation that can benefit from increasing the resource usage. Here \(\mu_i(k_i, \rho_i)\) is the estimated service rate when the parallelism is \(k_i\) and the parallel portion is \(\rho_i\), which can be estimated by:

\[
\mu_i(k_i, \rho_i) = (1 - \rho_i + \rho_i k_i) \mu_i
\]

Without losing generality, we estimate the latency (response time) distribution in the time step as an example, which can be an exponential distribution of \(\text{Exp}(\mu_i(k_i, \rho_i) - \lambda_i)\) plus an estimated upper bound of the processing time of the queuing tuples \(\omega_i \text{Exp}(\mu_i(k_i, \rho_i))\) (not tight). Therefore, the latency upper bound can be estimated as combining Equation 11:

\[
\bar{l}_i(\lambda_i, \mu_i, \omega_i) = \frac{\ln 20}{\mu_i(k_i, \rho_i) - \lambda_i} + \omega_i \frac{\ln 20}{\mu_i(k_i, \rho_i)}
\]

With the given parallel portion \(\rho_i\) and the average processing rate \(\mu_i\), the overall processing rate of the operator \(i\) with \(k_i\) instances is proportional to the number of instances, \(k_i\). If throughput is part of the reward, it will have a linear relationship with the parallelism. For latency, in Equation 15, the operator will start at a state when the queue length is zero, \(\omega_i = 0\), and the first part of the equation is inversely proportional to the processing rate if the arrival rate \(\lambda_i\) is fixed. Therefore, through a simple transformation (e.g., set \(x_1 = 1/(\mu_i(k_i, \rho_i) - \lambda_i))\), we can refer to a linear relationship between the latency upper bound
and the parallelism. For the other metrics such as throughput, queue length, and resource utilization, we can also analyze the relationship between the parallelism and obtain similar results for a particular operator. Through similar simple transformations, the linear relationship between the metrics (which represent the states in RL methods) and the parallelism (number of instances) can be obtained.

Based on the two observations, we apply LinUCB as an RL agent to decide the parallelism configuration for an operator and pass the messages between the connected operators in the DAG. Using the notation of Section 5.2.1, we assume that the expected reward of an action (parallelism configuration) is linear in its d-dimensional state $s_{t,k_i}$ with some unknown coefficient vector $\theta^*_k$. Therefore, the linear relationship between the reward and the state can be described as:

$$\mathbb{E}[r_{t,k_i}|s_{t,k_i}] = s_{t,k_i}^\top \theta^*_k$$

(16)

As described in LinUCB[80], it uses a ridge regression to fit the linear model with the training data to get an estimate of the coefficients $\hat{\theta}_k$ for each action $k_i$ of each time step $t$. We omit the detailed steps of the LinUCB algorithm and we refer the interested readers to the original paper [80]. Here, we only discuss the action selection policy of LinUCB, which can be represented as:

$$k_{t,i} = \arg \max_{k_i \in [1,K_{max}]} \left( s_{t,k_i}^\top \hat{\theta}_a + \alpha \sqrt{s_{t,k_i}^\top (D_{k_i}^\top D_{k_i} + I_d)^{-1} s_{t,k_i}} \right)$$

(17)

where $\alpha$ is a constant, $D_{k_i}$ is a design matrix of dimension $m \times d$ at time step $t$, whose rows correspond to $m$ training inputs (states), and $I_d$ is a $d \times d$ identity matrix. From the above equation, we can see that the action selection of LinUCB considers both the current knowledge we obtained from the previous trials in $s_{t,k_i}^\top \hat{\theta}_a$ and the uncertainty (UCB) of the action-reward distribution in the second part of Equation 17. This is the reason why LinUCB has the ability to tradeoff between the exploration and exploitation.

With the above analysis, we can see that if LinUCB is directly used to set the parallelism for one operator, it can be efficient as the uncertainty of the operator can be captured by the linear model (e.g., the parallel portion, the base processing rate). However, on one hand, it has a cold start phase which needs multiple rounds to get enough data for each possible action to reach a reasonable performance level. On the other hand, in a stream processing DAG, the operators are connected to each other and the overall performance of the application may vary due to different bottlenecks. Given the DAG, it is a challenging problem to determine how to relate the overall performance of the application to the metrics of every operator in it. Therefore, instead of directly optimizing the overall application, we use the objective function split as discussed in Section 5.1.2 to only deal with the optimization for one operator for each RL agent. In addition, we use the queuing model-based simulation to validate the configuration to set the initial parameters for the LinUCB model. The simulation also gives additional benefits. On one hand, we can assume different distributions for the arrival rate and service rate that can support arbitrary G/G/1 queuing models, which is evaluated in the experiment in Section 5.4. On the other hand, the simulator can work in different modes to either generate a lot of synthetic data to directly feed into the model or interact with the RL agent as a simulation environment, which can fit into more RL algorithms. In the simulation, instead of trying all
Algorithm 7: Model-based LinUCB pre-train

1 Procedure \textit{pretrain}(G_{dag}) \rightarrow \Theta

2 $q$ is initialized as an empty queue ;

3 $O$ are sources of $G_{dag}$ (in-degrees are zero) ;

4 for $o \in O$ do

5 \hspace{1em} $q$.append((o, $\lambda_o$)) ;

6 while $q$ is not empty do

7 \hspace{1em} $i, \lambda_i = q$.pop() ;

8 \hspace{2em} $\theta_i = \text{train}(i, \lambda_i)$ add trained parameters $\theta_i$ to output $\Theta$ ;

9 \hspace{1em} for all downstream operators $i'$ of $i$ do

10 \hspace{2em} $\lambda_{i'} = \lambda_{i'} + \psi \lambda_i$ ;

11 \hspace{2em} remove edge $(i, i')$ from $G_{dag}$ ;

12 \hspace{2em} if indegree($i'$) == 0 then

13 \hspace{3em} $q$.append((i', $\lambda_{i'}$)) ;

14 \hspace{1em} Procedure \textit{train}(i, $\lambda_i$) \rightarrow \theta_i

15 \hspace{1em} initial the model parameters $\theta_i$ ;

16 while not terminate and not converge do

17 \hspace{2em} $k_{t,i} = \text{selection}(\theta_i, s_{t-1,k_i})$ by Equation 17 ;

18 \hspace{2em} $r_{s_t,k_{t,i}} = \text{simulate}(\lambda_i, \mu_i, k_{t,i})$ ;

19 \hspace{2em} $\theta_i = \text{updateLinUCB}(\theta_i, r_{s_t,k_{t,i}}, s_{t,k_i}, k_{t,i})$ ;

20 \hspace{1em} reset operator $i$'s state to initial state ;

the combinations of the parallelism configuration of the operators at the same time, we gradually train the
model for each operator by a topological order [67] of the DAG to ensure that the upstream operators'
configuration is fixed before the downstream operator’s model is trained. The simulation process is shown
in Algorithm 7. The reward function for each operator $i$ is defined by using the Simple Additive Weighting
(SAW) technique [162]:

$$r_i(s_{t,k_i}) = w_{lat}r_{i, lat} + w_{que}r_{i, que} + w_{res}r_{i, res}$$

(18)

where $s_{t,k_i}$ is the state of time slot $t$ with parallelism as $k_i$, and $r_{i, lat}, r_{i, que}, r_{i, res}$ are the reward function
for latency, throughput, and resource usage based on the application’s requirements. To balance the optimization
for latency, queue length (gaps between throughput and input rate) and resource usage, we add $w_{lat}, w_{que}, w_{res}$ as the weights for each component and $w_{lat} + w_{que} + w_{res} = 1$. For different requirements,
the reward function can be set in different forms. For example, if the application requires deadline-awareness
and has a strict latency bound, we can set $r_{i, lat} = -1$ when $\bar{l}_i \geq l_{max,i}$, otherwise, it is zero. If the
application’s utility is linear to the latency, we can set $r_{i, lat} = -\frac{\bar{l}_i}{l_{max,i}}$, which decreases when the latency is
increasing. Without losing generality, we define the reward function by setting $r_{i, lat} = -1$ if $\bar{l}_i \geq l_{max,i}$ else
zero, $r_{i, que} = -1$ if $\omega_i \geq \omega_{max,i}$ else zero, and $r_{i, res} = -\frac{k_i}{k_{max,i}}$. In the definition above, both the latency and
throughput penalties have a bounded reward. The reward of resource usage is linear in terms of the number
of instances running. To eliminate the impact of the state transition that the model has experienced through
a previous bad selected action (e.g., a bad parallelism configuration may put too many tuples waiting for
processing and hence, the continuous states will be influenced), we reset the state of the simulation each
time when we update the model with one parallelism configuration in line 20 of Algorithm 7. Therefore, for each sample of the model, the state of the operator will start from the same initial state so that each sample will not be influenced by the previous sample’s state.

In the real environment, we first apply the trained parameters to each model as shown in Algorithm 8. Then, for each operator, the controller decides the parallelism from the metrics gathered from the system similar to the steps in the pre-train iteration. The heterogeneity is captured by the linear model in LinUCB. If the operator is migrated from one node to another, it only influences the processing rate distribution $\mu_i$ (when the other latencies are already appropriately optimized). We evaluate this experimentally in Section 5.4.

In the next section, the implementation is discussed for the above methods in a real-world DSP engine.

```
Algorithm 8: MBLinUCB

1 Procedure MBLinUCB($G_{dag}$)
2     initial the model parameters for each operator $i \in V_{dag}$, $\theta_i$ ;
3     $\Theta = pretrain(G_{dag})$ ;
4     decide initial $k_0 = \{k_{0,i} | i \in V_{dag}\}$ from $\Theta$ ;
5     Submit $G_{dag}$ with $k_0$ to stream processing engine ;
6     while $G_{dag}$ not terminate do
7         gather metrics in the time slot $t$ as $s_t = \{s_{t,i} | i \in V_{dag}\}$ ;
8         for each operator $i$ do
9             $\theta_i = updateLinUCB(\theta_i, r_{s_{t,i}}, s_{t,i}, k_{t-1,i})$ ;
10            $k_{t,i} = selection(\theta_i, s_{t,i})$ by Equation 17 ;
11            if $k_{t,i} \neq k_{t-1,i}$ then
12                Submit parallelism change $k_{i,t}$ to stream processing engine ;

```
5.3 Implementation

We implement a prototype of the proposed method using Apache Storm (v2.0.0) [135]. Though the proposed algorithms can be implemented on other DSP engines such as Apache Flink[133], we chose Apache Storm for implementation due to its widespread use in data science applications [9] and Storm has the lowest overall latency [38] among the leading stream processing engines. We use Apache Storm to deploy the DSP application which runs on the distributed worker nodes managed by the Storm framework. In Storm, the DSP application can be represented as a DAG topology that is used to schedule and optimize the application. However, when we actually deploy the application, it has an execution plan which can be seen as an extension of the DAG topology. The execution plan replaces each operator with its tasks. A task represents an instance of an operator and is in charge of a partition of the incoming tuples of the operator. In addition, one or more tasks are grouped into executors, implemented as threads as shown in Figure 5.3. Storm can process a large amount of tuples in parallel by running multiple executors. The executors are handled by the worker process in Storm, which is a Java process acting as a container, which configures a number of parameters including the maximum heap memory that can be used. The parallelism is configured by the number of executors allocated to an operator. When the number of the executors reaches the number of tasks, the operator gets its maximum parallelism. The number of executors can be re-configured without restarting the application (but the executors need to be restarted to redistribute the tasks) by the re-balancing tool provided by Storm.

The implementation of our algorithms in Storm is straightforward. As illustrated in Figure 5.3, we implement a centralized controller of the application in python. The controller is implemented using the gym environment [26] interface which can be directly used on most of the RL libraries. The interface requires the environment to provide several functionalities, which include step(), reset(), close(), etc. Here, the most important interface is the step() interface, which takes in the action for the time step and returns a four-tuple including the observation (state), the immediate reward, the end of episode signal, and the auxiliary diagnostic information. Based on the above interface, we implement the DSP controller to control the parallelism configuration based on the action the algorithms calculated in each time step. Additionally, the controller also takes the responsibility of monitoring the status of the DSP application by capturing the metrics from the output of the application, each physical node, and each instance of the operators.

By wrapping the controller of the application, we extended the algorithm (LinUCB) in RLlib[83] to implement the proposed algorithms, which can directly use the gym environment to interact with the DSP application (shown as interaction loop in Figure 5.3). Therefore, when the DSP application is submitted, a controller is created and based on the algorithm chosen for configuring the parallelism, an RL agent (or multiple RL agents) is created and attached to the controller. Additionally, the pre-training also implemented the same gym environment interface, which can directly interact with the RL agent. Using our MBLinUCB method, we tune the parallelism for each operator using a specific RL agent and hence, it is possible to
Table 5.1: Default Simulation Parameter Setup

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{\text{max}}$</td>
<td>64</td>
</tr>
<tr>
<td>$\mu_i$</td>
<td>10 tuples/s</td>
</tr>
<tr>
<td>$l_{\text{max}}$</td>
<td>1000 ms</td>
</tr>
<tr>
<td>$l_{\text{lat}}, w_{\text{que}}, w_{\text{res}}$</td>
<td>10 s</td>
</tr>
</tbody>
</table>

5.4 Evaluation

We evaluate the proposed techniques compared to several state-of-art RL methods. We use both simulation and real testbed experiments to study the behavior of the RL algorithms when they are used in optimizing the parallelism configuration of DSP applications.

5.4.1 Experimental setup

We describe the experimental setup for the simulation environment and real test-bed environment separately.

For the simulation environment, we implement a DSP application simulator by extending the queue and load balancing environments provided in Park project [88] and make it compatible with the gym environment as discussed in Section 5.3. The default setup of the simulation is shown in Table 5.1. In the simulation experiment, we test three different datasets: (i) a synthetic Poisson distribution dataset with default arrival rate $\lambda = 100/$s, (ii) a synthetic Pareto distribution dataset with the shape parameter $\alpha = 2.0$ and the scale parameter $x_m = 50$ (so that the average input rate is also 100 tuples/s in default from the Pareto distribution), and (iii) a trace-driven dataset, which is made available by Chris Whong [149] that contains information about the activity of the New York City taxis. Each data point in the dataset corresponds to a taxi trip including the timestamp and location for both the pick-up and drop-off events. As the data is too sparse (around three hundred tuples per minute) to be used in stream processing experiments, we speed up the input rate of the dataset by sixty times, which means that the tuples arriving in one minute in the original dataset will arrive in one second in the experiment.

In the real testbed experiments, we implement the DSP application for the 2015 DEBS Grand Challenge (http://www.debs2015.org/call-grand-challenge.html) to calculate the most profitable areas for each time window. The dataset used is the New York City taxis mentioned above and the data rate is also sped up by sixty times. We deploy a testbed on CloudLab [45] with nodes organized in three tiers. We use the cluster with ten xl170 servers in the CloudLab cluster and simulate the three-tier architecture on an
Openstack cluster. The third tier contains fourteen m1.medium instances (2 vCPUs and 4 GB memory) that act as the smart gateways with relatively low computing capacity corresponding to the leaf nodes of the architecture. The second tier has five m1.xlarge instances (8 vCPUs and 16 GB memory) and each of them functions as a micro datacenter. The first tier contains one m1.2xlarge instance (16 vCPUs and 32 GB memory) acting as the computing resource used in the cloud datacenter. The network bandwidth, latency and topology are configured by dividing virtual LANs (local area networks) between the nodes and adding policies to the ports of each node to enforce using the Neutron module of OpenStack and the traffic control (tc) tool in Linux to simulate.

We deploy the Storm Nimbus service (acting as the master node) on a m1.2xlarge instance and one Storm Supervisor service (acting as the slave node) on each node respectively. For the checkpoint store, we use a single node Redis service placed on the master node. The default network is set to be 100 Mb bandwidth in capacity with 20 ms latency between the gateways and micro datacenters, and the bandwidth capacity is 100 Mb with 50 ms latency between the cloud datacenter and micro datacenters. We also place a stream generator on each smart gateway to emulate the input stream. The input stream comes to an MQTT (Message Queuing Telemetry Transport) service deployed on each smart gateway. The dataset is replicated and replayed on each smart gateway and the average input rate is around 4500 tuples/s overall. The default parameters used in the real testbed experiments are listed in Table 5.2.

5.4.2 Application and Operator Placement

To comprehensively evaluate the proposed algorithm, we choose a smart city application that ranks the profitability of the areas for taxis in New York city. As shown in Figure 5.4, there are seven operators: (i)
source and mapper, which consume the input stream from the MQTT service and transform the raw tuple to the data type that can be understood by the system, (ii) taxi aggregator, which aggregates the trips by the taxi IDs in time windows, (iii) taxi counter, which counts the number of taxis in a particular area in time windows, (iv) profit aggregator, which aggregates the profits by the pickup area in time windows, (v) joiner, which joins the profit and number of taxis to calculate the profitability of a particular area, (vi) ranking, which sorts the profitability of the area, (vii) sink, which stores the results of the most profitable areas into a database for further usage. We have optimized the placement of the application by placing each operator to one of the three tiers based on its selectivity. The data source which consumes the input tuples from the MQTT services are placed at the same node (one of the gateways) where the MQTT service is placed. The heavy load aggregators are placed in the micro data centers. The join, ranking and sink operators are placed in the mega datacenter. It is worth noting that because of the windowed aggregators (taxi and profit aggregators) handling most of the workloads, only those two operators are possible to be the bottlenecks in the overall stream processing application. So in the real testbed experiments, we only consider the scale up of those two operators.

5.4.3 Algorithms

In our experiment evaluation, different mechanisms are measured and compared: (i) **PPO**, which is a policy gradient method for RL[123], (ii) **A3C**, which is the asynchronous version of the actor-critic methods [98], (iii) **DQN**, which is a method based on DNN to learn the policy by Q-learning [99], (iv) **LinUCB**, which is a MAB method based on a linear model to approximate the reward distribution and it uses UCB to select the action [80], and (v) **MBLinUCB**, which is the method proposed in this work. All the methods use the default hyper-parameters configured in RLlib. For the proposed method, we generate ten thousand data points to initialize the parameters in the linear models in the MBLinUCB method as described in Section 5.2.
5.4.4 Simulation Experiment Results

We first evaluate the performance of the algorithms in the simulation environment. As shown in Figure 5.5, we compare the algorithms with a synthetic Poisson distribution workload. We can see that our method converges faster than the other methods and it only needs three thousand time-steps to reach an average reward of -0.3. It also starts from a relatively good initial position above -0.4 compared to -0.5 in the LinUCB method. With respect to latency and throughput metrics, our method and LinUCB perform better than the others. However, the latency performance of MBLinUCB converges from one thousand milliseconds, which is much higher than the LinUCB method. As the MBLinUCB initializes its linear model with the data generated from the environment model, it starts from a configuration which just meets the upper bound latency requirement (1000ms) with the minimum parallelism needed.

As shown in Figure 5.6, we compare the algorithms with another synthetic workload from a Pareto distribution (for each time slot, the input rate is sampled from a Pareto distribution). The workload is used to test the performance of the algorithms in conditions when the workload has significant fluctuations while executing the application. In Figure 5.6, we can see similar results as in Figure 5.5. The proposed method performs better than the other methods. We note that even LinUCB does not converge to a good result as MBLinUCB does but with enough iterations (around thirty thousand timesteps), A3C can get similar results.

Figure 5.6: Results of simulation with Synthetic Dataset (Pareto distribution ($\alpha = 2.0$))

Figure 5.7: Rewards of simulation on the New York taxi trace
as MBLinUCB. This is expected as A3C uses the actor-critic method to improve the sample efficiency so that it performs better than the other RL methods that also rely on DNN.

In the next set of experiments, we study the performance of the algorithms using a real trace as shown in Figure 5.7. We can see that our method converges to an average reward greater than -0.3 in less than twenty thousand time steps. However, LinUCB needs more than sixty thousand time steps, and the other methods require even more time steps.

In the next two sets of experiments shown in Figure 5.8 and Figure 5.9, we evaluate the impact of heterogeneity in the available resources and operators. As we can see in Figure 5.8a, for different operator processing rates which may get influenced by the characteristics of the operator or the power of the underline server, MBLinUCB can converge to a good reward range within a few episodes. We can see that LinUCB converges to a lower reward when the service rate is ten compared to when MBLinUCB is used (noted as op-10 in the figure). The above results can be explained by comparing the results in Figure 5.8b. We can see that all the conditions converge to a small range of actions at the end of 50 episodes. However, compared to MBLinUCB, LinUCB converges to a larger number of parallelism so that it has a higher resource usage penalty so as a lower reward compared to our method. As shown in Figure 5.9a, we can see similar results.
that within different operator parallelism portions (i.e., how many percentiles of the operator’s processing can be parallelized), our mechanism can converge within a limited number of episodes. We also note that LinUCB converges to a lower reward with larger parallelism as shown in Figure 5.9b.

5.4.5 Real Testbed Experiment Results

We evaluate the performance of LinUCB and our method in the real testbed with a real stream processing application and a real dataset. As shown in Figure 5.10a, we can see that the proposed method converges faster as it has a better initial configuration. It only takes fifteen time steps (each one minute) to reach a reward more than -0.3. For the latency analysis, we illustrate the latency upper bound (95th percentile of the latency distribution) in Figure 5.10b. As shown in the results, we can see that our method starts from a latency which already meets the requirements (the latency upper bound is less than two seconds) and is stable during the experiments. However, the original LinUCB method starts from a very high latency (more than five seconds and we cut the latency metric to five seconds if it is larger than that) and then it gradually improves the average latency upper bound to three seconds. Our MBLinUCB already meets the latency bound requirements at the initial state and tries to improve it by exploring the possible parallelism configurations in the real environment.

5.4.6 Summary and discussion

In this chapter, we proposed a learning framework achieves elasticity for stream processing applications deployed at the edge by automatically tuning the application to meet the Quality of Service requirements. The method adopts a reinforcement learning (RL) method to configure the parallelism of the operators in the stream processing application. We model the elastic parallelism configuration for stream processing in edge computing as a Markov Decision Process (MDP), which is then reduced to a contextual Multi-Armed Bandit (MAB) problem. Using the Upper Confidence Bound(UCB)-based RL method, the proposed
approach significantly improves the sample efficiency and the convergence rate compared to traditional random exploration methods. In addition, the use of model-based pre-training in the proposed approach results in substantially improved performance by initializing the model with appropriate and well-tuned parameters. The proposed techniques are evaluated using realistic workloads through both simulation and real testbed experiments. The experiment results demonstrate the effectiveness of the proposed approach in terms of cumulative reward and convergence speed.

In the next chapter, we will present the resource allocation and management mechanism for geo-distributed resources.
6.0 Latency-aware resource allocation and management mechanism for geo-distributed edge resources

In the previous three chapters, we have presented three aspects of optimization for stream processing applications deployed in edge computing environments in the platform layer. As we discussed before, it is also important to manage the geo-distributed resources provided in the infrastructure layer to cooperate with the platform layer (e.g., stream processing engines) to achieve low-latency stream processing. In this chapter and the next two chapters, we focus on resource allocation and management aspects of geo-distributed edge and cloud computing resources (Figure 6.1).

In this chapter, we propose Zenith, a new resource allocation model for allocating computing resources in an edge computing platform that allows edge service providers to establish resource sharing contracts with edge infrastructure providers apriori.

Concretely, this chapter makes the following contributions: first, we propose Zenith, a decoupled resource allocation model that manages the allocation of computing resources distributed at the edges independent of the service provisioning management performed at the service provider end. Second based on the model, we develop an auction-based resource sharing contract establishment and allocation mechanism that ensures truthfulness and utility-maximization for both the EIPs (Edge Infrastructure Providers) and SPs (Service Providers). Third, we develop a latency-aware task scheduling mechanism that allocates the resources committed in the contracts to specific jobs in the workloads. Finally, we evaluate the proposed techniques through extensive experiments that demonstrate the effectiveness, scalability, and performance of the proposed model.

The remainder of this chapter is organized as follows. Section 6.1 provides a background of various existing edge computing solutions and motivates the proposed resource allocation model. In Section 6.2, we present the Zenith architecture for decoupled resource management and introduce the system model. In Section 6.3, we present the proposed resource allocation framework that comprises of the contract establishment process and the task scheduling mechanism. Section 6.4 presents the performance evaluation of Zenith through extensive experiments. We conclude in Section 6.5.

6.1 Background & Motivation

There has been an increasing growth in modern low-latency computing applications using wearables and IoT technologies that include (i) augmented reality applications [107], (ii) real-time traffic control systems [72] that require low-latency responses to avoid potential collisions, (iii) real-time smart grid management systems [126] that aggregate data from geo-distributed sensors and control the grid in real time. Though
Cloud Computing has been a very cost-effective solution to several computing needs, clouds fail to meet low latency requirements of modern computing applications that demand strict guarantees on response times. Edge Computing complements the backend computing provided by clouds to fill the critical latency gaps between the endpoints and the Cloud.

To achieve efficient processing at the edge, smart gateways and Micro DataCenters (MDCs) are two key methods proposed in the literature. A smart gateway is a device which is placed at the edge of the network near the sensors. It provides a platform for the edge applications to intermediately operate the data from the endpoints to the Cloud or directly respond to the requests from the endpoint applications. A Micro Datacenter (MDC) is a data center which has a small number of resources and located close to the edge of the network to support Edge Computing services. MDCs are densely geo-distributed to provide a low and predictable latency infrastructure to the end-point applications. Compared to smart gateways, MDCs are obviously more powerful and contain more number of servers and they possess higher computing capacity than smart gateways.

In this chapter, we consider MDCs as the main source of computational resources in the edge computing platform and the goal of the MDCs is to support low latency applications at the edge, enabling them to meet stronger guarantees on response time. To effectively manage and leverage MDCs in an edge computing platform, there are several key challenges that need to be addressed. For instance, an effective resource management of MDCs should address (i) how to provision the application containers to serve jobs to maximize the utility of the services and (ii) how to schedule workloads on the application containers to both cover the demands and satisfy the latency constraints. While edge computing as a research area is
emerging fast, there are a few prior efforts that discuss the above challenges[44, 1]. A fundamental assumption in these solutions includes a tight coupling of the management of the Edge Computing Infrastructures(ECIs) with that of service management by Service Providers(SPs), which means that the computational resources present at the edge MDCs are coupled and controlled directly by edge Service Providers(SPs). We argue that such a coupled model for management of Edge Computing Infrastructures (ECIs) by Service Providers (SPs) significantly limits the cost-effectiveness and the opportunities for latency-optimized provisioning of edge infrastructure resource to applications.

In contrast to existing solutions, our proposed model, Zenith decouples the infrastructure management from service management, enabling the ECIs to be managed by EIPs independently of the service provisioning and service management at the SPs. Such a decoupled model enables EIPs to join up to establish an Edge Computing Infrastructure Federation(ECIF) to provide resources to the Edge Computing applications provisioned and managed by the SPs. In addition, the model provides increased opportunities for resource consolidation and utilization as the geo-distributed ECIs can be jointly managed and allocated to maximize application utility and minimize cost. In the next section, we introduce the architectural details of Zenith and present its system model.

### 6.2 Zenith: System Architecture and Model

We introduce the system architecture and describe the individual components of the Zenith system model.

#### 6.2.1 System Architecture

As shown in Figure 6.2, the proposed system uses a layered architecture [22]. In the bottom layer, the smart things represent the end devices (e.g. sensors, smart phones) that act as the endpoints in the Edge...
Computing platform. The field area network layer is the layer where MDCs and the Edge Computing services are placed. The core network layer provides the back bone of the wide area network connecting the field area networks at the edge with the cloud’s large-scale datacenters that may be located at a farther distance from the local field area network. In the resource allocation model of Zenith, the service management and the infrastructure management are decoupled. In other words, the service management is handled by the Service Provider (SP) that determines the provisioning decisions such as (i) where to place the containers to meet the latency requirements of the services, (ii) how many tasks in the workload are scheduled to a single container and (iii) increasing the number of containers to support the oncoming workloads. The infrastructure management is performed by the Edge Infrastructure Provider (EIP) which invests and operates the infrastructures for supporting the services placed at the edges. The EIPs are federated to set up an Edge Computing Infrastructure Federation (ECIF) which provides a resource market for the SPs wanting to deploy edge computing services at the edge. Each EIP manages several adhoc MDCs which can be densely geodistributed. The resources of MDCs are leased or provisioned on-demand to SPs by agreeing on a contract agreement between the EIPs and SPs. The contract may include the duties and rights between the EIP managing the resource and the SP that uses the resources.

6.2.2 System Model

We next describe the system model for Zenith in five steps: first, we describe the features of the Service Providers (SPs) that provide Edge Computing services. Next, we represent the features of Edge Infrastructure Providers (EIPs) which provide infrastructure services for Edge Computing. We then illustrate the region division process for simplifying the resource discovery problems. After that, the agreements and the responsibilities of the coordinator are presented and finally, we discuss the role of the contract manager which is part of the Zenith model to manage the resource sharing contracts that are agreed between the EIPs and SPs.

6.2.2.1 Service Provider

We consider there are $N$ SPs that require edge computing infrastructure to support their services. For simplicity, we assume that for each SP $i \in [1, N]$, it only runs one service. This model can be easily extended to one SP running multiple services with additional small changes. For each service, there is a quantifiable service demand of the SPs in each geographic region for every discrete time slot of a day.

The application container [109, 66] (a configured VM integrated with the service software) has several requirements such as CPU consumption, memory size, network bandwidth and latency requirement. We use the workload demand to estimate the required number of the application containers to service the workload. Therefore, when the demand increases, the SPs begin to start adding more containers to serve the workload.
6.2.2.2 Edge Infrastructure Provider

Each EIP handles a large number of highly geo-distributed Micro DataCenters (MDCs) and each MDC is operated by one EIP. We assume each MDC \( d \in [1, R] \) has several servers for the infrastructure service. It has a server list \( M_d \) which contains all the servers controlled by the MDC \( d \). The capacity of one server \( m \in M_d(\tau) \) is \( C_d^m \). For simplicity, we assume that every container consumes equal resources for running the application service. The capacity for one server, \( C_d^m \) can be also represented as the number of containers which can be run on the server.

6.2.2.3 Regions Division

The problem of choosing the right MDCs to minimize the latency for every end-point and every Edge Computing service in the geographic map is intractable:

**Theorem 1.** The placement decision of which MDCs should host which edge computing application in order to maximize utility in terms of response time and bandwidth is NP-hard.

**Proof.** In order to show that the problem is NP-Hard, we first simplify the problem by assuming that each MDC can only run one container and each SP only needs to place several containers to some of the MDCs and we show that the simplified version is NP-Hard. Here, the optimization problem is to minimize the response time (latency) between the edge containers to the end-users. We can map the containers and users as the facilities and the MDCs as the locations in a Quadratic Assignment Problem (QAP)[86] which is shown to be an NP-Hard problem. As the simplified problem is a QAP problem which is intractable, the original container placement decision problem is also NP-hard.

For solving the problem, we use Weighted Voronoi Diagrams (WVD)[65] a technique widely used in GIS, sensor networks and wireless networks[93] for making placement decisions to maximize the utility function.
The use of Weighted Voronoi Diagram (WVD) simplifies the latency minimizing problem to a map division problem which can be solved by building the WVD in a polynomial time. In the example shown in Figure 6.3, the geo-location is divided into seven regions by the WVD generating algorithm with the seven MDCs as the sites in WVD. With default condition that all the sites have equal weights, the polygon of each region divides the map and all the positions in the polygon are close to the site of the region. Therefore, for each smart thing, the nearest MDC which can serve its request at the edge is located in the region where the smart thing belongs to. This method simplifies the model, especially the process of estimating the latency to the end users by dividing the map into several regions and registering an area to one region. The Voronoi Diagrams are predetermined by considering the location of the MDCs as the sites and the expected workload of the services. The weight for each MDC can be calculated as the ratio of the capacity of the MDC to the historical workload amount in the nearby area (e.g., an area within 30-mile radius). Thus, a micro datacenter which has a higher workload pressure in the adjacent area will handle a smaller region in the WVD.

We assume that the predetermined WVD divides the map into \( R \) sub-regions. Each region \( r \in [1, R] \) only contains one MDC and the nearest MDC for every position in region \( r \) is the MDC \( d = r \) in that region. We also assume that the expected workload distribution for each time slot \( \tau \) is \( \lambda^i_\tau(r) \) for SP \( i \) in the region \( r \). The workload distribution contains all the workloads coming from the region. We use \( \lambda^p_\tau(r) \in \lambda^i_\tau(r) \) to represent the workload coming from a particular position \( p \) in region \( r \). As we primarily consider the workload which needs real-time serving, \( \lambda^p_\tau(r) \) is often the upper bound of the workload during the time slot \( \tau \) from position \( p \).

### 6.2.2.4 Coordinator

The coordinator is a third-party service which is trusted by the EIPs and SPs in the system and it is responsible for providing a platform for the EIPs to trade resources with the SPs. There is an agreement which is committed with the coordinator before EIPs and SPs join the federation. The agreement stipulates the rights and duties of the three parties, the coordinator, the SPs and the EIPs.

### 6.2.2.5 Contract Manager

The contract manager is a component associated with both the SP and EIP to manage the resource sharing contracts agreed by them. Its responsibility is to manage the resource sharing contracts and observe the contracts’ status. For the SP which buys resources, it must pay for the contract and has the right to observe the performance of the resource that is allocated to it. For the EIP which sells resources, it must guarantee the performance of the resources which are leased to the buyers. It collects the payments from the buyers. The contract is an agreement between the SP and the EIP to lease resources from the EIP’s MDC which is effective in a particular time period with a particular constraint such as latency and availability.
6.3 Zenith: Resource Allocation

In this section, we present the proposed resource allocation techniques for EIPs and SPs to establish relationships (contracts) with each other and discuss the job scheduling technique employed in Zenith.

6.3.1 Contracts Establishment

The key idea behind the contract establishment process is to match the demands (e.g. workload and revenue) of the SPs and the supplies (e.g. capacity and operating cost) of the MDCs. The SPs want to maximize their utility of serving the customer with a better quality of service to potentially gain more profits. The MDCs want to maximize their utility (revenue) by renting their servers to more SPs and the SPs who can pay more.

For the sake of model simplicity, in this subsection, we only model the resource sharing problem for one MDC though the model is generic to be extended to the scenarios where there are multiple MDCs. As the WVD algorithm divides the map into several regions, the problem of finding the MDC with the lowest latency is transformed into a problem of determining which region a smart thing belongs to. In each region, every SP estimates the workload in that region based on historical workload information and statistical prediction. It then bids for the resource for running the application containers for serving the workload in that region. The bid is decided by the workload demand, $\lambda^*_i(\tau)$, the latency requirement and the estimated utility that the SP can gain from running the service in the MDC for serving the customers.

6.3.1.1 Utility of SPs

First, we model the utility of the SP to run the service on the edge. Here, we consider services having higher requirements for latency such as location-based augmented reality games[107] and intelligent traffic light control [164]. The utility of the SP can be expressed by the gain in changing the execution of the real-time service from the cloud to the edge, which we represent by the function:

$$u^p_i(\tau) = f(l_{pd}(\tau)) - f(l_{pi}(\tau))$$

(19)

where $f(x)$ is a function which estimates the utility that can be obtained by providing the service with a latency $x$. It can be approximated by an affine utility function which translates the user-perceived criterion (latency) into utility (e.g., revenue), $f(x) = -ax + b$ where $a$ and $b$ are the parameters in the affine utility function and $l_{pd}(\tau)$ represents the latency between the position $p$ where the workload comes from and the MDC $d$ in time slot $\tau$. Here $l_{pi}(\tau)$ represents the latency between the mega datacenter of SP $i$ and the position $p$. 
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6.3.1.2 Utility of EIPs

For the EFIP, its objective is to earn higher revenue by providing the infrastructure to SPs. So the utility for the EFIP is obviously the profit that it can obtain by renting the resource to the SPs. For each MDC, the utility function $u_d(\tau)$ can be defined as the profit of selling the resource:

$$u_d(\tau) = \sum_{m} \left( C_m^d \cdot \pi_d^m(\tau) - Cost_m^d(\tau) \right)$$

(20)

where $\pi_d^m(\tau)$ is the sell price in time slot $\tau$ for MDC $d$, $Cost_m^d(\tau)$ is the fluctuating operating cost of server $m$ in MDC $d$ in time slot $\tau$.

6.3.1.3 Bidding Strategy

For SP, the bidding strategy is to bid by the true value that the SP believes for the resources, which is represented by the utility function we discussed above. The bid can be represented as $< b_{p_i}^d(\tau), \lambda_{p_i}^d(\tau) >$, where $b_{p_i}^d(\tau)$ represents the bid price for each position the workload comes from. The bid price $b_{p_i}^d(\tau)$ can be estimated by the utility of SP $i$ in time slot $\tau$ for running the service on the edge instead of on the cloud. So the bid price for each position $p$ can be calculated as $b_{p_i}^d(\tau) = u_{p_i}^d(\tau)$.

For MDC, the sell bid is set to the operating cost, which means if the bid wins, the MDC can at least break even the cost. The sell bid can be represented as $s_d(\tau) = Cost_d(\tau)$, where $Cost_d(\tau)$ represents the operating cost of running one application container for MDC $d$ in time slot $\tau$.

6.3.2 Determining Winning Bids

After designing the bidding strategy of the SPs and MDCs, we next design our algorithm for determining the winning bids as shown in Algorithm 9. The winning bids decision algorithm is based on the McAfee mechanism[90]. It guarantees truthfulness (Definition 2) and budget balance for the auction. Truthfulness provides a huge benefit for designing the auction which simplifies the bidding strategies for all the participants. If the auction mechanism satisfies truthfulness, it ensures that the strategy which bids with the true value is the dominant strategy among all the other strategies. The budget balance is a feature which guarantees that the auctioneer will not subsidize for the auction, which means the payment from the buyers is always more than the payment to the sellers. The decision of the auction is indicated by a set of indicators, $X^*(\tau)$. The buying bid $b_{p_i}^d(\tau)$’s indicator is set to be $x_{p_i}^d(\tau) = 1$ if bid $b_{p_i}^d(\tau)$ wins. The time complexity of the winner deciding algorithm can be shown as $O(|B(\tau)| \log |B(\tau)|)$ as the computation complexity is determined by the initial sorting of the bids, which is heavier than the computation deciding the winning bids which has the computation complexity $O(|B(\tau)|)$.

Next, we present the proposed contracts establishing algorithm based on the winning bids decision (Algorithm 9). The basic idea behind the resource sharing auction framework is to maximize the utility for the
MDCs as well as for the EIPs and the SPs in a fair manner. As discussed earlier, the objective of SPs is to increase their profit by maximizing the utility of serving the customer with better service. The EIPs want to provide more edge computing resources to the SPs to increase the revenue. The auction process for a given slot \( \tau \) can be presented as three steps. In Step 1, The SPs estimate the workload for each position in every region \( r \) to get the estimated workload, \( \lambda^p_r(\tau) \). They send buy bids, \(< b^p_r(\tau), \lambda^p_r(\tau) >\), where the bid price \( b^p_r(\tau) \) is estimated from the utility it can gain from providing the service on the edge in region \( r \), to the coordinator. In Step 2, the coordinator decides the winning bids using the Algorithm 9 for every region \( r \). Each winner establishes a resource sharing contract with the owner of the MDC \( d \). Finally, in Step 3, if the auction is cleared without the MDC \( d \) selling all the resources, the MDC \( d \) will attend the next round of the auction. In the next round of the auction, if SP \( i \) has the workload that is not satisfied, it sends the buy bids \(< b^p_r(\tau), \lambda^p_r(\tau) >\) where \( p \in r \) to randomly choose an adjacent region \( rt \) of region \( r \). For the MDCs which have remaining available resources, the process operates the next round of auction from Step 1 until all the buy bids are satisfied or all the resources of MDCs are allocated.

The above sequence of steps is operated for each time slot \( \tau = 1 \to \tau = T \) where \( T \) is the maximum time slot for consideration. The result of the auction establishes the utility-maximizing contracts between the SPs and MDCs for the effective time slot from \( \tau = 1 \) to \( \tau = T \). After the previous steps, each SP has a set of contracts established with the EIPs. The contracts are denoted by \( \text{Contract}_i^t(\tau) = \{ \text{Contract}^{d_1}_i(\tau), \text{Contract}^{d_2}_i(\tau), \ldots \} \) for serving the workload \( \lambda^p_i(\tau) \in \lambda^r_i(\tau) \), where \( d_1, d_2, \ldots \) are the index of the MDCs, \( \text{Contract}^{d_i}_i(\tau) = < \pi^{d_i}_r(\tau), \pi^{d_i}_r(\tau), C^{d_i}_r(\tau) > \) is the contract which is established by SP \( i \) with MDC

### Algorithm 9: Algorithm for winners selection

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDC #: ( d )</td>
<td>Clearing Buying Price: ( \pi^d_1(\tau) ) Clearing Selling Price: ( \pi^d_2(\tau) );</td>
</tr>
<tr>
<td>Buy bids: ( B(\tau) = { &lt; b^1_i(\tau), \lambda^1_i(\tau) &gt;, &lt; b^2_i(\tau), \lambda^2_i(\tau) &gt;, \ldots, &lt; b^{i+1}_i(\tau), \lambda^{i+1}_i(\tau) &gt;, \ldots } );</td>
<td>Auction decision: ( X^r(\tau) = { &lt; x^1_1(\tau) &gt;, &lt; x^2_1(\tau) &gt;, \ldots, &lt; x^{i+1}_1(\tau) &gt;, \ldots } );</td>
</tr>
<tr>
<td>Operating Cost: Cost( _d(\tau) )</td>
<td>1 Sort ( B(\tau) ) in descending order by the bid price per container: ( b^i_d(\tau) = b^i_d(\tau)/\lambda^i_d(\tau) );</td>
</tr>
<tr>
<td>Initially, set current buy price ( b ) as ( b^1_d(\tau) ) as the first bid (highest price) in ( B(\tau) ); number of trading containers ( h = 0 ), bid index ( i = 1 );</td>
<td>2 Initially, set current buy price ( b ) as ( b^1_d(\tau) ) as the first bid (highest price) in ( B(\tau) ); number of trading containers ( h = 0 ), bid index ( i = 1 );</td>
</tr>
<tr>
<td>while ( b \geq \text{Cost}_d(\tau) ) do</td>
<td>3 while ( b \geq \text{Cost}_d(\tau) ) do</td>
</tr>
<tr>
<td>4 if ( h + \lambda^i_d(\tau) ) is larger than the capacity of MDC, ( \sum_{m=1}^{M_d} C^m_d ), or ( i + 1 ) is equal to the size of the number of buy bids: break;</td>
<td>4 if ( h + \lambda^i_d(\tau) ) is larger than the capacity of MDC, ( \sum_{m=1}^{M_d} C^m_d ), or ( i + 1 ) is equal to the size of the number of buy bids: break;</td>
</tr>
<tr>
<td>5 ( b = b^i_d(\tau) );</td>
<td>5 ( b = b^i_d(\tau) );</td>
</tr>
<tr>
<td>6 ( h+ = \lambda^i_d(\tau) );</td>
<td>6 ( h+ = \lambda^i_d(\tau) );</td>
</tr>
<tr>
<td>7 ( i+ = + );</td>
<td>7 ( i+ = + );</td>
</tr>
<tr>
<td>8 ( \rho = (b^i_d(\tau) + \text{Cost}_d(\tau))/2 );</td>
<td>8 ( \rho = (b^i_d(\tau) + \text{Cost}_d(\tau))/2 );</td>
</tr>
<tr>
<td>9 if ( b^i_d(\tau) \geq \rho \geq \text{Cost}_d(\tau) ) then</td>
<td>9 if ( b^i_d(\tau) \geq \rho \geq \text{Cost}_d(\tau) ) then</td>
</tr>
<tr>
<td>10 All the first ( i ) buyers win with price per container:;</td>
<td>10 All the first ( i ) buyers win with price per container:;</td>
</tr>
<tr>
<td>11 ( \pi^d_1(\tau) = \pi^d_2(\tau) = \rho; )</td>
<td>11 ( \pi^d_1(\tau) = \pi^d_2(\tau) = \rho; )</td>
</tr>
<tr>
<td>12 else</td>
<td>12 else</td>
</tr>
<tr>
<td>13 All the first ( i - 1 ) buyers win with buy price per container: ( \pi^d_1(\tau) = b^i_d(\tau); )</td>
<td>13 All the first ( i - 1 ) buyers win with buy price per container: ( \pi^d_1(\tau) = b^i_d(\tau); )</td>
</tr>
<tr>
<td>The sell price per container is ( \pi^d_2(\tau) = \text{Cost}_d(\tau); )</td>
<td>14 The sell price per container is ( \pi^d_2(\tau) = \text{Cost}_d(\tau); )</td>
</tr>
</tbody>
</table>
d for effective in time slot τ, where \( \pi^d_b(\tau) \) is the clear buying price for the contract, \( \pi^s_b(\tau) \) is the clear selling price for the contract and \( C^d_i(\tau) \) is the capacity of the resources in the contract.

6.3.3 Provisioning

The contracts establishment algorithm solves the problem of allocating the resources for each SPs in a utility-maximizing manner. After the establishment of the contracts, the SPs hold resources which are densely geo-distributed at the edge of the network. The provisioning process is required for each SP to schedule the tasks to the containers on the MDCs to handle the requests of its services at the edge. The provisioning algorithm here decides how to place tasks on the containers in the MDCs of the established contracts in a contracts-aware manner.

In the provisioning process, the SP needs to react for the workload changes in a real-time manner. A reactive provisioning and task scheduling algorithm is needed to place the tasks on the application containers and decide the placement of the application containers to the right MDCs which can both optimize the cost of using the resource and the service performance that can potentially increase the application experience to the user. Our task scheduling algorithm aims at minimizing the network latency between the end nodes and the MDCs where the application container is hosted.

6.4 Evaluation

We experimentally evaluate the effectiveness of \textit{Zenith} in terms of job response times, success rate of meeting response time guarantees and resource utilization levels at the edge micro datacenters.

6.4.1 Setup

The simulation uses a geographic map of 3000 miles *3000 miles size and randomly chooses locations from the map to place the MDCs. The WVD (Weighted Voronoi Diagram) is generated from the map with the locations of the MDCs as the sites. The latency used in the experiments is estimated using the distance-based model presented in [54]. This linear model estimates the latency based on the distance between the two points.

We consider that each region contains one micro data center and each MDC has 1000 servers in the default setting. The server has the same performance as that of the IBM server x3550 (2 x [Xeon X5675 3067 MHz, 6 cores], 16GB). Each server hosts up to 5 application containers at a given time. The location of the MDC is randomly chosen, and the timezone of the MDC is determined by the location. The geographic map area is divided into four time zones evenly to simulate the time-varying aspect of the dynamic electricity pricing. The electricity price is generated based on the hourly real-time electricity price from [139]. We use
the distribution of the data in 2015 from NationalGrid’s hourly electricity price to simulate the fluctuation of the real electricity market.

The default workload generates job requests of low-latency data processing tasks (of 100 bytes in size) and the container running at the MDC processes the request. The distribution of the workload is uniform throughout the map for the default setting. We consider that all workloads are response time sensitive, which means that if the response time exceeds the constraint, the task is considered to be a failed task. The default response time constraint is 30ms. We compare Zenith with two candidate mechanisms: (i) Coupled Edge Computing (CEC) mechanism, in which each MDC is owned by one of the SPs and the workload to the MDCs comes only from the SP that owns the MDC; (ii) conventional cloud-based (Cloud) solution in which the workload is processed at the large-scale datacenters placed on the left and right ends of the map.

6.4.2 Experiment Results

To evaluate the performance efficiency of Zenith, we perform three sets of experiments: first, we study the impact of the number of servers in MDCs on the average response time of tasks, the average utilization at the MDCs and the overall success rate of the tasks. Second, we study the impact of the number of MDCs in the geographic map. Finally, we analyze the impact of different response time constraints on the perceived performance efficiency.

6.4.2.1 Impact of No. of servers in MDCs

In this experiment, we compare the performance of the mechanisms with different number of servers in each MDC. The number of servers per MDC is increased from 200 to 2000 in the evaluation. For the Cloud-based mechanism, the total number of servers present in the two large-scale datacenters are increased in such a way that they have the same number of total servers as the total number of servers in all MDCs.

As shown in Figure 6.4a, the y-axis is the average response time of the tasks. The x-axis is the number of servers per MDC. We find that with the increased ability to share resources among MDCs, Zenith achieves
the best result compared to CEC and Cloud mechanisms even when the number of servers is low. As shown in Figure 6.4b, Zenith, in general, can achieve higher utilization of the MDCs except when the resources are scarce such as when one MDC only handles 200 servers. In Figure 6.4c, we observe that the success rate of the tasks increases with increasing the number of servers. In addition, the success rates of CEC and Cloud schemes do not reach 100%. This is due to the fact that even when the resources are available, these schemes suffer from reduced proximity between the tasks and the MDCs assigned to them. Here, the response time constraints cannot be met with the nearest datacenters. From the above experiments, we can see that Zenith performs significantly better than CEC and Cloud mechanisms with respect to response time, resource utilization and success rate.

6.4.2.2 Impact of No. of MDCs

We next study the performance of Zenith with different number of MDCs present in the geographic map. The number of MDCs is increased from 20 to 200. For the CEC mechanism, the MDCs are divided into 10 even groups such that each group is owned by one SP. As shown in Figure 6.5a, the x-axis is the number of MDCs. We find that the response time decreases from 20ms to about 10ms for Zenith as increasing the number of MDCs decrease the average distance between the endpoints and the MDCs which results in a decrease in response time. For the CEC mechanism also, the response time decreases from around 21ms to about 18ms. Here, we note that the Cloud-based mechanism is not influenced by the number of MDCs as the placement of the large-scale datacenters are fixed. In Figure 6.5b, we compare the resource utilization levels at the MDCs and we find that Zenith achieves higher utilization than CEC and Cloud mechanisms. As shown in Figure 6.5c, the success rate increases with increasing the number of MDCs. Here, Zenith performs significantly better than the two other mechanisms.
6.4.2.3 Impact of Response Time Constraints

Finally, we study the performance of Zenith to analyze the impact of different response time constraints. In this experiment, we increase the mean response constraint from 10ms to 100ms. As shown in Figure 6.6a, the x-axis is the response time constraint. The obtained response time increases for all the three mechanisms as increasing the response time constraint provides additional flexibility for task scheduling to satisfy more workloads with longer distance which results in an increase in the obtained response time. In Figure 6.6b, the utilization of all the three mechanisms are compared and we find that it increases with an easier response time constraint. For the Cloud mechanism, when the response time constraint increases significantly, it also achieves similar performance as Zenith and CEC. This is due to the fact that when the response time constraint is relaxed, a cloud solution allows the tasks to be transferred and executed in remotely located large-scale datacenters leading to a higher success rate. Figure 6.6c shows that the success rate increases with extending the limitations of the response time constraints. Here the Cloud solution also attains 100% success rate as Zenith and CEC. From the above experiments, we observe that Zenith performs significantly better than CEC and Cloud when the response time constraints are significant.

6.5 Summary and discussion

In this chapter, we propose Zenith, a resource allocation model for allocating computing resources in an edge computing platform. In contrast to conventional solutions, Zenith employs a new decoupled architecture in which the infrastructure management at the Edge Computing Infrastructures (ECIs) is performed independent of the service provisioning and service management performed by the service providers (SPs). Based on the proposed model, we present an auction-based mechanism for resource contract establishment and a latency-aware scheduling technique that maximizes the utility for both EIPs and SPs. The proposed techniques are evaluated through extensive experiments that demonstrate the effectiveness, scalability and performance efficiency of the proposed model.
In this chapter, we addressed the problem of allocating and managing edge computing resources for edge infrastructure providers to enable them provide resources to the service providers in a latency-aware manner. Similar to edge computing environments, geo-distributed clouds can also benefit from resource sharing among providers to increase utility. In the next chapter, we propose a resource allocation and management mechanism for geo-distributed clouds that allows cloud service providers to trade computing resources in geo-distributed datacenters in a cost-aware manner.
7.0 Cost-aware resource allocation and management mechanism for geo-distributed cloud resources

In this chapter, we propose a contracts-based resource sharing model for federated geo-distributed clouds that allows Cloud Service Providers (CSPs) to establish resource sharing contracts with individual datacenters \textit{apriori} for defined time intervals during a 24 hour time period. Concretely, this chapter makes the following contributions: first, we develop the proposed contracts-based resource sharing model and present an optimal contract establishment algorithm that produces the optimal design of resource sharing contracts considering the size and type of resources in each resource sharing contract. Second, we develop an auction-based contract allocation mechanism that ensures both fairness and revenue maximization for the individual datacenter providers. Third, we develop a suite of job scheduling and contracts-based resource provisioning algorithms that leverage the established contracts for each CSP and minimizes the resource usage cost of individual CSPs. We evaluate the proposed techniques through extensive experiments using realistic workloads generated using the SHARCNET cluster trace. The experiments demonstrate the effectiveness, scalability and resource sharing fairness of the proposed model.

The remainder of this chapter is organized as follows. Section 7.1 provides a background of various resource sharing models for geo-distributed clouds and motivates the proposed contracts-based model. In Section 7.2, we develop the proposed contracts-based resource allocation system model. In Section 7.3, we present new techniques for optimal contracts designing and allocation. In Section 7.4, we present our proposed contracts-based job scheduling techniques. Section 7.5 evaluates the performance of the contracts-based resource allocation mechanisms in comparison with conventional complete cooperation geo-distributed clouds using real-world datacenter workload traces. We conclude in Section 7.6.

![Electricity price trends of NationalGrid in 2015](image)

Figure 7.1: Electricity price trends of NationalGrid in 2015
7.1 Background & Motivation

In this section, we briefly review the background concepts related to various models of operating a geo-distributed cloud and discuss their merits and demerits.

7.1.1 Stand-alone Clouds

Conventional cloud computing models (e.g., Amazon EC2[12] and Google Cloud[137]) use a single datacenter or a set of datacenters jointly managed by a single CSP. Thus, the CSPs do not cooperate with each other and do not aim at optimizing resource allocation and cost across multiple CSPs (Figure 7.2a). Despite resulting in sub-optimal resource allocation and resource management, this centralized single-site resource management model has the benefit of easier resource management as each datacenter is managed independently of each other, providing higher autonomy and control for individual datacenters. Even though this “stand-alone” datacenter management may result in locally optimized resource management at individual datacenters, such an approach can be largely sub-optimal with respect to global resource management considering all datacenter resources jointly in a federated geo-distributed cloud environment. As an example, Figure 7.1 shows the dynamic electricity pricing from the NationalGrid[139] data in 2015. We observe that besides the notable long-term (e.g., one year) fluctuations, there are significant short-term price variations even on a single day: the highest per-day pricing on one given day can be as much as six times the lowest price observed on the same day. Thus, “stand-alone” clouds that have neither complete nor partial co-operation with each other can operate very sub-optimally forcing individual datacenters to run workloads locally at higher electricity prices even though resources for which may be available at remote datacenters at a possibly lower electricity cost.
7.1.2 Federated Clouds with Complete Cooperation

In the literature, several techniques for global management geo-distributed datacenters have been proposed. These mechanisms can be classified into two broad categories:

**Virtual Geo-distributed Clusters**: This class of techniques builds Virtual Machines (VMs) for users to use computing resources across the geo-distributed datacenters as a single virtual cluster. There are several works focusing on optimizing the performance in the geo-distributed environment [3, 114, 154, 163, 117, 57, 169]. Here, the datacenters are treated as one single virtual entity and having a single centralized cloud manager makes it easier to schedule the jobs and place data to achieve the overall goal. The cloud manager obtains the global information of the jobs and the individual workload requirements of each datacenter to balance the load and schedule the jobs.

**Federated Cloud**: Federated clouds provide a platform for the CSPs to share computing resources with each other. Each CSP is assumed to manage its datacenters autonomously. There is a centralized Cloud Exchange Institution that obtains all infrastructure information from the datacenters and provides the platform for the CSPs to discover the resources from the members of the federated cloud [35] [27]. The key objective for the CSPs is to share their resources on the federated cloud platform to maximize their resource utilization and increase the success rate of meeting the SLAs for the jobs.

We illustrate these two types of global resource management mechanisms in Figure 7.2b and we refer to this model as federated clouds with complete cooperation. This model enables the free use of the resources through a centralized broker such that all the resources in the geo-distributed datacenters can be used by all the other members participating in the system. However, this model suffers from a few key drawbacks, which include (i) lack of fairness in revenue earned by competing CSPs, i.e., since the global resource optimization objective of this approach does not lead to locally optimized profits for individual datacenters, the individual profit of each datacenter may be even lower than the profits they can get by operating stand-alone and (ii) limited scalability - as it is difficult for all the geo-distributed datacenters to globally synchronize the information necessary for sharing, provisioning and allocating resources in a real-time manner for job scheduling can be a significant challenge.

7.1.3 Contracts-based Resource Sharing

In this chapter, we propose a new contracts-based resource sharing architecture for the CSPs to share resources across globally geo-distributed datacenters. The demerits of the complete cooperation model lead us to a more flexible and limited sharing mechanism that provides a controlled cost-aware resource sharing opportunity. Thus, the contracts-based resource sharing model finds suitable tradeoffs between traditional clouds without federation and that with complete cooperation as illustrated in Figure 7.2. The figure shows three different architectures for a geo-distributed cloud of five CSPs. Here, the edges represent the usage of resources among the CSPs. As illustrated in Figure 7.2a, none of the five CSPs can use others’ resources
when there is no federation. However, in Figure 7.2b, we find that there is a complete graph showing that every CSP can use every other’s resources with complete co-operation. In Figure 7.2c, there are only six edges between the CSPs representing a partial graph. Here, each CSP does not share resources with every other CSP in the federation. Each edge represents a contract between the CSPs to share resources.

The proposed contracts-based resource sharing mechanism is based on resource sharing contracts that are established between the CSPs after negotiations. The resource sharing contracts could be signed by the CSPs stipulating the rights and duties of the CSPs to share the committed resources during the time duration and the negotiated price in the contract. For the contracts-based resource sharing mechanism, the CSPs design and trade the resource sharing contracts with each other. Thus, the contract may be predetermined and established apriori before the effective time. The establishment of contracts involves two key challenges namely (i) how to design and build contracts that can maximize individual profit of the CSP and (ii) how to schedule jobs to maximize the utility of using the contracts.

Figure 7.3 and Table 7.1 present an example scenario to illustrate the key benefits of using a contracts-based resource sharing mechanism namely (i) balancing the workload, (ii) minimizing the operating cost and (iii) increased resource utilization:

Balancing the workload: In the example shown in Figure 7.3a, CSP2 has overcapacity workload and needs 52K servers to meet the workload requirements. However, it has only 40K servers. Therefore, under normal operations, it has to either delay some jobs in the workload or drop them entirely. Alternately, in the contracts-based federated cloud model, CSP2 borrows 9K servers from CSP5 and 3K servers from CSP3 to meet workload requirements of 52K servers. As we can see, this not only increases the revenue for CSP2 but also for the other CSPs participating in the contracts-based resource sharing.

Figure 7.3: Contracts-based cloud federation example of saving electricity cost and balance the workload
Table 7.1: The status of the five providers in the contracts-based example

<table>
<thead>
<tr>
<th>CSP</th>
<th>Electricity Price</th>
<th># of Servers</th>
<th>Require # of Servers</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSP1</td>
<td>100</td>
<td>30,000</td>
<td>15,000</td>
</tr>
<tr>
<td>CSP2</td>
<td>30</td>
<td>40,000</td>
<td>52,000</td>
</tr>
<tr>
<td>CSP3</td>
<td>40</td>
<td>30,000</td>
<td>15,000</td>
</tr>
<tr>
<td>CSP4</td>
<td>30</td>
<td>30,000</td>
<td>21,000</td>
</tr>
<tr>
<td>CSP5</td>
<td>30</td>
<td>50,000</td>
<td>41,000</td>
</tr>
</tbody>
</table>

Minimizing operating cost: In Figure 7.3b, CSP1 experiences an increased electricity cost requiring to spend $100 per megawatt per hour. Even though it has the similar workload amount as CSP4 and CSP3, it uses contractual relationships to borrow 9K servers from CSP4 and 6K servers from CSP3 respectively. This minimizes the operating cost and saves up to 66% in operating cost for CSP1.

Increased resource utilization: Figure 7.3 also illustrates that some CSPs that have idle resources share their resources with other CSPs (e.g., CSP 3,4,5). Thus, contracts-based resource sharing results in an increased utilization of the computing resources in the datacenter infrastructures.

As discussed above, we find that contracts-based resource sharing has additional potential and flexibility to achieve a more efficient resource allocation while increasing the profit and minimizing the cost for each individual datacenter. In this chapter, we model the problem formally, analyze and develop algorithms for contract establishment and job scheduling to efficiently and profitably share resources between CSPs.

7.2 System Model

In this section, we describe the system model for the proposed contracts-based federated geo-distributed cloud model. We discuss it in three steps: first, we describe the features of the CSPs that participate in the cloud federation process. We then discuss the agreements and the responsibilities of the federation coordinator and finally, we discuss the role of the contract manager that manages the resource sharing contracts agreed between the CSPs.

7.2.1 Cloud Service Provider

CSPs offer a variety of cloud computing services to the customers. We primarily consider CSPs offering Infrastructure as a Service (IaaS) [94] that provide customers with various computing resources such as VMs and virtual disk space to store and process their data. The providers may offer different types of VMs with different Quality of Service (QoS) guarantees and the VMs may be priced differently. The QoS provided by the VMs may depend on how many CPU cores are present in the VMs, memory, network and other resources that are guaranteed in the period of time when the resources are provided to the user. The price is set by the CSP which provides the service based on the QoS provided by the VM type, the Service Level Agreement (SLA) and the market demand and supply.
The provider charges the customers on-demand based on the length of the running time and the price of the VM type. The profit of the CSP is determined by the charges provided by the customers, the operating cost and the penalty for violating the SLA. The operating cost which varies with the time includes the electricity cost, management cost and cost for maintenance. The penalty is paid by the CSP to the customers to compensate their loss in case of violating the SLA. For example, in Amazon Elastic Compute Cloud (Amazon EC2) [12], the SLA stipulates that if the monthly uptime of the service is less than 99.95% and greater than 99.0%, Amazon EC2 will pay 10% of the charge of using the service back to the users' account and 30% if the uptime is fallen to less than 99.0% [12].

Every CSP has limited resources to serve the users. To handle the overcapacity workload that cannot be serviced within the CSP’s own datacenter, the CSPs can engage in a federation process to share idle resources and handle overcapacity requests. The negotiating steps are done by a trusted third party which we refer to as the Federation Coordinator.

7.2.2 Federation Coordinator

The federation coordinator is a third-party service which is trusted by the CSPs in the federated cloud and it is responsible for providing a platform for the CSPs to trade computing resources with each other. There is an agreement signed with the coordinator before the CSP joins the federation. The agreement stipulates the rights and duties of the coordinator and the CSP. The coordinator follows the optimized contract establishment process proposed and discussed in Section 7.3 to establish the contracts between the CSPs.

When building the contracts, each CSP sends its demand and supply to the coordinator to compare with the demands and supplies from others. The demand and supply information may have private information of the CSPs and hence the agreement also stipulates the privacy policy for the coordinator which determines to which degree the coordinator can publish or share the information submitted by the CSPs. All the CSPs are autonomous and have their own customers. Each CSP has its own utility (which can be estimated approximately by the profit) and each CSP wants to increase the utility after participating in the federation. Under this condition, the problem contains both the cooperating and competing aspects with multiple participants which cannot be solved by the methods that assume that all resource allocation decisions are handled with a central objective of global resource optimization. So in this scenario, auction mechanisms that are widely studied in Game Theory are most suitable. Auctions allow the participants to both cooperate and compete[30]. The essence of the auction is to match the supply and demand at both sides which fit the characters of the problem intuitively. The coordinator uses an auction-based mechanism to match the demands and supplies of the CSPs. The auction ends with a set of results which contains the winning decisions and the market clearance prices. Based on the results, the coordinator establishes the contracts.
**7.2.3 Contract Manager**

The contract manager manages the resource sharing contracts agreed by the CSPs. The contract is an agreement between the CSPs which stipulates the rights and duties of both sides, the buyer and the seller in the contract.

An actual resource sharing contract contains the following four information: (i) the buyer and the seller of the resource in the contract, (ii) effective time of the contract which controls the starting and ending time of the contract, (iii) the resource type and quantity in the contract and (iv) agreed resource price. In our work, we use dedicated resources as the unit of trading in the contracts. A dedicated resource is a collection of servers which is hardware isolated from the other resources in the datacenter. Examples of such resources include IBM Bluemix Dedicated Cloud [64] and Amazon EC2 Dedicated Instances[11]. The pricing model used for the contracts consists of two components namely (i) the reservation price that is paid when the two sides establish the contract and (ii) the usage price which is paid when the resources in the contract are actually used. The usage price is paid according to the usage amount and time of the resource. The contract can also include the SLA which provides more guarantees for the performance of the resource included in the contract. Other constraints that can be included in the contract include the location constraints of placing the jobs, the business policies and security requirements.

In the next section, we present the proposed mechanisms for establishing resource sharing contracts.

**7.3 Resource Sharing Contracts Establishment**

We design an auction-based mechanism for establishing resource sharing contracts as the nature of the contract establishment problems naturally fits the auction mechanism. Some key features such as truthfulness (Definition 2) and budget balance of the auctioning protocol are highly desirable and essential for solving the contract establishment problem. Truthfulness or “strategy-proofness” is a feature provided by many auction mechanisms such as VCG mechanism[106] and McAfee mechanism[90] and it ensures that the participants of the auction can maximize its utility only by bidding with the true value which he/she values the goods in the auction. This feature simplifies the problem by narrowing down the choices of the participants. The budget balance feature guarantees that the payment from the buyers is equal to or more than the payment to the sellers. This feature guarantees that the coordinator will not subsidize in the auction.

As discussed above, we choose to design the proposed auction mechanism based on McAfee mechanism as it inherently guarantees both truthfulness and budget-balance. In the McAfee mechanism, the selling price and the buying price are determined separately which helps to keep the auction truthful and budget-balanced. Even though having separate selling and buying prices makes the trade efficiency sub-optimal, it is necessary to design a truthful auction mechanism. As the uniqueness-of-prices theorem [105] implies, this subsidy problem (the auctioneer need to subsidize the auction) is inevitable - any truthful mechanism that optimizes
the social welfare will have the same prices (up to a function independent of the bid prices of each bidder).

If we want to keep the mechanism truthful while not having to subsidize the trade, we must compromise on efficiency and implement a less-than-optimal social welfare function \([150]\). The McAfee mechanism is designed based on the above theorem which has a bounded trade efficiency loss, \(1/\min(|B|, |S|)\) where \(B\) is the set of buy bids and \(S\) is the set of sell bids, but maintains both *truthfulness* and *budget-balance*.

We design the framework of the contracts establishment process in three parts: first we model the problem of establishing the resource sharing contracts into an auction; second we develop the strategy for the CSP to bid in the auction; third we design the auction algorithm which determines winning bids and the market clearance prices. Finally, we design the iterative process of building the contracts, which is based on the proposed auction algorithm.

### 7.3.1 Problem Description

We first model the contracts establishment problem as a sealed-bid double auction problem. In a sealed-bid double auction\([106]\), there are three kinds of participants: first are the buyers who have the demands for the goods; second are the sellers that can supply the goods; the third is the auctioneer which is responsible for conducting the auction. In the contracts establishment problem, the CSPs can act as both buyers and sellers based on their demands and supplies. The coordinator of the federated cloud, a trusted third party acts as the auctioneer. The traded goods in the auction are the rights to use a certain amount of cloud resource in a certain period of time (time slot). We use dedicated resource types \([11] [64]\) to represent a cloud resource. The dedicated resources can be considered as bundles of servers isolated from other resources in the data center. It is defined by \(k \in \{1, 2, ..., K\}\). Each type-\(k\) resource may contain several servers which can be represented by a list \(D_k\) and each server \(d \in D_k\) has a capacity \(V_k^d\) and the overall capacity of a type-\(k\) resource is \(V_k = \sum_{d \in D_k} V_k^d\). We note that the resource types are sorted by the resource capacity which means that if \(k_1 > k_2\), \(V_{k_1} > V_{k_2}\).

We consider a federated cloud with \(N\) individual CSPs. The contracts establishing problem is formulated using discrete time slots \(\tau\). The cloud datacenters are located in geo-distributed locations and each of them is controlled by one CSP. We assume each CSP \(i \in [1, N]\) has only one datacenter for simplicity. We assume that each datacenter has several types of servers. It has a server list \(M_i(\tau)\) which contains all the servers controlled by the CSP \(i\) in time slot \(\tau\). The server list can be modified in each time slot \(\tau\) by adding or removing the servers which are controlled by the cloud manager of the CSP. These operations simplify the representation of the resource which is changed every time slot with different contracts signed in each time slot. The capacity of each server \(m \in M_i(\tau)\) is \(C_i^m\). Therefore, the capacity of CSP \(i\) in time slot \(\tau\) can be represented by \(C_i(\tau) = \sum_{m \in M_i(\tau)} C_i^m\). Each CSP serves its customers by providing resources for running their computationally-intensive jobs. The job requests are sent to the CSP, which are pushed into a job queue. The jobs in the queue are processed according to a FCFS (First Come First Served) service policy. We assume that the demand for each time slot \(\tau\) is \(\lambda_i(\tau)\) for CSP \(i\) which can be determined by predicting
the upcoming workloads through mechanisms such as ARIMA [29] or Hidden Markov Modeling (HMM) [71].

The profit earned by the CSPs is determined by the difference between payments from the users and the operating cost and the penalty. The payments are related to the demand $\lambda_i(\tau)$ and we use $q_i$ to denote the unit price for one unit resource (for example, one VM with one EC2 Compute Unit (ECU) and one-gigabyte memory in Amazon EC2[136] can be a unit resource). Therefore, the capacity for each server $C_i^{m}$ and $V_k$ can also represent the number of unit resources that can be run on the server. We use $Cost_i^k(\tau)$ to denote the operating cost of CSP $i$ for the type-$k$ dedicated resource.

The problem of establishing the contracts in each time slot $\tau$ for each type-$k$ dedicated resource can be represented as a double auction in which each CSP decides the sell bid (ask prices), $s_i^k(\tau)$, for each type-$k$ dedicated resource in time slot $\tau$ and buy bid, $b_i^k(\tau)$, based on the valuation of the resources and the expected utility. For simplicity, in the rest of the chapter, we use the term sell bid to indicate the minimal price that the sellers expect in order to sell their resources. The coordinator base on the bids to decide the pairs of winning bids. Here $X_b(\tau) = \{x_{b_1}(\tau), x_{b_2}(\tau), \ldots\}^k$ (if $x_{b_i} = 1$ means $b_i$ wins and vice versa) denotes the buy bids result and $X_s(\tau) = \{x_{s_1}(\tau), x_{s_2}(\tau), \ldots\}^k$ denotes the sell bids result. The resource sharing contracts establishment problem is solved by the auction. The resource sharing contract represents the following information: (i) the effective time of the contract determined by $\tau$, (ii) the two sides of the contract determined by matching the bidders of the winning bids. We use index $i$ to denote the seller’s index and $j$ to denote the buyer’s index, (iii) the selling and buying price of the contract represented by $\pi_{s_i}^k(\tau)$ and $\pi_{b_i}^k(\tau)$, (iv) the resource type and quantity represented by $k$ and $D_k$. The contract is denoted by $Contr_{ij}^k(\tau) = \langle \pi_{s_i}^k(\tau), \pi_{b_i}^k(\tau), D_k \rangle$. The optimal solution for establishing the contracts maximize every CSP’s utility after attending the auction. We first propose the suggested bidding strategy and we discuss the utility function of the CSPs participating in the auction.

### 7.3.2 Proposed Bidding Strategy

As discussed previously, in our model, each provider participates in the federated cloud to potentially increase its profit. We design the bidding strategy for the CSPs to ensure that the CSPs increase their profits through their participation in the federated cloud. Before we design the bidding strategy for the provider, we first discuss the utility function of the providers. The utility of participating in the auction is defined based on the profit a CSP can gain from running the jobs on the resources in the contracts and the profit it can gain from selling its local resources to other CSPs in the contract.

First, we define the utility function using the profit a provider $i$ can get from renting type-$k$ dedicated resources from others:

$$u_i^k(\tau) = q_i \max\{\min\{Res(\lambda_i(\tau)) - C_i(\tau), V_k\}, 0\} - \pi_{b_i}^k(\tau) \quad (21)$$

where $Res(\lambda)$ is a function that calculates the resource from the service demand.
Then, if the demand is under capacity but the operating cost is higher, the CSP can also participate in the auction to increase the utility from running jobs on other CSPs’ resources. In this condition, the utility function is:

\[ u^k_i(\tau) = Cost^k_i(\tau) - \pi^k_b(\tau) \]  

(22)

There is only one condition in which the CSP wants to sell their resource to others: the demand is notably less than the capacity of the available resources. In this condition, the utility function of the CSP which wants to provide type-\(k\) dedicated resources to others can be represented by:

\[ u^k_i(\tau) = \pi^k_s(\tau) - Cost^k_i(\tau) \]  

(23)

When participating in the auction, provider \(i\) needs to consider the utility it can gain from the auction. For the potential seller who has idle resources, it wants to increase its profit by increasing the utilization of the idle resources. For the potential buyer, it also wants to increase its profit by either serving the demand which is over the capacity of the local resource or decreasing the operating cost by outsourcing the jobs to the other lower cost resource in the contracts.

From the above discussion, we can get the bidding strategy for the CSPs. For the potential seller, it only needs to estimate the usage of the resource and match the idle resource into one type of dedicated resource and set the bid price by the operating cost. For the potential buyer, it has a mixed strategy: if the predicted service demand is over the capacity of the current servers in the server list, it bids by the profit it can get from serving the overcapacity demand; otherwise, it bids by the operating cost instead.

From the above bidding strategies’ discussion, provider \(i\) that has idle servers matching type-\(k\) dedicated resources can set the selling price by the operating cost:

\[ s^k_i(\tau) = \begin{cases} 
Cost^k_i(\tau) & \text{if } Res(\lambda_i(\tau)) > C_i(\tau) - V_k \text{ and } D_k \subset M_i(\tau) \\
\text{NULL} & \text{otherwise}
\end{cases} \]  

(24)

where “NULL” represents a null bid. Here, we note that the condition, \(D_k \subset M_i(\tau)\), checks whether the available server list, \(M_i(\tau)\), contains the type-\(k\) resource, \(D_k\), or not.

The buyer who wants to buy type-\(k\) dedicated resource will bid in two conditions: first, the predicted demand is above the current capacity; second, the operating cost is relatively high in the time slot \(\tau\). So the bidding strategy is a combination of two separate strategies:

\[ b^k_i(\tau) = \begin{cases} 
g_i \min\{Res(\lambda_i(\tau)) - C_i(\tau), V_k\} & \text{if } Res(\lambda_i(\tau)) > C_i(\tau) \\
Cost^k_i(\tau) & \text{otherwise}
\end{cases} \]  

(25)

It is worth noting that as shown in the above strategies, when there are idle resources, the CSP will set the buy bid with its operating cost regardless of whether it needs the resources or not. We can understand this condition from two aspects: if the CSP does not bid when it has idle resources, it will always get zero utility in this round of auction; instead, if the CSP bids with the operating cost, it will at least get zero utility, which will become the dominant strategy for the CSP.
While above suggested bidding strategy provides a basic methodology to estimate the benefits CSPs can obtain from participating in the auction, we note that the bidding strategy can be extended with additional requirements for CSPs (e.g., reliability requirements, scheduling policy constraints, data locality constraints, etc.) to further customize the bidding process.

7.3.3 Winning Bids Decision

In this subsection, we present the proposed algorithm for determining the winning bids. As mentioned earlier, the proposed auction algorithm (Algorithm 10.) guarantees both truthfulness and budget balance properties.

The winner decision algorithm for the auction is based on the McAfee mechanism which both guarantees truthfulness and budget balance. The decision of the auction is indicated by two sets of indicators, \( X_b(\tau) \) and \( X_s(\tau) \). The buying bid \( b_h \)'s indicator is set to be \( x_{s_h} = 1 \) if bid \( b_h \) wins. For the selling bid, it is the same as for the buying bid. We note that the time complexity of Algorithm 10 is \( O(N \log N) \). Here the key

**Algorithm 10:** Algorithm for the double auction to choose winners for one type of dedicated resource

<table>
<thead>
<tr>
<th>Input</th>
<th>Type of the dedicated resource : ( k );</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buy bids: ( B^k(\tau) = { b_1(\tau), b_2(\tau), \ldots }^k );</td>
<td></td>
</tr>
<tr>
<td>Sell bids: ( S^k(\tau) = { s_1(\tau), s_2(\tau), \ldots }^k );</td>
<td></td>
</tr>
<tr>
<td>Output: Clearing Buying Price: ( \pi_k^b(\tau) ) Clearing Selling Price: ( \pi_k^s(\tau) );</td>
<td></td>
</tr>
<tr>
<td>Auction decision: ( X_b(\tau) = { x_{s_1}(\tau), x_{s_2}(\tau), \ldots } );</td>
<td></td>
</tr>
<tr>
<td>( X_s(\tau) = { x_{s_1}(\tau), x_{s_2}(\tau), \ldots } );</td>
<td></td>
</tr>
</tbody>
</table>

1. Sort \( B(\tau) \) in descending order by \( b_i(\tau) \) and \( S(\tau) \) in ascending order by \( s_i(\tau) \);
2. Initially, set current buying price \( b \) as \( b_k \) as the first bid (highest price) in \( B_k(\tau) \) and current selling price \( s \) as \( s_k \) as the first bid (lowest price) in \( S_k(\tau) \). current bid indicator \( h = 0 \);
3. while \( b \geq s \) do
   4. \( s = s_k(\tau) \);
   5. \( b = b_h(\tau) \);
   6. \( h = h + 1 \);
   7. if \( h \) is larger than the size of \( B^k(\tau) \) or \( S^k(\tau) \) break;
   8. \( \rho = (b_{h+1} + s_{h+1})/2 \);
   9. if \( b_h \geq \rho \geq s_h \) then
      10. All the first \( h \) buyers and first \( h \) sellers win with price:; \( \pi_k^b(\tau) = \pi_k^s(\tau) = \rho \);
      12. else
         13. All the first \( h - 1 \) buyers win with buying price: \( \pi_k^b(\tau) = b_h \);
         14. All the first \( h - 1 \) sellers win with selling price: \( \pi_k^s(\tau) = s_h \);

The time-consuming operation is the initial sorting operation.

7.3.4 Contracts Establishment Process

In this subsection, we discuss the overall process for building the contracts based on the auction algorithm. We illustrate it as a sequence of procedural steps:

Step 1 Begin the auction from \( k = K \) that represents the CSP with the largest amount of resources. The auction begins at time slot \( \tau = 1 \).
Step.2 CSPs send the bids to the coordinator of the federation using the strategy described above.

Step.3 The coordinator decides the winners by the algorithm as shown in Algorithm 10.

Step.4 The winning bids build the contracts one to one in the order of the sell and buy bids. Each winning buyer adds the servers in the dedicated resource into the server list $M_i(\tau)$ in time slot $\tau$. Each winning seller also updates the server list $M_i(\tau)$ by removing the servers from the list.

Step.5 The losing bids of the type-$k$ dedicated resource are sent back to the CSP. The CSP will separate it into several bids which may be used in the auctions for the smaller types of dedicated resource. These bids also obey the strategies defined in Subsection 7.3.2.

Step.6 For the next smaller type-$\{k-1\}$ dedicated resource, the CSPs execute the above steps from Step.2 until the smallest type dedicated resource is reached.

Step.7 The CSPs execute the above steps from Step.1 for the next time slot $\tau + 1$ until the last contract time slot $\tau = T$ is reached;

We note that the optimized contract provides the CSPs with a set of available remote resources in a cost-efficient manner. However, the individual CSP needs to employ intelligent job scheduling techniques that understand the cost implications of the underlying contract structure to leverage the remote resources available to the CSPs effectively. We discuss them in the next section.

7.4 Contracts-based Job Scheduling

In this section, we first formulate the contracts-based job scheduling problem and then propose our mechanisms to schedule jobs using the extended resources provided to the CSPs through the resource sharing contracts.

7.4.1 Job Scheduling Problem Model

We model the scheduling problem for each CSP that participates in the federated cloud. We note that in the scheduling model, the time slot indicated by $t$ can be a very short time interval. It can be several orders of magnitude shorter than the time slot for establishing the contracts which is represented by $\tau$. We introduce two new terms, $t_{\text{begin}}^\tau$ and $t_{\text{end}}^\tau$, to indicate the beginning and end of the interval of the contract time slot $\tau$ during job scheduling. All the jobs come to a CSP enter into an FIFO queue. The arriving rate in time slot $t$ is denoted as $r_i(t)$ for provider $i$. The queue is updated every time slot:

$$Q_i(t + 1) = \max\{Q_i(t) - U_i(t) + r_i(t) - A_i(t), 0\}$$

where $U_i(t)$ is the set of scheduled jobs in time slot $t$, $A_i(t)$ is the set of the jobs which are dropped because of violating the SLA or other failures in time slot $t$. The queue is only updated at the beginning of the time slot.
Table 7.2: IBM server x3550 Xeon X5675 power consumption with different workload

<table>
<thead>
<tr>
<th>Workload</th>
<th>0%</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
<th>60%</th>
<th>70%</th>
<th>80%</th>
<th>90%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Consumption (Watts)</td>
<td>58.4</td>
<td>98</td>
<td>109</td>
<td>118</td>
<td>128</td>
<td>140</td>
<td>153</td>
<td>170</td>
<td>189</td>
<td>205</td>
<td>222</td>
</tr>
</tbody>
</table>

In addition, there is a constraint that the amount of the used resources of the running jobs cannot exceed the current capacity of the CSPs. We use the notations below to represent the running jobs.

\[ Z_i(t + 1) = Z_i(t) + U_i(t) - F_i(t) \]  

where \( Z_i(t) \) is the running jobs’ set at time slot \( t \), \( U_i(t) \) is the scheduled jobs in time slot \( t \), and \( F_i(t) \) is the finished or failed jobs in the running jobs set in time slot \( t \). Here the capacity constraint is:

\[ \text{Res}(Z_i(t)) \leq \sum_m C_{i,m}^{\tau} \forall t \in [t_{\text{begin}}^{\tau}, t_{\text{end}}^{\tau}] \]  

where \( \text{Res}(Z_i(t)) \) represents the estimated resources that all the running jobs need for CSP \( i \) in time slot \( t \).

The resource list \( M_i(\tau) \) is updated at the beginning of every contract time slot \( \tau \).

The actual benefits a CSP \( i \) can get from the contract is obtained as:

\[ \text{Contract}_i(t) = \left( \sum_k \pi^k_s(\tau)x^k_s(\tau) - \sum_k \pi^k_b(\tau)x^k_b(\tau) \right)/(t_{\text{end}}^{\tau} - t_{\text{begin}}^{\tau} + 1), \forall t \in [t_{\text{begin}}^{\tau}, t_{\text{end}}^{\tau}] \]  

where \( \pi^k_s(t) \) is the clearing selling price for the contracts in time slot \( t \in [t_{\text{begin}}^{\tau}, t_{\text{end}}^{\tau}] \) for the type-\( k \) dedicated resource.

The actual cost of the electricity consumption is calculated by the consumption of each server in time slot \( t \). For each server, the electricity consumption can be approximated by a linear model[20] as illustrated in Table 7.2. For each server \( m \in [1, M_i] \), the electricity consumption in time slot \( t \) is calculated as:

\[ E^m_i(t) = \begin{cases} 
\xi^m_i + \psi^m_i \cdot u^m_i(t) / \epsilon^m_i & \text{if server } m \text{ is on} \\
0 & \text{otherwise}
\end{cases} \]  

where \( \xi^m_i \) and \( \psi^m_i \) are the parameters in the linear model for estimating the electricity cost of the server, \( u^m_i(t) \) is the utilization of server \( m \) in time slot \( t \). Therefore the actual electricity cost for CSP \( i \) can be calculated as:

\[ \text{Electricity}_i(t) = PUE_i \cdot \sum_m E^m_i(t) \cdot \delta_i(t) \]  

where \( PUE_i \) is the Power Usage Effectiveness (PUE) of CSP \( i \), \( \delta_i(t) \) is the electricity price for the time slot \( t \) for CSP \( i \).

We note that the profit is approximately proportional to the resource consumption of running jobs. Therefore this is another objective for the provider to maximize:
Finally, we note that there is a penalty of violating the SLA of the jobs. The penalty can be estimated as:

\[ \text{Penalty}_i(t) = \sum_{p \in Q_i(t)} \vartheta_i \star (\varrho_i \star \gamma_p) \text{ if violates } p's \text{ SLA} \]  

(33)

where \( \vartheta_i \) is the parameter of the penalty which is determined in the SLA for violating the SLA, \( \gamma_p \) is the resource usage of job \( p \).

Considering all the objectives and constraints together, we can obtain the objective for the CSP \( i \) as:

\[
\max \lim_{T \to \infty} \sum_{t=0}^{T-1} Income_i(t) - \text{Electricity}_i(t) - \text{Penalty}_i(t) + \text{Contract}_i(t),
\]

\[ \forall i \in [1, N] \]

\[ s.t. \text{ Constrains (26) - (28)} \]

We note that the above-mentioned scheduling problem can be reduced to a bin packing problem. However, bin packing problems are shown to be NP-hard [51]. Thus, we need to resort to heuristic techniques to achieve a scalable solution. We describe them in the next subsection.

### 7.4.2 Contracts-based Job Scheduling Mechanisms

We propose a set of heuristic scheduling mechanisms to schedule jobs across the geo-distributed clouds based on the resource sharing contracts. We develop two mechanisms to optimize the scheduling decision based on the contracts: one is to use the contracts in a cost-aware manner; another is to schedule the job with minimal live migrations by understanding the duration of the contracts.

The objective of the CSPs in the job scheduling technique is to schedule the jobs to maximize the utility of using the contracts. The utility of using the contracts consists of two parts namely the payment for successfully completing the jobs and the cost of using the contracts. As optimizing the number of completed jobs is an NP-hard problem, we use the basic real-time FCFS service policy and first-fit scheduling algorithm as the preliminary approach. We then extend the basic scheduling algorithm to optimize the cost of using the contracts. We note that the cost of using the contracts can be separated into two components namely (i) the cost to use the contracts, which is decided by the price and (ii) the additional cost which occurs when using the contracts such as the job migrating cost and the penalty of violating the contracts.

Concretely, we propose three schemes. While the contracts cost-aware scheduling (ConBCA) adopts a lowest cost resource (resources in the contract or local datacenter) first policy to minimize the cost of using the contracts, the contracts duration-aware scheduling (ConBConA) considers the duration of the contracts in order to minimize the number and cost of live migrations. The contracts duration-aware and cost-aware scheduling (ConBCACOnA) simultaneously aims to minimize both the cost of using the contracts as well as the number of live migrations based on contracts duration.
7.4.2.1 Contracts cost-aware scheduling

In the contracts cost-aware scheduling approach, the CSPs cooperate with each other based on the established contracts to maximize their profit. In an intuitive scheduling policy, the providers may choose only to use the contracts when the local resource is not sufficient to meet the workload demands, which we refer to as contracts-based local first (ConBLF) scheduling mechanism. The disadvantage of this mechanism is that if the local operating cost is higher than some of the negotiated price in the contracts, the contracts become poorly utilized. An alternate intuitive scheduling policy may approach the scheduling problem in the opposite manner which is the contracts first contracts-based scheduling mechanism. This scheme also has shortcomings, the cost of the contracts may be higher than the local resource in some scenarios, in which cases, the contracts-based remote resource may only be used when the local resources are exhausted.

The above discussion provides the intuition behind the contracts-based cost-aware (ConBCA) scheduling algorithm. The provider can estimate the unit cost compared with the local unit operating cost. It may use the contract which has a lower cost than the local operating cost first. It may then use the local resources. The contracts which have a higher cost than the local operating cost are used only when the previous two kinds of resources are exhausted. The detailed algorithm is illustrated in Algorithm 11.

7.4.2.2 Contracts duration-aware scheduling

For maximizing the utility of using the contracts, another aspect to consider is how to increase the utilization of the contracts and avoid violating the contracts. An example of contract violation includes using the resources in the contracts beyond the effective time. When the contract is near the end of effective time, the jobs which are not already finished should be moved to other places that have resources to continue the jobs. Therefore, we have another cost which occurs in this condition. This cost represents the cost of migrating the jobs when the contract ends but the jobs are not finished already. Furthermore, for providing a more continuous service, most of the jobs should be moved using a seamless live migration method [40] that incurs minimal or no impact on the performance of the job. Live migration is a way of migrating the VMs which minimize the down-time of the VM. This mechanism iteratively copies the dirty memory to the remote server and moves the job to the server in a short down-time. However, the migrating operation is expensive and may consume network bandwidth between the two geo-distributed datacenters and the CPU resources on both servers. Therefore, the provider should avoid the migrating process by carefully understanding the duration of the contracts. We call this scheme as the contracts-based contracts duration-aware mechanism (ConBConA).

The provider needs to minimize the probability of live migrating the jobs when the contract is near expiration time. If the expected finish time of the job is beyond the expiration time of the contract, the job should not be scheduled to the datacenter unless the benefit of running outside is more than the migration cost.
We model the probability of migrating the job as follows. The remaining time from the expected finish time of each job \( p \) in time slot \( t \) can be calculated as:

\[ t_{p}^{\text{remain}} = t_{\tau}^{\text{end}} - (t + l_p) \]  

(35)

Where \( t_{\tau}^{\text{end}} \) represents the end time of the contract, \( t \) is the starting time of job \( p \) which is indicated by the current time slot \( t \), \( l_p \) is the expected length of job \( p \).

We assume that the probability of migrating is inversely proportional to the remaining time from the expected end time to the expiration time of current effective contract. The possibility of migrating can be estimated by the above remaining time of the job \( p \):

\[ Pr(z_p = 1) = \alpha \times \frac{1}{t_{p}^{\text{remain}}} \]  

(36)

where \( z_p = 1 \) is an indicator that indicates whether the job needs to be live migrated, \( Pr(z_p = 1) \) is the probability that the job needs to be live migrated, \( \alpha \) is a parameter. The probability that the job needs to be migrated live is inversely proportional to the remaining time from end of the job to the contract expiration time.

The migration cost can be estimated by a function which is related to the dirty rate and the size of memory. We use the equation in [85] to estimate the migration cost:

\[ Migration_p(t) = \begin{cases} 
0, & p \text{ is scheduled locally} \\
(\eta \text{Size}(v_p) + \iota)Pr(z_p = 1), & \text{otherwise}
\end{cases} \]  

(37)

where \( \eta, \iota \) is the parameter in the live migrating cost estimating model, \( \text{Size}(v_p) \) is the estimated live migration size of the job \( p \) which can be calculated by the algorithm in [85]. The actual size of migrating is related to the kind of jobs running on the VM. This function calculates the migrating cost if the job is scheduled in time slot \( t \) to the contract.

As shown above, we use a simplified live migration model to calculate the migration cost. For a more accurate estimation of the migration cost, the migration model may be replaced with other sophisticated models such as [8] that considers the migration bandwidth and the page dirty rate, [23] which considers the bandwidth waste of in-band migration and the downtime of the job or [152] which optimizes the live migration cost on a Wide Area Network (WAN). Thus, the key idea behind the contracts-based contracts duration-aware scheduling algorithm is to minimize the possible cost of having to migrate the tasks.

7.4.2.3 Contracts duration-aware and cost-aware scheduling

Considering the two mechanisms discussed above, we develop a new mechanism for scheduling the jobs with the features of both contracts duration-aware and cost-aware scheduling with using the contracts (Con-BCAConA).
In this approach, the provider first sorts all the contracts by their unit buying price and separates them into two sets: lower cost contracts which has lower cost than the local resource; higher cost contracts which has higher cost than the local resource which is only used when the workload is beyond the capacity of the previous two sets of resources.

In every time slot $t$, the provider schedules the tasks by considering the utility of finishing the task $p$:

$$u_p^t(t) = q_i Res(p) \cdot l_p - Migration_p(t) - Cost^t_p$$ (38)

where $Res(p)$ is the resource task $p$ needs, $Cost^t_p$ is the operating cost depending on whether the job runs locally (calculated by the local operating cost) or on the remote contract resources (calculated by the buying price).

The scheduler needs to maximize the outsourcing profit and minimize the cost of using the contracts and live migrating the jobs as shown in Algorithm 11. For each time slot $t$, the time complexity of the scheduling

| Algorithm 11: Algorithm of Scheduling the jobs based on contracts |
|-----------------|-----------------|-----------------|-----------------|
| 1 Separate the contracts in time slot $\tau$ into two set: $Contracts_{low}$ and $Contracts_{high}$; |
| 2 foreach Scheduling time slot $t \in [t_{begin}, t_{end}]$ do |
| 3 | if job $p$ can be scheduled to $Contr_j \in Contracts_{low}$ then |
| 4 | Schedule the job $p$ which $Pr(z_p = 1) \leq \epsilon$ with $Contr_j$; |
| 5 | else |
| 6 | if Job $p$ can be scheduled to local resource then |
| 7 | Schedule the job $p$ to the local resource |
| 8 | else |
| 9 | Schedule the job $p$ which $Pr(z_p = 1) \leq \epsilon$ with $Contr_j \in Contracts_{high}$; |

Algorithm 11 is determined by the number of jobs $|P|$ so that the time complexity is $O(|P|)$.

## 7.5 Evaluation

In this section, we present our experimental study on the performance of the proposed contracts-based resource management techniques.

### 7.5.1 Setup

We implement the simulator and the proposed algorithms in JAVA and the simulator runs with a global virtual clock. We log the status of all the servers in the CSPs for each virtual second which includes the available resources, the job status (submitted, running or finished) information, and the performance metrics of the jobs. We run all the experiments on an Intel i5-3210M Machine with 8GB memory.
Table 7.3: Datacenters’ Default Configuration

<table>
<thead>
<tr>
<th># of providers</th>
<th># of servers / provider</th>
<th>Cores per server</th>
<th>MIPS per Core</th>
<th>Memory per Server</th>
<th>Bandwidth per Server</th>
<th>PUE</th>
<th>Contract Interval</th>
<th>Prepaid ratio</th>
<th>Maximal response time</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>300</td>
<td>6</td>
<td>3067</td>
<td>16 GB</td>
<td>1 GB</td>
<td>1.2</td>
<td>4 hours</td>
<td>0.5</td>
<td>3600</td>
</tr>
</tbody>
</table>

7.5.1.1 Datacenters

We consider that each provider has one datacenter in our evaluation and we use the default configuration shown in Table 7.3 for each datacenter. The default server has the same performance as the IBM server x3550 (2 x [Xeon X5675 3067 MHz, 6 cores], 16GB). The different power consumption of the server from [20] is shown in Table 7.2. The locations of the datacenters are chosen from Amazon’s AWS datacenters’ locations with the timezone and location from [136]. The price model uses the AWS EC2 On-Demand price model [13]. The actually model is given by: $\beta_0 + \beta_1 \cdot ECU + \beta_2 \cdot Memory$, and from the linear regression, we get $\beta_0 = 0.0005884, \beta_1 = 0.0093460, \beta_2 = 0.0076067$. Here, one ECU equals 1000 MIPS (Million Instructions Per Second) in our definition.

7.5.1.2 Real electricity price

The electricity price is generated based on the hourly real-time electricity price from [139]. We obtained the distribution of the data in 2015 from NationalGrid’s hourly electricity price and the distribution includes two type of features: one is auto-correlation which means that the electricity price’s trend has very high possibility to be similar in a period of observation; another is the burstiness, which indicates that the electricity price can fluctuate significantly in a short period. In our simulation, we use the distribution of the electricity price and randomly choose each day’s price from it by shifting the time based on the datacenters’ time zones.

7.5.1.3 Workload

We conduct the experiments using a real-world workload trace from the online Parallel Workload Archive (PWA) repository [46]. We choose the SHARCNET clusters’ trace from the archive as it is a computational-intensive High-performance Computing (HPC) workload trace logged in real clusters. The trace is for a duration of thirteen months (From Dec. 2005 to Jan. 2007) with 1,195,242 independent jobs[73, 116]. As suggested by the publisher of PWA, we do not use the entire SHARCNET trace as the configuration of the clusters has changed during the duration of the trace. Instead, as recommended, we extract a two-day (From Dec. 1st to Dec. 2nd) period that does not contain cluster configuration changes. For our simulation, we have extracted the following information from the trace: the job submitted time, the job running time, the requested number of CPUs, the requested size of memory and the utilization of CPUs. In order to keep
Table 7.4: Compared Algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Description</th>
<th>Use Contraction</th>
<th>Cost-aware</th>
<th>Contracts duration-aware</th>
</tr>
</thead>
<tbody>
<tr>
<td>NF</td>
<td>No Federation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ConBLF</td>
<td>Contracts-based Local First</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ConBCA</td>
<td>Contracts-based Cost-aware</td>
<td>√</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>ConBConA</td>
<td>Contracts-based Contracts duration-aware</td>
<td>√</td>
<td></td>
<td>√</td>
</tr>
<tr>
<td>ConBCAConA</td>
<td>Contracts-based Contracts cost-aware and duration-aware</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>RT</td>
<td>Real Time complete cooperation</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

the workload same in every sub-experiment, we have used two different methods to generate the workloads. Except for the evaluation of testing the impact of number of providers in Section 7.5.2.2, in other scenarios, all the jobs in the workload are replicated in each provider so as to keep the same amount of jobs in each sub-evaluation. For the evaluation of the different number of providers, we have replicated the extracted trace 25 times that corresponds to half of the maximum number of providers in the evaluation and we have randomly assigned the jobs to the CSPs so as to maintain the same amount of jobs in each sub-evaluation. We set the dedicated resources in the simulation using a set of hierarchical categories having 256, 128, 64, 32, 16, 8, 4 servers respectively. By default, we assume an accurate prediction of the workload at each CSP. For evaluating under conditions of erroneous predictions, we dedicate a separate set of experiments to test the performance of our algorithms under various levels of errors in workload prediction.

7.5.1.4 Algorithms

The reference algorithms include: (i) no federation (NF), which does not share any resources and workload with others and the scheduler tries the best effort to minimize the electricity cost; (ii) contracts-based scheduling algorithm using the local resource first (ConBLF); (iii) contracts-based scheduling algorithm with contracts cost-aware (ConBCA) scheduling; (iv) contracts-based contracts duration-aware scheduling algorithm that avoids live migration (ConBConA); (v) contracts-based contracts cost-aware and duration-aware scheduling (ConBCAConA); (vi) the last candidate approach for comparison is the unrealistic method which uses a greedy algorithm (filling the jobs to the datacenter with lowest operating cost by the FCFS policy) to optimize the operating cost across all the datacenters without considering the local datacenter’s profit. We refer to it as real-time complete cooperation scheduling (RT). The summary of the algorithms is shown in Table 7.4.

7.5.2 Experimental Results

For illustrating the performance of our contracts-based algorithms, we complete five sets of experiments: first, we study the impact of increasing the number of servers in the datacenters; second, our experiment
analyses the impact when the number of datacenters is increased; third, we add different amount of errors to the prediction of the workloads and study its impact; fourth, we test the influence of different contract intervals on the performance; finally, we evaluate the fairness of our algorithm compared to global optimization approaches that do not consider local profits of the individual datacenters. For each set of the first four experiments, we measure the electricity cost per successful job, the success rate, the average server utilization and the number of job live migrations.

7.5.2.1 Impact of Number of Servers

We first test the performance of our mechanisms using different number of servers per datacenter. The number of servers increases from 100 to 500 per datacenter in the evaluation. As shown in Figure 7.4a, the y-axis is the normalized electricity cost per successful job compared with NF. The x-axis is the number of servers per datacenter. We observe that with the ability to share resources in the cloud federation, the electricity cost compared with no federation has been optimized from about 10% to 40% as the number of servers increase. ConBCA achieves the best result and it is close to that of RT. This is due to the fact that if the provider does not need to consider violating the contracts or the cost of live migrations, it can send all the jobs to the lower cost contracts it holds. As this will increase the utilization of the low cost contracts, it can potentially decrease the operating cost per successful job. In Figure 7.4b, we observe that the success rate increases with increase in the number of servers. The priority of sharing the resources
are mainly reflected when the resources are scarce. Thus, if the resource is scarcer, the difference can be larger. In Figure 7.4c, we can observe that our contracts-based mechanism and the RT mechanism obtain better results (around 2%) as the sharing mechanism makes the workload more balanced in the providers which increases the utilization of the servers. In Figure 7.4d, we observe that the techniques that avoid live migration (ConACB and ConACACOnB) achieve the best result. The cost-aware algorithm performs poorly as it uses the contracts regardless of the effective time of the contracts. ConBLF which is the local resource first mechanism also does not perform well (near 8K live migrations when the number of servers is 100) as it ignores the length of the contract. ConBLF performs better than the ConBCA when the number of servers is increased as ConBLF uses local resource first strategy. Therefore, if the resource is available, the usage of the contracts will decrease and the number of live migrations will be decreased as well.

Overall, we can deduce that contracts-based algorithm performs significantly better than the NF scheme with respect to operating cost and success rate. Live migration is avoided when using contracts duration-aware mechanisms (ConBConA and ConBCACOnA) and the performance of our contracts-based mechanisms is close to that of the RT method in most of the measurements.

7.5.2.2 Impact of Number of Providers

We next evaluate the performance of our mechanisms to study the impact of different number of service providers in the federated cloud. The number of providers is increased from 10 to 50. As shown in Figure 7.5a, the y-axis is the normalized electricity cost per successful job compared with no federation. The x-axis is the number of providers which remains unchanged in this set of evaluation. We can observe that the electricity cost compared with no federation has been optimized from about 10% to 20% in the proposed schemes. This result is similar to the previous experiment. Here, ConBCA optimizes the electricity cost very significantly compared to the other contracts-based algorithms when the resources are sufficiently available in the federation. As shown in Figure 7.5b, the success rate also increases with increase in the number of providers. Thus, all contracts-based algorithms perform better than NF with more than 20% improvements. Also, the contracts-based algorithms perform similarly to RT when the number of providers is more than 20. The utilization levels measured in Figure 7.5c also show a similar trend as previous experiments. We can see that when the number of providers is increased, the number of live migrations of ConBLF and ConBCA are decreased. The reason is that when the resources are available and when the number of jobs submitted to each datacenter is decreased, the number of live migrations also decrease. From the above experiments, we can conclude that contracts-based algorithm performs better than the NF in operating cost and success rate. Live migration is avoided when using contracts duration-aware mechanisms (ConBConA and ConBCACOnA). Most of the measurements of our contracts-based mechanisms are close to the RT.
7.5.2.3 Impact of Prediction Errors

We next evaluate the performance of our mechanisms using different proportions of prediction error added to the demand and workload prediction. We use a white noise\cite{153} to introduce the error in the predicted values. The amount of error introduced is increased from 10% to 50% in the experiment. All the other settings are kept as shown in the default configuration Table 7.3. As shown in Figure 7.6a, the y-axis is the same as the previous evaluations. The x-axis is the average percentage of prediction errors. The electricity cost compared with no federation has been optimized from about 10% to 15% regardless of the prediction errors. The result shows that the prediction errors do not influence the result significantly (2% with 50% added error) as the error only influences the contract trading volume. The resources are traded between the providers with the true value. As only the volume is influenced insignificantly by the added error, it does not have a significant impact on the outcome. In Figure 7.6b, we also observe that the success rate is not influenced much (less than 1% variance) by the prediction error. We find a similar trend with the measurements on utilization and live migrations in Figure 7.6c and Figure 7.6d respectively. \textit{From the above experiments we can deduce that the prediction error does not influence our algorithm significantly and hence the proposed techniques are robust under a wide range of errors in the workload prediction.}

7.5.2.4 Impact of Contract Intervals

Next, we test the performance of our mechanisms with different duration of contract intervals. The contract interval is set to five values (1, 2, 4, 8 and 12 hours). As shown in Figure 7.7a, the x-axis is the contract interval. We can see that the contract interval does not influence the operating cost significantly. But when the contract interval increases, the normalized electricity price is also increased considerably between 3% to 5% except for ConBCA. ConBCA is influenced more and has an increase of 16%. This is because with a longer interval, the evaluation accuracy of the true values for each time slot will decrease which will influence the contracts establishment process. However, the influence is not very significant. In Figure 7.7b, we observe that the success rate is not influenced significantly by the contract intervals and in Figure 7.7c, we note that the average utilization of the running servers also does not change significantly. As shown in
Figure 7.7: Evaluation results for different inner intervals of the contracts

Figure 7.8: The gain or loss ratio of the profit for each individual CSP

Figure 7.7d, the number of live migrations decreases when the contract interval increases (for LFConB, from 12K to 0.6K; for ConBCA, from 52K to 1K) as the longer effective time decreases the probability of live migrations. The contracts duration-aware mechanisms (ConBConA and ConBCAConA) also perform better here.

**Overall, from the above experiment, we can see that the contract interval influences the number of live migration and electricity cost. With an increase in the contract interval, the normalized electricity cost is slightly increased and the number of live migrations is decreased.**

### 7.5.2.5 Fairness

In this set of experiment, we evaluate the fairness of the proposed schemes by comparing the individual profit of each CSP. The result is observed with the setup of 100 servers per datacenters. We use the default setting for the other experiment parameters. As shown in Figure 7.8, the y-axis is the gain or loss ratio of the normalized profit which is the difference between the profit that can be earned using the federated cloud and the profit that can be earned otherwise when operating alone. When the number is larger than 0, it means that the provider earns more using the federated cloud than when it operates alone and vice versa. The x-axis represents the index for each CSP. From the figure, we can see that, when the federated cloud is operated using the real-time complete cooperation mechanism, there are six CSPs (CSP4, 5, 6, 8,
13, 22) of the total 25 CSPs losing profits compared with the profits they can earn when operating alone. The contracts-based mechanisms perform significantly better than operating alone except for CSP10 which gets a very minimal decrease (less than 4%) compared to the profit that it can earn from operating alone.

From the observations above, we can see that the real-time complete cooperation mechanism globally optimizes the operating cost but results in several CSPs losing profits. In contrast, the proposed contracts-based mechanisms perform better than the real-time complete cooperation mechanism and achieve higher fairness with most of the CSPs obtaining higher profits when participating in the federation.

7.6 Summary and discussion

In this chapter, we proposed a contracts-based mechanism for resource sharing between CSPs in a federated cloud. Compared with previous work in this area, our proposed approach considers both the global cost minimization as well as the local profit maximization of each individual datacenters participating in the federation process. We developed an auction-based mechanism for contract establishment and a suite of contracts cost-aware and duration-aware scheduling techniques that maximize the local profits of the CSPs while meeting the individual job requirements. We evaluated the performance of the proposed approach using a trace-driven simulation study with realistic workload traces and electricity pricing. The contracts-based solution achieves good performance and performs significantly better than the traditional model in terms of fairness in local profits while achieving similar operational costs and success rate properties as existing methods.

While the techniques presented in this chapter assume a centralized approach, in the next chapter, a decentralized implementation of allocating resources in geo-distributed environments is presented.
8.0 Decentralized resource allocation and management mechanism for geo-distributed edge and cloud resources

In this chapter, we propose, design and implement a decentralized platform for allocating geo-distributed edge resources. We first propose a decoupled decentralized resource allocation model that manages the allocation of computing resources distributed at the edges to the service providers that have application demand to use those resources. Then, we propose a sealed bid double auction protocol based on decentralized smart contracts with a two-phase sealed bidding and revealing mechanism. Next, we develop a decentralized auction-based resource sharing contract establishment and allocation mechanism that ensures truthfulness and utility-maximization for the providers. Finally, we implement a prototype of the proposed model on a real blockchain test bed and our extensive experiments demonstrate the effectiveness, scalability and performance efficiency of the proposed approach.

8.1 Background and Motivation

In the Internet of Things (IoT) era, the demands for low-latency computing for latency-sensitive applications (e.g., location-based augmented reality games, real-time smart grid management, real-time navigation) has been growing rapidly. Edge Computing provides an additional layer of infrastructure to fill latency gaps between the IoT devices and the back-end cloud computing infrastructure.

In current edge computing models, we have service providers that provide geo-distributed cloud infrastructure or edge computing infrastructure as a service. For example, Google Espresso [161] supports low latency content delivery around the world with more than one hundred points-of-presence (PoPs). Microsoft deployed more than one hundred data centers (DCs) that can serve 140 countries around the world [97]. Current models also include cloud services that are extended to support edge computing. For instance, Amazon Greengrass [131] supports Amazon Lambda [130] and other AWS services on the edge devices and Azure IoT Edge [17] extends the Azure cloud services to the edge devices. Current models operate by restricting each service provider to only utilize their own edge infrastructure resources for providing service. It creates a strong barrier between the providers and makes the infrastructure investment not only inefficient but also redundant.

Sharing edge infrastructure has significant benefits to optimizing resource usage cost and meeting strict latency requirements. Geo-distributed edge infrastructures that cooperate together to optimize resource allocation can build a seamless geo-distributed edge federation platform to provide infrastructure to a wide range of edge computing applications (e.g. virtual reality, smart city, big data analytic) that have strict latency and bandwidth requirements.
In this work, we design a decentralized mechanism which enables resource sharing among the service providers and the edge infrastructure providers (Figure 8.1). The proposed approach implements a long-term persistent resource sharing scheme at the edge using decentralized blockchain networks. In the remaining part of this section, we describe the background of edge resource sharing and blockchain-based smart contracts.

### 8.1.1 Edge Resource Sharing

We assume that the resources are organized in a layered architecture [22] where the edge infrastructure acts as the middle layer between the cloud infrastructure and the smart things as shown in Figure 8.1. The dense geo-distributed edge infrastructure includes the micro datacenters (MDCs) and the smart gateways placed at the edge of the network which are located one hop from the end devices. We model the edge resource sharing platform similar to the model described in [158] (Chapter 6). The platform includes (i) potential buyers namely service providers (SPs) who are responsible to provide services directly to the end users and want to lease edge resources on demand to increase their revenues, and (ii) potential sellers namely edge infrastructure providers (EIP) who operate either the MDCs or the smart gateways that support multi-tenant resource allocation by running containers.

To model the resource sharing problem at the edge, we assume that there are \(|N|\) SPs that require edge computing infrastructure to support their services. For simplicity, we assume that for each SP \(i \in N\), where \(N\) is the set of the SPs, there is a quantifiable service demand of the SPs in each geographic region for every discrete time slot of a day. The resource requirement is represented by the application container [109, 66] (a configured virtual machine integrated with the service software), which has several requirements such as CPU consumption, memory size, network bandwidth and latency requirement. We use \(\lambda_i^p(\tau)\) to represent the workload coming from a particular location \(p\) in time slot \(\tau\) for SP \(i\) as shown in Figure 8.3. We assume
that there are several EIPs and each of them handles a large number of highly geo-distributed MDCs and smart gateways that represent the edge computing resources. We assume that each MDC or smart gateway can act as a virtual node $d \in D$, which can support the deployment of several containers. For simplicity, we assume that every container consumes equal amount of resources for running the application service. The capacity of the overall node is denoted as $C_d$ and it represents the number of containers that can be run on the node. The final resource allocation decision can be simplified as a mapping between the edge resources $C_d, \forall d \in D$, and the workloads, $\lambda_i^p(\tau), \forall i \in N$, which decides the actual node that run the containers to serve the corresponding workloads from a location $p$. The decision problem is NP-hard [158] (Chapter 6) and in this work, we simplify the problem by first delineating non-overlapping regions and then dividing the continuous sharing time into non-overlapping time slots (e.g., one hour). Thus, each trade (auction) is handled for a particular region $r \in R$ and for a particular time slot $\tau$, which allows the problem to be solved using the proposed auction mechanism (Section 8.2.3).

The key challenges of the edge resource sharing problem are two folds: (i) the geo-distributed nature and the distributed ownership of the edge infrastructure make it hard to centralize the resource allocation decision and (ii) the competitive relationship between the EIPs and the SPs make it challenging to guarantee efficiency and fairness. To tackle these challenges, we employ blockchain-based smart contracts to deploy a truthful auction that automatically processes the bids from the potential buyers and sellers to generate resource contracts between them guaranteeing both efficiency, fairness, and decentralization at the same time.
8.1.2 Blockchains and Smart Contracts

Blockchain is a distributed ledger that stores transaction records as a chain of blocks maintained by a set of miners in the decentralized blockchain network (Figure 8.2). The miners mine the blocks to include the transactions to form the blockchain for the state in which all miners reach an agreement through a consensus protocol (e.g., proof-of-work (PoW), or proof-of-stake (PoS)). The architecture of blockchain makes it possible to achieve decentralization, integrity, auditability, transparency and high availability at the same time. Smart contracts are built on top of blockchain and they allow user-defined programs to be executed on the blockchain. More specifically, the smart contract can be treated as a program deployed on the blockchain network, which resides at a specific address (generated when deploying) on the blockchain, including algorithms (functions within a contract) and data (the state of the smart contract) as shown in Figure 8.2. To interact with smart contracts, there are two ways: (i) retrieving the state or data from the smart contracts which can be directly restored from the blockchain data without sending transactions, and (ii) change the state of the smart contracts which require calling the functions of the smart contract by sending transactions and the execution is completed after the transaction is included in the blockchain network. Ethereum is well-known blockchain network that supports smart contracts. Ether is the cryptocurrency used on Ethereum. It is held in and can be transferred between accounts including externally owned accounts (EOAs) and contract accounts (CAs). An EOA is determined by a unique public-private key pair owned by an individual who can use the private key to sign the transactions sent from the account. CAs are different than EOAs. Each CA does not have a key pair and is associated with a deployed smart contract that is activated (deployed) by an EOA. To execute the smart contract, the EOA that deploys a new smart contract or calls a function of a deployed smart contract needs to pay Gas [151] included in the transaction. Gas can be exchanged from Ether. A transaction in Ethereum is a build-in instruction signed by an EOA. Each transaction specifies several information including the sender’s address, the receiver’s address and data (e.g., smart contract bytecode, and a function call with the arguments). Each function call and its input are included in the transaction so that the output can be verified by multiple miners with the same input and the given program. The correctness can be guaranteed by the miners and the consensus protocol of the blockchain.

In this work, the proposed resource sharing (auction) protocol is enforced without trusted third-parties using smart contracts. Additionally, the proposed truthful auction is designed to guarantee that the bidders will bid with their true valuation on the goods and thus, it will reduce the complexity of the auction algorithm. The resource contracts that are persistent and distributed on the blockchain can be used for assessment, billing, and auditing. To cooperate with the geo-distributed utility-aware task scheduling, the edge resource sharing platform can be seamlessly integrated with the existing utility-aware cloud platform to handle a wide range of applications with different requirements.
8.2 Smart Contract-based Edge Resource Allocation

We design the proposed edge resource sharing platform using blockchain-based smart contracts. The blockchain acts as the decentralized ledger that stores the trade information (e.g., when and where the resource is shared), and the procedure (smart contracts) of the trade between the buyers and sellers transparently for all the participants.

8.2.1 System Architecture

The architecture of the proposed edge resource sharing platform is shown in Figure 8.2. The basic functionality of the platform is to match the supply and demand of the edge resources based on the auction algorithm deployed in the smart contracts. To make the process decentralized, we employ blockchain-based smart contracts to act as the auctioneer.

As shown in Figure 8.2, we can see that the decentralized consensus and mining of the new blocks are controlled by the miners connected to the blockchain network. Any node can download the client of the blockchain network and be a miner of the network. The public blockchain can be audited by anyone who participates in the blockchain network and accepts the broadcast. The blockchain is established by a sequence of blocks, each of them is generated by the consensus mechanism and connected to its parent block by its hash value. The block stores all the information related to the state changes of the blockchain (e.g., transactions between accounts, and modifications of values in the smart contracts) in their block body as records of transactions. The smart contracts deployed on the blockchain can achieve automatic execution of the algorithms and guarantee the correctness of transactions. In the proposed system, we assume that there are four types of entities namely the service providers (SPs), Edge Infrastructure Providers (EIPs) discussed in Section 8.1, Region Coordinators, and smart contracts as shown in Figure 8.4.
We use the notion of divided regions to reduce the complexity of matching the latency or location requirement of the edge application to the resources available in a certain area. We assume that the map corresponding to the geographic area is divided into \( |R| \) sub-regions, where \( R \) is the set of all the regions. The region division can be generated by negotiation between the EIPs and SPs, which can either be based on the location of base stations, Point of presences (PoPs) of Internet Service Providers (ISPs) or based on administrative divisions (e.g., counties) as shown in Figure 8.3. Each region \( r \in R \) only includes a specific area and there is no overlap between the regions. We also assume that the expected workload distribution for each time slot \( \tau \) is \( \lambda_{ri}(\tau) \) for SP \( i \) in the region \( r \). The workload distribution contains all the workloads coming from the region. We use \( \lambda_{pi}(\tau) \) to represent the workload coming from a particular position \( p \) in region \( r \). As we primarily consider the workload which needs real-time service, \( \lambda_{pi}(\tau) \) is often the upper bound of the workload during the time slot \( \tau \) from position \( p \). In each region, there can be multiple nodes that serve as the infrastructure. We use \( E_r \) to represent the list of nodes which serves in region \( r \). In addition, the nodes that serve in one region can guarantee the lowest possible latency of placing the services of the SPs with an average latency, \( l_r \), as they either directly connect to the PoP or base station of the region, which is one hop from the end devices that send the requests. With the above assumptions, the edge nodes can be either micro datacenters (MDCs), smart gateways, or mega datacenters that satisfy the placement requirement for a certain region.

We use smart contracts to run the resource trading between the SPs and the EIPs in each region. The smart contract acts as the trusted third party that uses the predefined auction algorithm to decide the winning bids and establish the resource contracts. However, as we need both the resource buyers (SPs) and the sellers (EIPs) to bid in the (double) auction, both of them are not suitable to create or handle the smart contract as the owner. Therefore, we assume that there is a region coordinator for each region.
The coordinator creates the smart contract for the auctions based on the rules (e.g., when the participants can bid, and what is the time duration for the resource contracts for a particular auction). It notifies the participants the information of the smart contract (e.g., address, and interfaces), monitors the smart contract and calls the function of the smart contract to determine the winning bids. The coordinator is the owner of the smart contract and the cost of running the smart contract is paid either by registering the auction or from the subsidy of the auction.

The auction algorithm and the status is published in the smart contract. The participants and the coordinator can audit the status of the smart contract from the blockchain data. The smart contract acts as the auctioneer and runs the auction automatically from the predefined auction algorithm and decides the winning bids. Then, based on the policy, the resource contracts are established and recorded in the blockchain for further accounting and auditing when the resources are used.

### 8.2.2 Decentralized Sealed Bid Double Auction Protocol

In this section, we present the proposed resource allocation techniques for EIPs and SPs to establish relationships (resource contracts) with each other and explain how smart contracts help in this process.

We design a sealed bid double auction using smart contracts on the blockchain that enables the EIPs and the SPs to bid in the auction with their sealed bids. We assume that for each region $r$ and each time slot $\tau$, there is an auction that decides which EIP and SP pairs trade with each other. We note that all participants and the coordinator can interact with the blockchain network using blockchain gateway services such as
Infura \(^1\). We assume that each EIP and SP have at least a client that is responsible to interact with the region coordinators, resource management, and the smart contracts to control the process of evaluating the resource valuation. They interact with the smart contract (auctioneer) and record and report the established resource contracts to the internal resource management for resource allocation and task scheduling.

The auction procedure consists of five phases as shown in Figure 8.5:

<table>
<thead>
<tr>
<th>Smart Contract Creation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> region id ( r ), resource sharing time slot ( \tau ), region coordinator account ( r^\text{addr} )</td>
</tr>
<tr>
<td><strong>Output:</strong> smart contract address ( z )</td>
</tr>
<tr>
<td><strong>Before time ( T_1 ), for each region ( r ) and each time slot ( \tau ):</strong></td>
</tr>
<tr>
<td>1. The region coordinator creates the smart contract by calling ( z = r^\text{addr} .\text{deploy}(Z,T_1,T_2,T_3,r,\tau) ), where ( Z ) is the class definition of the resource sharing auction.</td>
</tr>
<tr>
<td>2. The region coordinator waits for the transaction to be included in the blockchain network and gathers the address ( z ) for the smart contract.</td>
</tr>
<tr>
<td>3. The region coordinator broadcasts the smart contract tuple ( &lt; z, r, \tau &gt; ) to all the participants registered.</td>
</tr>
</tbody>
</table>

**Phase 1. Construct:** includes the registration and smart contract creation. Before the auction smart contract is created, all the EIPs and SPs that want to participate need to register their accounts to the region coordinator through the steps shown below. The region coordinator will also record the account information. We use the notations \( T_1, T_2, T_3, T_4 \) to represent the end time of the first four phases (construct, bid, reveal, and determine) as shown in Figure 8.5. When handling the creation of the smart contract,
the region coordinator will obey the rules of phase periods. For example, for the construct phase, the region coordinator will call the construct function of the smart contract before $T_1$. It is worth noting that $T_1, T_4$ are enforced by the auction protocol which needs to obey the region coordinator but $T_2, T_3$ can be enforced directly by the smart contract which is included in the program of the smart contract. Based on the negotiated time slot length of the edge resource sharing period (for example, in an one hour period), the region coordinator creates a smart contract for each resource sharing period. Several parameters are initialed together with the smart contract as shown in Figure 8.6. It written in Vyper [68] to include the details. We define a Bid structure at the beginning of the smart contract and we initialize the map between the sellers and the sell bids (asks), the map between the buyers and the buy bids (bids) and the counts of them. After the smart contract for the auction is created, the region coordinator will get an address for the smart contract. Then, both the address and other related information (e.g., region id, and time slot) are broadcasted to all the participants.

### Bid Procedure

**Input:** smart contract address $z$, bid value $b$, weight $c$, SP account $i_{addr}$

**After time $T_1$, before time $T_2$:**

1. SP $i$ generates the blinded bid $\beta = \text{hash}(b, c, \alpha)$ with a randomly generated secret $\alpha$.
2. SP $i$ decides a deposit value, which is $\gamma = b * c + \text{random}(b * c)$.
3. SP $i$ uses its registered account $i_{addr}$ to send the bids by interacting with the smart contract $z$ by calling $z.bid(\beta, c, \{"from" : i_{addr}, "value" : \gamma\})$, where the entries in the brackets describe the corresponding entries included in the transaction.
4. The smart contract $z$ records the blinded bid information as a tuple, $<\beta, c, i_{addr}, \gamma>$.
5. SP $i$ waits for the transactions to be verified and included in the blockchain network. Then, it record the bid in the local bid array $B$, including tuples of the true bids, $<b, c, \alpha>$.

**Phase 2. Bid:** After the auction smart contract is broadcasted to all the participants, the participant can fetch the auction calendar (e.g., when the participants can bid, and reveal) from the smart contract. It is as mentioned above as noted by $T_1, T_2, T_3$. When the bidding period is started, all the participants who registered can bid to the smart contract. For each bid, the EIP or SP sends the bid by interacting with the smart contract by sending a transaction including the function for bidding, the blinded bid (hash value of the entire bid with a randomly generated secret), the number of containers requested or available, and the deposit to the smart contract. We omit the procedure for the seller (EIPs) to place their sell bids (asks) as it is similar to the bid procedure shown below. The deposit of the sell bid (ask) will be used to guarantee that the resources are preserved for the resource contracts during the effective time slot.

**Phase 3. Reveal:** in the reveal phase, the participant needs to interact with the smart contract to reveal the bids they sent by sending the real bid to be verified by the smart contract. The bid value, weight and secret will be sent to the smart contract for verification. If the stored hash value matches the hash value of the above tuple, the bid is valid and will be reserved for the auction. Otherwise the bid will be removed and the corresponding deposit will be appended to the withdraw fund list. We omit the procedure for the seller (EIPs) to reveal their sell bids (asks) as it is similar to the reveal procedure of the buyers (SPs) shown.
below. It is worth noting that, in the reveal phase, it is possible for the bidders to cancel the previous bids by sending a wrong bid value to the smart contract in the corresponding bid entry. Therefore, we do not implement the cancellation functionality in the smart contract and we leave it to the client to implement it. As only the bidder has the private key to sign its own bids, the authentication of the blockchain network can make sure that the denial of service attack (e.g., send the wrong bids to the smart contract to cancel others’ bids) is hard to conduct.

**Reveal Procedure**

**Input:** smart contract address \( z \), bid array \( B_i \), SP account \( i^{addr} \),

**After time** \( T_2 \), **before time** \( T_3 \):

1. SP \( i \) sends the bid array \( B_i \), where each entry includes the bid value \( b \), weight \( c \), secret \( \alpha \) of the bid, to the smart contract for verification by calling \( z\text{.reveal}(B_i, \{"from": i^{addr}\}) \).
2. Smart contract \( z \) verifies each bid by the blinded bid hash \( \beta \) placed in the bid phase. If the buy bid matches the hash value and the deposit is larger than the total bid value \( \gamma \geq b \times c \), it will be appended to the valid buy bid array, \( B \), stored in the smart contract shown as an array \( \text{validBids} \) in Figure 8.6.

**Phase 4. Determine:** In the winner determination phase, the auctioneer (smart contract) decides the winning bids. For simplicity, we omit the region id \( r \) and time slot \( \tau \) in the following discussion. We use a binary notation \( x_b \) to denote whether the buy bid \( b \) wins or not \((x_b = 1 \text{ wins}, \text{ and vice versa})\). Similarly, \( x_s \) denotes whether the sell bid (ask), \( s \), wins or not. We denote the buy price as \( \pi_b \) and sell price as \( \pi_s \).

Similarly, we denote the auction result as two sets, \( X_s = \{x_s | s \in S\} \) and \( X_b = \{x_b | b \in B\} \). Each entry of the set determines the decision of one sell or buy bid in the auction. Besides the winners, the algorithm also sets the map (shown as \( \text{pendingReturns} \) in Figure 8.6) between the bidders and the pending withdraw amounts that determines how much fund can be withdrawn for each bidder including the bid deposit of the fail bids and the overvalued deposit of the winning bids. The resource contracts are also established in this phase based on the results of the auction. Each of them can be denoted as a tuple \(<i, D, C, \tau, \pi_b, \pi_s >\)

where \( D \) is the list of sellers (edge nodes) that provides the resources to SP \( i \) in the resource contract and \( C \) is the array of the number of containers provided by each seller.

**Winner Determination Procedure**

**Input:** smart contract address \( z \)

**After time** \( T_3 \), **before time** \( T_4 \):

1. The region coordinator calls \( z\text{.determine()} \), the predefined auction algorithm, in the smart contract to decide the winning bids, which is discussed in Section 8.2.3. The decision \( X_b \) and \( X_s \) are stored in the smart contract along with the initial resource contracts.

**Phase 5. Withdraw:** After the auction is closed and the resource contracts are established, the participants can withdraw their remaining funds (e.g., the excess value deposit and the deposit of the fail bids) from the smart contract.
Withdraw Procedure

**Input:** smart contract address \( z \), bidder’s account \( a \)

**For each bidder (either EIP or SP):**
1. The bidder calls \( z\.withdraw() \) with its account \( a \).
2. Smart Contract \( z \) verifies the available withdraw amount \( \text{pendingReturns}[a] \) defined in Figure 8.6. If \( \text{pendingReturns}[a] > 0 \), the fund will be sent back to account \( a \) and set \( \text{pendingReturns}[a] = 0 \) to avoid double withdrawal.

8.2.3 Auction Algorithm

From the Myerson–Satterthwaite theorem [102], we can see that there are no auction algorithms that can satisfy all of the four auction properties at the same time namely: (i) Individual Rationality (Definition 3), which means that no participants should lose from bidding in the auction, (ii) Weak Balanced Budget (Definition 5), which means that the auctioneer will not subsidize the auction, (iii) Truthfulness (Definition 2) that ensures that bidding with true valuation is the dominant strategy of all the bidders and (iv) Economic efficiency (Definition 6) ensures that the good should be finally allocated to the bidder who values it the most. However, there are auction algorithms that can satisfy three of the properties with a bounded loss on the remaining one. McAfee mechanism[90] can satisfy individual rationality, weak balanced budget, truthfulness with a bounded loss of economic efficiency \((1/\min(|B|,|S|))\) in our problem. In our work, we use the McAfee mechanism in the auction design. The truthfulness property guarantees that for the participants whose objectives are to maximize their utilities, the dominant bidding strategy is to bid by their true valuation. Based on the above assumption, we first define the utility of the SP and EIP.

**Utility of Service Provider:** We model the utility of the SP to run the service at the edge. Here, we consider services having higher requirements for latency such as location-based augmented reality games[107] and intelligent traffic light control [164]. The utility gain of the SP can be expressed by the gain in changing the execution of the real-time service from the cloud to the edge which can be represented by the function:

\[
v^p_i(\tau) = f(l_r) - f(l_{pi}(\tau))
\]

where \( f(l) \) is a function which estimates the utility that can be obtained by providing the service with a latency \( l \). We assume that the function is a non-increasing function related to the latency which means that when the latency is increased, the utility will decrease. Here \( l_{pi}(\tau) \) represents the latency between the mega datacenter of SP \( i \) and the position \( p \). We note that the utility gain can be also modeled by other criteria such as the bandwidth cost (e.g., when moving an aggregator operator to the edge to reduce the overall bandwidth cost of moving the data to the cloud).

**Utility of Edge Infrastructure Provider** For the EIP, its objective is to earn higher revenue by providing the infrastructure to SPs. Therefore, the utility for the EIP is obviously the profit that it can obtain by renting the resource to the SPs. The true valuation of the resource for the EIP can be defined using the
operating cost of the resources. For each node, the unit operating cost function $Cost_d(\tau)$ can be defined as the ratio of the sum of the operating cost of each server and the capacity of the node:

$$Cost_d(\tau) = \frac{\sum_{m}^{Md} Cost_m^d(\tau)}{C_d}$$ (40)

where $Cost_m^d(\tau)$ is the fluctuating operating cost of server $m$ in node $d$ in time slot $\tau$. To determine the winning bids, we extend the McAfee mechanism [90] by allowing each bid to contain both the unit price and the number of containers at the same time. The group bidding method can save a significant amount of cost when the auction is running on the smart contract.

The auction algorithm is shown in Algorithm 12. As we can see, the time complexity is $O(max(|B|log|B|, |S|log|S|))$. We omit the region id $r$ and the time slot $\tau$ in the algorithm definition. In the algorithm, we can see that the buy bids and sell bids (asks) are sorted in their natural ordering (ascending order for sell bids and descending order for buy bids). Then, we find the break-even index by accumulating either from the buy bids or sell bids (asks) by counting the number of containers. When the break-even index is found (the next buy bid price is lower than the next sell bid price), the supply is filled (all the possible containers are sold) or we meet the end of the bid array. Then based on the McAfee mechanism, we decide the winning bids and the final selling and buying prices.

### 8.2.4 Smart Contract Implementation

We implement the smart contract by Vyper [68], which can run on any blockchains that support Ethereum Virtual Machine (EVM) (such as Ethereum, Hyperledger Fabric, etc.). Our choice of using Vyper is due to its security, auditability and being predictable by implicitly limiting the features of the language such as recursive function calls, which may lead to unpredictable results when interacting with the smart contract. As Vyper does not support the dynamic array, we set the size of all the arrays that appear in the smart contract as 64. Limiting the number of bids can decrease the cost of establishing the smart contract and running the functions.

As our resource contracts can be established before the Service Providers actually use the resources, it provides adequate time for the coordinator to conduct the auction. As shown in Table 8.1, the auction can be handled a day ahead and the two phases can be scheduled with in certain time ranges. As the time.
Algorithm 12: Algorithm for determining the winning bids

1. Procedure determine\((B, S) \rightarrow \pi_s, \pi_b, X_s, X_b\)
2. sort \(B\) in descending order by the bid price;
3. re-index \(B\) as \(B = \{b_i, c_i | i \in [1, |B|]\}\);
4. sort \(S\) in ascending order by the bid price;
5. re-index \(S\) as \(S = \{s_j, c_j | j \in [1, |S|]\}\);
6. set the overall supply \(C_r = \sum_{d \in E_r} C_d\);
7. set current buy price \(b\) as the first bid (highest price) in \(B\);
8. set the sell price \(s\) as the first sell bid (lowest ask) in \(S\);
9. set number of buying containers \(h = 0\), and selling containers \(k = 0\);
10. set current index \(i = 1, j = 1\);
11. while True do
12.   if \(h \geq C_r\) then
13.     \(h = C_r\);
14.     break;
15.   else if \(i + 1 > |B|\) or \(j + 1 > |S|\) or \(b_{i+1} < s_{j+1}\) then
16.     break;
17.   if \(h > k\) then
18.     \(s = s_j, k += c_j, x_j = 1\);
19.     \(j += \);
20.   else
21.     \(b = b_i, h += c_i, x_i = 1\);
22.     \(i += \);
23.     \(\rho = (b_{i+1} + s_{j+1})/2\);
24.   if \(b \geq \rho \geq s\) then
25.     \(\pi_s = \pi_b = \rho\);
26.   else
27.     \(x_i = 0, x_j = 0\);
28.     \(\pi_b = b_i\);
29.     \(\pi_s = s_j\);

range is sufficient for each participant to interact with the smart contract and to wait for the transaction to be included in a block, and verify the transaction, the gas price can be set with a low priority fee or even without setting the priority fee to save the overall cost.

8.2.5 Resource Contract

After the auction is cleared, the resource contracts for time slot \(\tau\) are established. The length of the time slot \(\tau\) can be negotiated by the EIPs and SPs to determine an appropriate granularity for the resource allocation by considering both low-cost (e.g., the cost of running the auction on the smart contract) and efficiency for placing services (e.g., minimizing the migration when the resource contracts are expired). We assume the length of the time slot is one hour, and the auction will be handled on the previous day when the resource will be used. We present an example in Table 8.1. After the winning bids are determined, the resource contracts are built between the EIP and SP pairs one by one, and the buyer \(i\), the sellers \(D\) (the nodes provide the resources), the buying price \(\pi_b\), selling price \(\pi_s\), the array of the number of containers \(C\) (each determines the resources provided by an edge node), and effective time slot \(\tau\) are recorded either in the auction smart contract (e.g., by a smart contract event) or in a new smart contract that can track the
Table 8.2: Default Experiment Setting for each auction

<table>
<thead>
<tr>
<th># of EIPs</th>
<th># of SPs</th>
<th># of bids (total)</th>
<th># of containers per bid</th>
<th>PUE</th>
<th>electricity cost/operating cost</th>
<th>gas price</th>
<th>gas limit (per block)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>6</td>
<td>30</td>
<td>100</td>
<td>1.2</td>
<td>10%</td>
<td>20 gwei</td>
<td>30M</td>
</tr>
</tbody>
</table>

resource usage on the run. The client of each EIP and SP will monitor the resource contract record in the smart contract to negotiate the resource allocation and gather the payment or provision the tasks.

8.3 Evaluation

In this section, we present the experimental evaluation of the proposed smart contract-based resource allocation implemented and deployed on the real testbed, Rinkeby[140].

8.3.1 Setup

In the experiment evaluation, we focus on testing the performance of the algorithms when they are implemented in a smart contract and deployed on the real testbed, Rinkeby. We assume that in each region, multiple EIPs participate as sellers, multiple SPs participate as buyers and a coordinator handles the coordination. For each auction, we keep the default setting as shown in Table 8.2. We estimate the power consumption using a real server model that has the same performance as that of the IBM server x3550 (2 x Xeon X5675 3067 MHz, 6 cores, 16GB) [20]. Each server hosts up to 5 service containers at a given time. The electricity price is generated based on the hourly real-time electricity price from NationalGrid’s dataset [139]. We use the distribution of the data in 2015 from NationalGrid’s hourly electricity price to simulate the fluctuation of the real electricity market. We also set the energy cost to 10% of the overall operating cost [75] and the Power Usage Effectiveness (PUE) is 1.2. For the utility model of the service provider, we choose a base rate similar to that of the a1.large instance (2 vCPUs and 4 GB memory) of Amazon EC2, which is $0.05 per hour usage. The linear growth of utility is based on the utility gain of the latency improvement which is in the 1-100 range.

8.3.2 Methodology

In our experiments, we evaluate two kinds of performance: (i) the performance of the smart contract which includes the gas cost of different scenarios and participants and function calls, (ii) the performance of the auction algorithms in comparison to other baselines. The evaluation metrics are defined as follows:

**Gas cost**: is the measurement of the cost of smart contracts. It is measured by the EVM which executes the
function and each assembly operation (opcode) has a fixed gas cost based on its expected execution time.

**Social Welfare**: is a metric used to evaluate the performance of the auction. The social welfare can be calculated as the sum of the true valuation of the winners. The social welfare measures the efficiency of the auction. It is maximized if the goods are allocated to the buyers who value them the most.

**Subsidy**: is the difference between the payment from the buyers and the payment given to the sellers. The subsidy is generated based on the auction algorithms. As discussed in the definition, when it is negative, the auctioneer can gather fees from the auction, and when it is positive, the auctioneer needs to subsidize the trade to make up the difference.

### 8.3.3 Smart Contract Performance

As shown in Figure 8.7, we evaluate the gas cost with different number of bidders (sellers and buyers). The default number of bids is 30 as shown in Table 8.2 and the bids are evenly distributed to each bidder using a simple round robin algorithm. We illustrate the breakdown of the gas cost in five phases: (i) **construct**, in which the coordinator creates the smart contract, (ii) **bid**, in which the participants bid, (iii) **reveal**, in which the participants reveal the sealed bid, (iv) **determine**, in which the smart contract determines the winning bids by the auction algorithm, and (v) **withdraw**, in which the coordinator and participants...
withdraw their funds. As shown in the results, we can see that when there are more participants, the overall gas cost has only a small increase and it only influences the reveal and withdraw phases as it increases the number of reveal and withdraw function calls. In Figure 8.8, the impact of the number of bids is evaluated. The setup is similar to the above experiment and we fixed the number of bidders to 12. We can see that with increasing the number of bids, the gas cost increases significantly especially for the bid, reveal and determine phases. The reason is that the number of bids influence the time complexity of each function call in the three phases. The influence of the number of bidders and bids are illustrated in Figure 8.9. We can get similar conclusion that the overall number of bids influences the gas cost much more than the number of bidders.

We also evaluate the gas cost for different participants and function calls in Figure 8.10 and 8.11. As shown in Figure 8.10, we can see that most of the gas cost is paid by the coordinator and the participants only pay gas cost when they bid or reveal the bids. As we design the auction mechanism based on McAfee mechanism, the coordinator has the opportunity to get payment from the auction and the participants can also pay management fees to the coordinator to cover such cost. In Figure 8.11, we observe similar results that show that construct and determine phases cost most of the gas. As shown in Table 8.3, we convert the gas cost to real ether cost using the price listed in July 2021 (1 ether=$1787). As we can see, the coordinator
needs to pay nearly 240 dollars to complete one auction, which is relatively high for the current market but there are many alternatives that can decrease the cost. For example, the coordinators can build a private blockchain (e.g., by using Hyperledger Fabric or Ethereum 2.0) to decrease the operating cost of running the smart contract. Each bidder may need to pay $4.5 for one bid and $15.5 for revealing all the bids (linear to the number of bids) on average. The withdrawal only needs less than $1.

### 8.3.4 Auction Performance

In this experiment, we test the performance of different auction algorithms, in terms of social welfare and subsidy. We compare the following auction algorithms:

**McAfee** [90]: is the auction mechanism we use in our method. It guarantees both truthfulness and weak balanced budget at the same time.

**OPT**: is a straightforward auction mechanism that always chooses the highest buy bids and lowest sell bids to trade. It is named as optimal single price omniscient (OPT) [53]. It can always guarantee balanced budget but not truthfulness.

**VCG**: is a well-known auction mechanism [144, 41, 56] which guarantees truthfulness but not balanced budget.
In Figure 8.12, we evaluate the social welfare of the above three auction algorithms with different number of bids. We can see that all of the three methods have similar social welfare in different setups. From the theoretic aspect, only Mcafee may lose social welfare in the second condition (as shown in Algorithm 12) and because the bids are evenly distributed, the probability of the occurrence of the second condition is low. The result is similar when we increase the number of containers being traded in each bid as shown in Figure 8.13. When the subsidy is considered in the evaluation (Figure 8.14 and 8.15), we can see that VCG will suffer from positive subsidy and the coordinator needs to subsidize the trade. However, Mcafee mechanism has weak balanced budget and the subsidy can be only negative. It means that this can be one possible way for the coordinator to gather fees and mitigate the operating cost of running the smart contracts. OPT always has balanced budget and the subsidy is always zero.

8.4 Summary and discussion

In this chapter, we propose a blockchain-based auction for allocating computing resources in an edge computing platform that allows service providers to establish resource sharing contracts with edge infras-
structure providers apriori using smart contracts in Ethereum. The decentralized auction protocol makes the trust decentralized on the blockchain network, which reliefs the concern on both the centralized auction and the single point of failure. We implement a prototype of the proposed model on a real blockchain test bed and our extensive experiments demonstrate the effectiveness, scalability and performance efficiency of the proposed approach.

While the decentralized resource sharing mechanism is designed for the geo-distributed edge environment, we note that the idea can be applied in geo-distributed clouds as well. Based on the geo-distributed cloud resource sharing model discussed in Chapter 7, we can modify the smart contract defined in Section 8.2 to implement the auction procedure for geo-distributed clouds designed in Chapter 7 so that all cloud service providers can place buy bids and sell bids (asks) and the smart contract can act as the decentralized auctioneer to establish the resource contracts.
9.0 Conclusion and Future Work

9.1 Conclusion

In this dissertation, we study the optimization of stream processing applications in geo-distributed edge and cloud environments by considering key challenges in both the data processing (platform) layer and the infrastructure management layer.

In the first part of the dissertation (Chapter 3, 4, and 5), we present a distributed stream processing platform that optimizes the resource allocation of heterogeneous edge computing resources along three dimensions. Specifically, in Chapter 3, we present Amnis, a distributed stream processing platform that optimizes the resource allocation for stream queries by carefully considering the data locality and resource constraints during physical plan generation and operator placement in edge computing environments. Amnis closely considers physical plan generation while optimizing distributed stream processing. The physical plan generation in combination with data locality optimization in Amnis enables data locality-aware operator placement that optimizes the placement of operators near the data sources. The coflow optimization feature in Amnis further increases the utilization of the network by scheduling the flows by considering the dependencies that exist between them. The results demonstrate the performance of Amnis in terms of both end-to-end latency and throughput compared to previous techniques. In Chapter 4, we extend Amnis to address fault tolerance in edge-based stream processing. We present a novel resilient stream processing framework to achieve system-wide fault tolerance while meeting the latency requirement for the applications in the edge computing environment. The proposed approach employs both checkpointing-based data replication and active replication techniques to seamlessly handle the failure while considering the heterogeneous nature of hardware and software components in edge-based stream processing applications. The heterogeneity challenges the placement and execution of operators that have higher recovery cost expectations than the others. We use the recovery cost estimate to place the active replication in order to reduce both the latency during failures and the fault tolerance cost (e.g., adding duplicate operators). The results demonstrate that our methods find an effective tradeoff between full replication and checkpointing-only mechanisms to achieve low recovery cost (latency) with a bounded fault tolerance budget. In Chapter 5, we further extend the stream processing optimization to incorporate elastic scaling using a reinforcement learning-based method. The proposed method automatically tunes the edge-based stream processing applications to meet the performance requirements. The model-based reinforcement learning method handles the uncertainty of the stream processing application by considering the variation in the workload and processing rate dynamics. The dynamic parallelism configuration problem is modeled as a Markov Decision Process (MDP) and it is solved by reducing it to a contextual Multi-Armed Bandit (MAB) problem using the well-studied LinUCB method. The model-based LinUCB further enhances the pre-train performance by adapting arbitrary G/G/1 queues.
with the distribution information gathered from the historical information and improves the initial states of the reinforcement learning model. The experiment results demonstrate the effectiveness of the proposed approach compared to standard methods in terms of cumulative reward and convergence speed. Thus, in the first part of this dissertation summarized above, we extend the current state-of-the-art distributed stream processing engines to adapt to heterogeneous edge environments and the proposed techniques achieve low-latency fault-tolerant elastic stream processing by intelligently optimizing the physical plan, the placement of the operators and automatically deciding the parallelism of the operators.

In the second part of this dissertation Chapter 6, 7, and 8, we propose a set of resource management and resource sharing mechanisms to efficiently allocate edge computing resources in a geo-distributed environment. Specifically, in Chapter 6, we propose Zenith, a new resource allocation model for allocating computing resources in an edge computing platform that allows edge service providers to establish resource sharing contracts with edge infrastructure providers \textit{apriori}. The edge resource sharing platform is implemented based on the McAfee mechanism to establish resource contracts between the service providers (SPs) and the edge infrastructure providers (EIPs). Truthfulness, individual rationality and balanced budget properties of McAfee mechanism simplify the design of the auction and the proposed bidding strategies (utility optimization) for the SPs and EIPs. In Chapter 7, we extend the auction model to geo-distributed cloud environments through a contracts-based resource sharing model that allows Cloud Service Providers (CSPs) to establish resource sharing contracts with individual datacenters \textit{apriori} for defined time intervals during a 24 hour time period. In Chapter 8, a decentralized platform for sharing geo-distributed edge and cloud resources among multiple entities is proposed. It employs an auction mechanism that is designed and implemented using blockchain-based smart contracts to carry out a decentralized sealed bid double auction between the infrastructure providers and service providers. Thus, the second part of the dissertation focuses on optimizing the utility of the providers by establishing a resource sharing platform to increase the efficiency of resource usage by either sharing the infrastructure or shifting the peak loads. The proposed techniques based on the theory of mechanism design make it possible for competitors to cooperate and increase the overall social welfare of the system in a decentralized manner.

9.2 Discussion and Future Work

We believe that the outcome of this dissertation would contribute to extending the scope of stream processing applications in geo-distributed edge and cloud computing environments. We briefly discuss a list of possible future directions of our work.

- Automating the optimization for stream processing applications deployed in edge computing environments is more challenging than doing it in cloud environments. This is due to not only the nature of heterogeneous edge resources (computing resources, network resources and topologies, etc.) but also the
nature of the requirements in edge-based stream processing applications (e.g., different requirements, different memory or CPU utilization features, and different hardware requirements). In this dissertation, we deal with some of the key challenges including data locality, fault tolerance and elasticity. There are several promising directions to explore in stream processing using heterogeneous resources for edge-based applications. We summarize them below:

- In our work, we assume that the control signal in the stream processing application will not be the bottleneck. For example, if the stream processing application is deployed in a geo-distributed edge computing environment, the synchronization of the state of the application (e.g., the back-pressure signal) may become a bottleneck. While this is not handled in our work, we believe that tackling this challenge can be a promising direction for future work.

- Our elastic stream processing work (Chapter 5) only deals with the parallelism reconfiguration in an online manner. However, there are many other decisions that can be made within an online algorithm including operator placement, network flows and scheduling in a heterogeneous edge environment. Future work can focus on developing a framework to automate the reconfiguration process by adaptively learning the environment and application characteristics.

- Our work (Chapter 3) optimizes the data locality primarily by grouping the selective operators with the source operators and by moving them to the data source (Section 3.3.1.1). We assume that the selective operators are stateless so that we can arbitrarily split them with the same number of the corresponding source operator. We note that the selective operator can also be stateful as in the case of windowed maximal and key-by sum operators. The reason we limit the applicability to the stateless operator is that the split stateless operators do not need to consider the shuffling phase which needs to be correct (e.g., for key-by sum, all the tuples belonging to a key needs to be processed by one of the instances of the downstream operators) and it can be a bottleneck between the split source operators and the downstream operators. However, it is possible to automatically split the stateful operator to improve the data locality which we leave it as future work.

- Our work does not assume any specific partition function to be used between two connected operators. The partition function can influence the performance in some cases. For example, the partition function can prefer the successor task which is placed locally with the current task to improve the data locality. The optimization of the partition function has been widely studied in the distributed batch processing domain [166], however, applying those methods in a heterogeneous edge computing environment is still a challenge which can be an interesting direction of future work.

- In Chapter 4, we deal with the fault tolerance problem for edge-based stream processing applications using a hybrid recovery cost-aware mechanism. The work considers both the failure rate of the physical nodes and the recovery cost of the operators to decide the active replications. The mechanism acts in a proactive way which predicts the failure and adds the replication beforehand. However, it works better if the prediction is accurate. Maximizing the accuracy of predicting failures
in heterogeneous edge environments is still an open problem and the techniques need to consider both the computing and network heterogeneity at the same time.

- For geo-distributed resource management and resource sharing, we discussed how to fairly share the resources between different entities in a utility-aware manner. Both the centralized (Chapter 6 and 7) and the decentralized approaches (Chapter 8) are based on several key assumptions. We identify the following future directions of work to extend it further:
  - We assume that participants will participate the auction by obeying the rules. If the assumption does not hold (e.g., an attacker can disrupt the auction procedures by making false bids or the participants may collude with each other), the fairness or truthfulness properties of the auction may not be valid. Designing a collusion-resistant auction protocol for sharing resources can be a promising direction in which any out-of-order behaviors can be detected or prevented and can be penalized by the system.
  - In the trading procedure, we assume that all the participants obey the resource contracts established in the auction. It may be violated. The utility-aware penalty can be used to mitigate the loss when the contractor violates the resource contracts. For example, the infrastructure provider does not reserve enough resources for the resource contracts and hence, the penalty can be paid to mitigate the loss of the buyer. It is also a promising direction to automate and enforce the resource contracts on the blockchain network and use the off-chain verification techniques (e.g., zero-knowledge proof) to ensure that the resource contracts are executed correctly.
  - In the auction mechanism design, we assume that there are sufficient number of participants in each auction (i.e., no monopoly) to ensure an effective trading. In real environments, it is possible that in an area, there is only one edge infrastructure provider or service provider who controls most of the market. In such cases, we can rely on traditional auction mechanisms in which only one side, either the buyers or the sellers, bid in the auction. Vickrey auction mechanism is an example of this kind of auction [144]. We note that if both the service and infrastructure markets are a monopoly, our mechanism may not work. To avoid such situations, it is important to maintain an active market that encourages adequate competition and avoids monopoly. Addressing market environments with monopolies is a limitation of the proposed approach and it is an interesting future direction of work.
  - In the utility estimation during resource allocation, we assume that the migration cost is not significant in Chapter 7 and we do not consider it in Chapter 6 and 8. However, the migration cost may be significant in some cases with data-intensive batch workloads. We note that the migration cost can be included in the utility estimation in the model proposed in Section 6.3 and Section 8.2. As the service providers know which region the application will migrate to, it is possible to include the migration cost in the utility estimation when determining the bid value. For the geo-distributed cloud environments (Chapter 7), it is relatively hard to accurately estimate the migration cost as the service may be migrated to any geo-distributed datacenters. We leave this as future work.
For the techniques presented in Chapter 6, 7, and 8, we assume that all the participants have the ability to estimate the utility (e.g., operating cost) to make sure that the trade is efficient. However, the estimation may not be accurate and may have some errors. We have conducted an experiment in Section 7.5.2.3 to evaluate the influence of the prediction errors. It demonstrates that the resource contracts-based resource sharing mechanism can tolerate some prediction error. However, if the utility estimation is not accurate, it may lead to a loss of revenue for the participants. Future work may address how to accurately estimate the utility with zero or very low prediction error.
In this chapter, we first introduce the basic notations used to discuss the mechanism design, which is primarily used to design the auction algorithms. We assume in an auction, there are \( n \) bidders that want to bid in the auction and each bidder \( i \in N \) bids with their bid value, \( b_i \). Here \( N \) denotes the set of bidders \( N = \{1, 2, ..., n\} \). The bids are represented by a vector \( \vec{b} = \{b_1, b_2, ..., b_n\} \). Each bidder has a true valuation of the good, which is private to the bidder, represented by \( \vec{v} = \{v_1, v_2, ..., v_n\} \). Depending on the bidding strategy, the bid may be equal or not equal to the real valuation of the good for the bidder. The outcome of the auction is determined by the auction mechanism which can be represented by a vector \( \vec{x} = \{x_1, x_2, ..., x_n\} \) where \( x_i \) is a binary indicator that indicates whether the bid \( b_i \) wins or not. The payments are represented by \( \vec{p} = \{p_1, p_2, ..., p_n\} \) where \( p_i \) is the payment of bidder \( i \) to buy the good in the auction. The objective of each bidder is to maximize the per-bidder utility which can be represented by using the following utility function:

\[
    u_i = (v_i - p_i)x_i
\]

where \( u_i \) is the utility of bidder \( i \).

We next introduce Dominant Strategy \([108]\) from game theory that forms a fundamental solution concept for auction mechanism designs.

**Definition 1.** (Dominant Strategy) Strategy \( s_i \) is a bidder \( i \)'s dominant strategy in a game, if for any strategy \( s_i' \neq s_i \) and any other bidders’ strategy profile \( s_{-i} \),

\[
    u_i(s_i, s_{-i}) \geq u_i(s_i', s_{-i}).
\]

The concept of dominant strategy is related to truthfulness. In an auction, truthfulness means that revealing truthful information is the dominant strategy for every bidder.

**Definition 2.** (Truthfulness) “Truthfulness” is also called as strategy-proof or incentive compatibility in auction literature. In game theory, an asymmetric game where players have private information is said to be strategy-proof (SP) if it is a weakly-dominant strategy for every player to reveal his/her private information.

If an auction mechanism is truthful, then the bidders will tend to bid with their true valuation of the products. This is a powerful feature for auction mechanism design as it ensures that both the buyers and sellers can get maximum utility from the auction without cheating.

Formally, we can define the truthfulness property as

\[
    E[u_i(s_i, s_{-i})] \geq E[u_i(s_i', s_{-i})]
\]

where the \( u_i \) is the utility of bidder \( i \), \( s_i \) is the strategy that bidder \( i \) bids with the true value of the product. Here \( s_{-i} \) represents the strategies for the bidders other than bidder \( i \) and \( s_i' \) represents a strategy.
other than \( s_i \). The function illustrates that the strategy that bids with the true value will give the bidder
the highest utility compared to any other strategies. If this function is true for all the bidders, it ensures
that the auction mechanism is truthful.

In auction mechanism design, there is another property called Individual Rationality guaranteeing that
every bidder will not lose utility in the auction. It is defined as below:

**Definition 3.** (Individual Rationality) An auction is individual rational if and only if \( u_i \geq 0 \) holds for every
bidder \( i \in N \).

There are also two other properties of the mechanism design called Balanced Budget and Economic
Efficiency defined as follows:

**Definition 4.** (Strong Balanced Budget) An auction is Strong Balanced Budget if and only if
\[ \sum_{p_i \in \hat{P}} p_i = \sum_{\rho_j \in \hat{\rho}} \rho_j \]
where \( \rho_j \) is the payment paid to the seller \( j \). The definition defined above shows that the strong balanced
budget guarantees that all the payments from the buyers go to the sellers (which is often discussed in double
auction where both the buyers and sellers can bid) and nothing is left for the auctioneer. There is another
property called weak balanced budget which is defined as follows:

**Definition 5.** (Weak Balanced Budget) An auction is Weak Balanced Budget if and only if
\[ \sum_{p_i \in \hat{P}} p_i \geq \sum_{\rho_j \in \hat{\rho}} \rho_j \]
which means that the auctioneer may gain from the auction by gathering fees from the difference between
the payments from the buyers and the payments paid to the sellers.

The economic efficiency is also an important property in the mechanism design:

**Definition 6.** (Economic efficiency) An auction has Economic efficiency if and only if \( \sum_{v_i \in \hat{v}} v_i x_i \) is maxi-
mized.

which means that the social welfare is maximized such that the goods of the auction go to the bidder
who value them most.
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